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Abstract  The purpose of this tutorial-based lecture is to show the usefulness of performing a receiver operating 
characteristic (ROC) curve analysis. The lecture will explain the background terminology associated with a ROC 
curve analysis, show the necessary SAS software coding to run a ROC curve analysis, and finally help interpret the 
analysis output in order to make informed research decisions. An example evaluating body mass index (BMI) cutoff 
scores indicating obesity is used in the tutorial. 

Keywords: Receiver operating characteristic (ROC), sensitivity, specificity, Body Mass Index (BMI), obesity 

Cite This Article: Peter D. Hart, “Receiver Operating Characteristic (ROC) Curve Analysis: A Tutorial 
Using Body Mass Index (BMI) as a Measure of Obesity.” Journal of Physical Activity Research, vol. 1, no. 1 
(2016): 5-8. doi: 10.12691/jpar-1-1-2. 

1. Introduction 
In physical activity research, it is often of interest to 

dichotomize a continuous variable to subsequently use as 
either an outcome or predictor in an analysis. In clinical 
situations, these variables may be part of an evaluation 
process and lead to specific programming or prescription. 
All too often, the cutoff value for creating such a variable 
is arbitrary or based on outdated standards. There does 
exist, however, a diagnostic statistical procedure to help 
evaluate these cutoff values and in some instances provide 
justification for changing them. The receiver operating 
characteristic (ROC) curve is a procedure that can produce 
both tabular and graphical output to aid in the assessment 
of a cutoff value used to create a dichotomous variable. 
This brief tutorial is the first in a series of lectures on 
applied statistics and measurement and will rely on the 
free SAS University Edition online statistical program [1]. 

2. Terminology 
Before beginning this tutorial, it is important to first 

define some terminology associated with a ROC curve 
analysis. When evaluating the effectiveness of a 
dichotomous variable, the question usually posed is how 
accurate is the measure in classifying observations? If, for 
example, a dichotomous measure is used to diagnose a 
disease, then the question becomes how accurate is it in 
classifying those who have the disease and those who do 
not? This attribute of a measure can also be considered its 
ability to discriminate. A 2x2 table helps see the possible 
outcomes to this question. 

Table 1. Possible outcomes from using a new measure as compared 
to a true outcome 

 True Outcome 

Measure Positive Negative 

Positive TP (a) FP (b) 

Negative FN (c) TN (d) 
Note. TP is true positive, FP is false positive, FN is false negative, and 
TN is true negative. Sensitivity is a / (a + c). Specificity is d / (b + d). 

Two cells in Table 1 are emphasized in a ROC curve 
analysis. A true positive (TP) is the number of 
observations that our measure identifies as positive and 
actually are positive. Alternatively, a true negative (TN) is 
the number of observations our measure identifies as 
negative and actually are negative. The values of TP and 
TN lead us to two more descriptive measures. Sensitivity 
refers to the proportion (probability) of positive 
observations that our measure accurately identifies as 
positive (i.e., TP rate). Sensitivity can easily be calculated 
from our cells: sensitivity = a / (a + c). Specificity refers to 
the proportion (probability) of negative observations that 
our measure accurately identifies as negative (i.e., TN 
rate). Specificity can also be calculated from our cells: 
specificity = d / (b + d).  

Ideally, a measure would possess both high sensitivity 
and high specificity. However, in reality, these two values 
often have an inverse relationship [2]. Specific situations 
will dictate which is more significant. For example, it may 
be more important to rule out a disease that a researcher 
may sacrifice overestimating the disease. In other words, 
in this case, our measure allows for more positive 
outcomes. And although more positive outcomes can 
increase TP outcomes they can also increase FP outcomes. 
This would imply the measure has high sensitivity but low 
specificity. A negative test result here gives us greater 
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confidence that the disease is not present. A different 
situation may require more emphasis on ruling in a disease 
that the researcher sacrifices underestimating the disease. 
Here, our measure would yield more negative outcomes 
with increased TN outcomes but also increased FN 
outcomes. This would imply the measure has high 
specificity but low sensitivity. Alternatively, a positive 
test result here gives us greater confidence that the disease 
is present. 

The ultimate decision in research which leads to these 
opposing values of sensitivity and specificity is the cutoff 
value used to create the dichotomous variable. The cutoff 
value is what converts a continuous measure to a 
dichotomous measure which in turn is used to classify 
observations. A ROC curve analysis produces a statistical 
report for the researcher to evaluate and then use to select 
or modify a cutoff score [3]. The following example will 
illustrate a ROC curve analysis. 

3. Example 
Body mass index (BMI) is a common and useful 

measure of body composition in physical activity research 
[4]. Despite a wide agreed upon cut point for obesity 
(BMI ≥ 30), it may be beneficial to ensure our 
classification is accurate in the population we are 
investigating. The data analyzed in this tutorial include 
BMI measurements on 252 males [5]. The dataset also 
contains an obesity status variable (OBESE) derived from 
percent body fat (PBF). The obesity status variable serves 
as a gold-standard measure, which is needed for any ROC 
curve analysis. The OBESE variable is coded ‘1’ for obese 
males and ‘0’ for non-obese males. A PBF of 25 and 
greater indicated obesity [6]. Table 2 shows the SAS 
University Edition (SAS Studio) code required to produce 
a list of the dataset (Table 3). The OBS=5 option is used 
to print only the first five observations. 

Table 2. SAS code for printing the initial dataset 

 
Note. ROC1 is the SAS dataset containing the prepared data. The 
OBS=5 option limits the output to the first five observations, for space 
concern only. The VAR statement specifies which variables to print. 

Table 3. Partial list output of the dataset 

 
Note. The above list output is from the PROC PRINT procedure. The 
only variables needed for a ROC curve analysis are BMI and OBESE. 

A ROC curve analysis can easily be performed using 
the PROC LOGISTIC procedure, as seen in Table 4 [7]. 
The MODEL statement declares the OBESE variable as 
the dependent variable (left side of equal sign). SAS will 
model the probability of OBESE=’0’ by default. Therefore 
an EVENT=’1’ option is necessary since obesity is 
defined as ‘1’ in the dataset. BMI is the continuous 

independent variable (right side of equal sign) from which 
the cutoff score will be established to indicate obesity. The 
OUTROC= option creates a second dataset containing 
sensitivity and specificity data which here is called 
ROCDATA. This dataset will be referred to later in the 
tutorial. The ROC statement produces a ROC curve and 
the ROCCONTRAST statement produces a significance 
test for the ROC curve. 

Table 4. SAS code for the ROC curve analysis 

 
Note. OBESE is the dependent variable. The EVENT=’1’ informs SAS 
that obesity is coded ‘1’. BMI is the independent variable. OUTROC= 
creates a second dataset. ROC produces a ROC curve. ROCCONTRAST 
produces a significance test. 

Table 5 shows partial output from the PROC 
LOGISTIC procedure. This part of the output is not a 
main concern of a ROC analysis. However, the regression 
coefficients will be used later in the tutorial and the 
significance of BMI (p < .0001) is necessary for a useful 
ROC curve. 

Table 5. Partial logistic regression output 

 
Note. The model’s intercept (-15.7009) and slope (0.5584) are needed to 
compute the BMI cutoff scores. 

 
Figure 1. ROC curve and area under the curve (AUC) 

Note. The farther the curve is to the upper left corner of the graph, the 
better BMI is at classifying obesity status. 

Figure 1 displays the ROC curve from our analysis. The 
graph is constructed with sensitivity on the vertical axis 
and 1-specificity on the horizontal. This should indicate 
that the area in the upper left region provides the most 
useful discrimination in terms of a cutoff score [8]. The 
diagonal line, from (0,0) to (1,1), is indicative of an 
independent variable that discriminates no different from 
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guessing (50/50 chance). However, our ROC curve is well 
above this line. In fact, the area under our curve (AUC) is 
0.866 as compared to that of the diagonal line which is 
always 0.500 (half the graph). The AUC of 0.866 more 
specifically means that of all possible obese/non-obese 
male pairs created from our sample, the model with BMI 
assigned (in 86.6% of the pairs) a higher predicted 
probability of being obese to the obese male than it did to 
the non-obese male. A little simpler, BMI correctly 

classifies randomly drawn pairs of obese/non-obese men 
86.6% of the time. Table 6 displays significance tests for 
our AUC. Since the 95% confidence interval (0.819, 0.913) 
does not contain 0.500, we can conclude that our AUC is 
significantly better than chance. A Chi-square test is also 
in the output and provides a p-value (p < .0001) associated 
with the null hypothesis that our AUC equals 0.500. This 
test is also significant. 

Table 6. ROC curve AUC significance tests 

 
Note. If 0.500 lies outside the 95% confidence interval, we can conclude that our ROC curve is 
significant. 

Now that we know our AUC is significant, we can 
determine an optimal BMI cutoff value for obesity. In 
theory, this can be accomplished by inspecting points on 
our curve that fall closest to the upper left corner of the 
graph. In reality, since these points represent probabilities 
and not BMI values, we must first make a few calculations. 

Table 7. SAS code for ROC curve analysis variables 

 
Note. The cutoff variable is formed by re-arranging any logistic 
regression model to solve for X. The model is: logit = intercept + 
slope(X). 

Table 7 shows the creation of a new SAS dataset 
(ROC2) from the dataset that was created with the 
OUTROC= option earlier. A PROC PRINT of this dataset 
(PROC PRINT DATA=ROCDATA;) may help 
understand the variable names that SAS assigned. But is 
omitted from this tutorial. The second line creates a new 
variable called LOGIT. A logit is the log of the odds in 
favor of an event. The LOG() function will compute the 
log while the odds by definition is the probability of 
success (_prob_) over the probability of failure (1-_prob_). 
The predicted probability (_prob_) variable was in the 
ROCDATA dataset and will now also be in the ROC2 
dataset. The third line creates the CUTOFF variable which 
contains different BMI cut points indicating obesity. The 
15.7009 and 0.5584 are the intercept and slope 
(respectively) from our logistic regression analysis. This 
line of code comes from the mathematical rearrangement 
of the regression equation: logit = -15.7009 + 0. 
5584(BMI). The idea is that we want to solve for BMI for 
each probability cut point in the ROCDATA dataset by 
using our regression equation. The fourth line just gives 
sensitivity a better working name by creating a duplicate 

variable. The fifth line yields specificity in its normal form. 
And the sixth line computes Youden’s J (YJ). YJ is the 
sum of sensitivity and specificity minus 1 and is often 
used as criteria for selecting an optimal cutoff value [9]. 

Table 8 shows the code needed to print the new 
variables. It first may be an advantage to sort the new 
ROC2 dataset by YJ. Using the DESCENDING option 
will list the output in descending order of YJ. This is 
useful because larger values of YJ are optimal. Only the 
first twenty-five observations are printed. 

Table 8. SAS code for printing analysis variables 

 
Note. Sorting the new dataset by YJ can help identify cutoff scores more 
easily. 

If the only criteria used to select a BMI cutoff score is 
YJ, then we would choose the very first row of the output 
which has the highest YJ statistic of 0.54643. Since YJ 
represents the TP rate minus the FP rate, larger values 
indicate a more accurate measure. The associated BMI 
cutoff value of 26.7996 is then the optimal cutoff in 
classifying individuals into obese and non-obese 
categories. However, YJ is often used as criteria when the 
researcher has no preference over sensitivity or specificity. 
If the researcher does have such a preference, each 
sensitivity and specificity combination in the output 
should be considered. As mentioned earlier, some 
researchers may suggest that it is more important to 
maximize the TP outcomes and others may prefer to 
maximize the TN outcomes. But whatever your position, 
this tutorial provides the methods for making such 
decisions. It is clear from this analysis, however, that 
when considering both sensitivity and specificity our 
traditional BMI cutoff of 30 (indicating obesity) may be 
too high. 
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Table 9. Partial output of BMI cutoff scores with statistics 

 
Note. A large YJ may be one criteria for deciding an appropriate cutoff 
score. 

A final situation that may be useful to the physical 
activity researcher is the comparison of two or more ROC 
curves. For example, let’s say a second independent 
variable such as waist circumference (WC) was also 
available in our dataset and likewise provided a significant 
AUC in classifying obese men. A follow-up question 
would be, is WC a significantly better measure than BMI? 
This can easily be evaluated in SAS by including separate 
ROC statements for each independent variable being 
tested [10]. Table 10 shows this SAS software code. The 
output in this situation (not shown) will include a separate 
ROC curve analysis for each variable, a combined ROC 

curve graph showing curve comparisons, as well as 
significance tests comparing AUC pairs.  

Table 10. SAS code for the comparison of two ROC curves 

 
Note. BMI and WC are both independent variables in the model 
statement. The ‘WC and ‘BMI’ options give the graphs names. Including 
the REFERENCE(‘BMI’)/ESTIMATE to the ROCCONTRAST 
statement sets BMI as a reference to compare WC to in the significance 
test. 

In summary, this tutorial-based lecture provides 
rationale, terminology, and evaluation criteria for using a 
ROC curve analysis in judging cutoff scores that create 
dichotomous variables. As well, ROC curve analysis code 
for the free SAS University Edition online statistical 
program was provided. This paper marks the first of a 
series of lectures on applied statistics and measurement 
presented by the journal. Stay tuned for our next lecture! 
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