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Abstract—Knowledge management enhances the value of a
corporation by identifying the assets and expertise as well as ef-
ficiently managing the resources. Security for knowledge manage-
ment is critical as organizations have to protect their intellectual
assets. Therefore, only authorized individuals must be permitted
to execute various operations and functions in an organization. In
this paper, secure knowledge management will be discussed, fo-
cusing on confidentiality, trust, and privacy. In particular, certain
access-control techniques will be investigated, and trust manage-
ment as well as privacy control for knowledge management will be
explored.

Index Terms—Data mining, privacy, role-based access control
(RBAC), secure knowledge management, security policy, semantic
web, trust negotiation (TN), usage control (UCON).

I. INTRODUCTION

KNOWLEDGE management is about corporations sharing
their resources and expertise, as well as building intel-

lectual capital so that they can increase their competitiveness.
While knowledge-management practices have been around for
decades, it is only with advent of the web that knowledge
management has emerged as a technology area. Corporations
with Intranets promote knowledge management so that the
employees can learn about various advances in technology, get
corporate information, and find the expertise in the corporation.
Furthermore, when experts leave the corporation through retire-
ment or otherwise, it is important to capture their knowledge
and practices so that the corporation does not lose the valuable
information acquired through many years of hard work [15].

One of the challenges in knowledge management is main-
taining security. Knowledge management includes many tech-
nologies such as data mining, multimedia, collaboration, and
the web. Therefore, security in web data management, multi-
media systems, and collaboration systems all contribute toward
securing knowledge-management practices. In addition, one
needs to protect the corporation’s assets such as its intellectual
property. Trade secrets have to be kept highly confidential so
that competitors do not have any access to it. This means one
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needs to enforce some form of access control such as role-based
access control (RBAC), credential mechanism, and encryption.

To have secure knowledge management, we need to have
secure strategies, processes, and metrics. Metrics must in-
clude support for security-related information. Processes must
include secure operations. Strategies must include security
strategies. The creator may specify to whom the knowledge
can be transferred when knowledge is created. The manager
of the knowledge may enforce additional access-control tech-
niques. Knowledge sharing and knowledge transfer operations
must also enforce access control and security policies. Secure
knowledge-management architecture may be built around the
corporation’s Intranet.

While this paper provides an overview of secure knowledge
management, it focuses mainly on confidentiality, trust, and
privacy aspects. Section II provides an overview of knowl-
edge management as well as aspects of secure knowledge
management. Applying various access-control policies such as
RBAC and usage control (UCON) is discussed in Section III.
Aspects of trust management and negotiation are discussed in
Section IV. Privacy issues are discussed in Section V. The paper
is concluded in Section VI.

It should be noted that there are several aspects to secure
knowledge management. We discuss confidentiality, trust, and
privacy management. Furthermore, for each aspect, several
techniques have been proposed. For example, various access-
control policies such as read/write policies have been designed
and implemented. We will focus on RBAC and UCON as they
are emerging as two of the prominent access-control techniques
and are natural for use in a corporate environment. RBAC
is now being enforced in many commercial products and is
a widely used standard. Models such as UCON encompass
RBAC models and are becoming popular. Trust management
and negotiation is inherent to knowledge management. For
example, in an organization, a vice president may be authorized
to receive the information, but the president may not have
sufficient trust in the vice president to share the sensitive infor-
mation. Finally, privacy is becoming critical for organizational
knowledge management and data sharing. Furthermore, impor-
tant knowledge-management technologies such as data mining
and the semantic web have inferencing capabilities, and as a
result, privacy as well as confidentiality may be compromised.

Researchers are working on secure knowledge management
that complements the ideas we have presented in this paper.
An excellent introduction to secure knowledge management is
given in [25]. Work on trust management and policy-driven
approaches for the semantic web have been reported in [7], [9],
[11], and [12].
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Fig. 1. Aspects of secure knowledge management.

II. SECURE KNOWLEDGE MANAGEMENT

As stated in Section I, secure knowledge management con-
sists of secure strategies, processes, and metrics. In addition,
security technologies such as the secure semantic web and
privacy-preserving data mining are technologies for secure
knowledge management. Security techniques for knowledge
management include access control and trust management.
Fig. 1 illustrates the various aspects of secure knowledge man-
agement. We will describe each component in this section.

Security strategies for knowledge management include the
policies and procedures that an organization sets in place for
secure data and information sharing as well as protecting the
intellectual property. Some of the questions that need to be an-
swered include how often should knowledge be collected? How
often should the organization conduct audit strategies? What
are the protection measures that need to be enforced for secure
knowledge sharing? Secure knowledge-management strategies
should be tightly integrated with business strategies. That is,
if by enforcing intellectual-property protection the organization
is going to be unprofitable, then the organization has to rethink
its secure knowledge-management strategy.

Secure processes for knowledge management include secure
workflow processes as well as secure processes for contracting,
purchasing, and order management. Security has to be incor-
porated into the business processes for workflow, contracting,
and purchasing. For example, only users with certain creden-
tials can carry out various knowledge-management processes.
Metrics for secure knowledge management should focus on the
impact of security on knowledge-management metrics. Some
examples of knowledge-management metrics include the num-
ber of documents published, number of conferences attended,
or the number of patents obtained. When security is incorpo-
rated, then the number of documents published may decrease as
some of the documents may be classified. Organizations should
carry out experiments determining the impact of security on the
metrics gathered.

Security techniques include access control, UCON, trust
management, as well as privacy control. These techniques are

Fig. 2. Secure knowledge-management architecture.

enforced at all stages of knowledge-management processes.
Secure knowledge-management technologies include data min-
ing, the semantic web, as well as technologies for data and
information management. The component technologies have to
be secure if we are to ensure secure knowledge management.

Fig. 2 illustrates an architecture for secure knowledge
management. The components of the architecture are a secure
knowledge-creation manager, secure knowledge-representation
manager, a secure knowledge manipulation and sustainment
manager, and a secure knowledge dissemination and trans-
fer manager. The secure knowledge-creation task includes
creating knowledge as well as specifying security policies
enforced based on the knowledge. Secure knowledge-
representation tasks include representing the knowledge as well
as policies in a machine-understandable format. Knowledge-
representation languages such as rules and frames as well
as some of the more recent semantic-web languages such as
resource descriptive framework (RDF) and ontology languages
are appropriate for knowledge and policy representation. Secure
knowledge-manipulation tasks include querying and updating
the knowledge base. In addition, the knowledge gained has to
be sustained as long as possible. Various processes have to
be in place to sustain the knowledge securely. Finally, secure
knowledge dissemination and transfer task includes disseminat-
ing and transferring the knowledge to authorized individuals.

This section has provided an overview of the various aspects
of secure knowledge management. The remainder of the paper
will discuss certain security techniques for confidentiality, trust,
and privacy.

III. OPTIONAL INFORMATION FOR COMPUTER GEEKS ON

CREATION OF ELECTRONIC IMAGE FILES

As we have stated, various access-control techniques may be
applied for knowledge management to ensure confidentiality.
These could be simple read–write policies, role-based policies,
and UCON policies. We have chosen to discuss RBAC and
UCON as we believe that they are important for secure knowl-
edge management. RBAC is a standard implemented in several
commercial products, and UCON encompasses RBAC.
1) RBAC for Knowledge Management: The concept of

RBAC has emerged in the past decade as a widely deployed
and highly successful alternative to conventional discretionary
and mandatory access controls. The principal idea in RBAC is
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that users and permissions are assigned to roles. Users acquire
permissions indirectly via roles. For example, Alice is assigned
to the analyst role and gets the permissions of the analyst role.
This remarkably simple idea has many benefits and elabora-
tions. Administration of authorization is much simplified in
RBAC. Separation of user–role assignment and permission–
role assignment facilitates different business processes and
administrators for these tasks. Modifications to the permissions
of a role immediately apply to all users in the role. Users are
easily deassigned and assigned roles as their job functions and
responsibilities change. There are two major elaborations of
the simple RBAC concept. One elaboration is to have hier-
archical roles, such as senior analyst and junior analyst. The
senior analyst automatically inherits the permissions assigned
to the junior analyst. This further simplifies administration.
The second elaboration is to have separation of duty and other
constraints. For example, we may require the roles of analyst
and mission specialist to be mutually exclusive, so the same
user cannot be assigned to both roles.

Due to strong commercial interest by vendors and users in
RBAC over time, the RBAC model evolved into a National
Institute of Standards and Technology/American National Stan-
dards Institute (NIST/ANSI) standard model first introduced
in 2001 [8] and formally adopted as an ANSI standard in
2004. Even though there is agreement on a core standard for
RBAC, much work remains to be done to truly exploit the
potential of this technology for various applications including
knowledge management. RBAC is especially relevant to the
protection of information in a local environment as well as in
a global environment across a coalition. The NIST/ANSI stan-
dard model only captures aspects of RBAC that were mature for
standardization. It explicitly lists a number of items on which
the standard is silent. These include administration of roles and
cross-organizational roles. These open issues are central to
deployment of RBAC in complex environments. Traditional
approaches to RBAC administration often are heavy weight in
involving explicit actions by human administrators. These tradi-
tional approaches, where a human is in the loop in every admin-
istrative decision, are not scalable to the flexible and automated
environment of knowledge management. Thus, one of the chal-
lenges for managing security in an environment is to make
the administration as seamless as possible. The assignment of
users and permissions to appropriate roles should occur trans-
parently as part of the normal workflow of the organization.
Recently, Sandhu and co-workers have introduced lightweight
administration models for RBAC based on user attributes [1]
and have also examined interaction of roles and workflow [13].
We need to build upon this work to develop administrative
models for RBAC for knowledge management with the goal
of being as lightweight and seamless as possible without com-
promising security. Traditional approaches to RBAC adminis-
tration are also focused on the needs of a single organization
or environment. This reflects the roots of this technology in
enterprise access control. These approaches to security man-
agement do not scale to a cross-coalition global environment.
Different local environments may use completely different roles
or use the same role names but with very different meaning. The
hierarchical relationships between the roles may be different

Fig. 3. RBAC model.

and possibly inconsistent. In some environments, a professor
role may be senior to a student role, whereas in other envi-
ronments within the same university, the student role may be
senior to professor. For example, a student may be a dean taking
a class from a professor, but this particular student is also the
professor’s boss. Another example would be a student who is
the president of an association taking a class from a professor
who is a member of the same association.

The basic structure of RBAC as developed in [18] is illus-
trated in Fig. 3. One of the key questions in applying RBAC
to secure knowledge management is the nature of permissions
in the knowledge-management context. The RBAC model is
deliberately silent about the nature of permissions since this is
highly dependent on the kind of system or application under
consideration. Secure knowledge management requires control
of access to a diverse set of information resources and services.
We can identify the following broad categories:

1) information sources including structured and unstruc-
tured data, both within the organization and external to
the organization;

2) search engines and tools for identifying relevant pieces of
this information for a specific purpose;

3) knowledge extraction, fusion, and discovery programs
and services;

4) controlled dissemination and sharing of newly produced
knowledge.

Access to structured information in an organization, which
resides in the organization’s databases and other application
repositories, is likely to already be under the purview of some
form of RBAC using organizational roles. It is reasonable to
assume that these organizational roles could be the foundation
for role-based access to unstructured information.

However, access to unstructured information, which may
reside on individual users’ personal computers or small
department-level servers, is fundamentally more problematic.
Organizations will need to articulate and enforce access-control
policies with respect to this information. While the initial thrust

Authorized licensed use limited to: Univ of Texas at Dallas. Downloaded on April 19,2010 at 16:00:35 UTC from IEEE Xplore.  Restrictions apply. 



432 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 36, NO. 3, MAY 2006

of knowledge management has been on techniques to extract
useful knowledge from this scattered but extremely valuable in-
formation, challenging access-control issues must be addressed
before these techniques can be applied in production systems.
We can assume a facility for distinguishing shared information
from private information on a user’s personal computer.

Existing personal-computer platforms have notoriously weak
security so it will require fundamental enhancements in
personal-computer technology to give us a reasonable level of
assurance in this regard. Fortunately, there are several industry
initiatives underway and, hopefully, some of these will come to
fruition. The users will also need to determine how to share the
public information. While reasonably fine-grained sharing tech-
niques are available, it is unreasonable and undesirable to rely
on the end users to specify these policies in detail. Moreover,
current approaches are based on individual identities rather than
roles. Scalability of information-sharing policies will require
that they use organizational roles as a foundation. Information-
sharing policies must be under control of the organization and
cannot degenerate into anarchy where every user shares what
they feel appropriate. There is a strong industry trend towards
managing the corporate user’s platform for a variety of reasons,
so the requirement to impose role-based information-sharing
policies would be consistent with this trend.

Access to specific search engines might involve access con-
trols because of the cost or sensitivity issues. Cost comes about
in terms of cost of licenses and such for accessing the search
engine as well as the cost of the actual effort of performing the
search. Sensitivity comes about in terms of sensitivity of the
results obtained by the search. Similar comments apply to
the knowledge-extraction algorithms. Finally, the resulting
knowledge itself needs to be shared and protected, thus com-
pleting the cycle.

The challenge for RBAC is to go beyond the traditional pic-
ture of human administration of authorizations as depicted by
the administrative roles in Fig. 3, and move to a more seamless
and less user-intrusive administrative model. More generally,
we may need to invent new forms of RBAC that allow users to
do some degree of exploration in the information space of an or-
ganization without allowing carte blanche access to everything.
This presents a significant research challenge to information-
security researchers.
2) UCON for Knowledge Management: The concept of

UCON was recently introduced in the literature by Park and
Sandhu [17]. In recent years, there have been several attempts
to extend access-control models beyond the basic access matrix
model of Lampson, which has dominated this arena for over
three decades. UCON unifies various extensions proposed in
the literature in context of specific applications such as trust
management and digital rights management. The UCON model
provides a comprehensive framework for the next-generation
access control. A UCON system consists of six components:
subjects and their attributes, objects and their attributes, rights,
authorizations, obligations, and conditions. The authorizations,
obligations, and conditions are the components of the UCON
decisions. An authorization rule permits or denies access of a
subject to an object with a specific right based on the subject
and/or object attributes, such as role name, security classifica-

Fig. 4. UCON components.

tion or clearance, credit amount, etc. An attribute is regarded
as a variable with a value assigned to it in each system state.
UCON is an attribute-based model, in which permission is
authorized depending on the values of subject and object at-
tributes. UCON extends the traditional access-control models in
one aspect that the control decision depends not only on autho-
rizations, but also on obligations and conditions. Obligations
are activities that are performed by the subjects or by the sys-
tem. For example, playing a licensed music file requires a user
to click an advertisement and register in the author’s web page.
Such an action can be required before or during the playing
process. Conditions are system and environmental restrictions
that are not directly related to subject or object attributes, such
as the system clock, the location, system load, system mode,
etc. Another aspect that UCON extends traditional access-
control models is the concepts of continuity and mutability.

A complete usage process consists of three phases along
the time—before usage, ongoing usage, and after usage. The
control-decision components are checked and enforced in the
first two phases, named predecisions and ongoing decisions,
respectively. The presence of ongoing decisions is called conti-
nuity, as indicated Fig. 4. Mutability means that the subject or
object attribute value may be updated to a new value as a result
of accessing. Along with the three phases, there are three kinds
of updates: preupdates, ongoing updates, and postupdates. All
these updates are performed and monitored by the security sys-
tem as the access being attempted by the subject to the object.
Updating of attributes by the side effect of subject activity is a
significant extension to classic access control where the refer-
ence monitor mainly enforces existing permissions. Changing
subject and object attributes has an impact on other ongoing
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or future usage of permissions involving this subject or object.
This aspect of mutability makes UCON very powerful. The
new expressive power brought in by UCON is very germane
to the automated and seamless security administration required
in environments. The core UCON model in [17] is illustrated
in Fig. 4.

The concept of a role is easily accommodated in UCON by
means of attributes. A role is simply another attribute attached
to subjects and objects. UCON extensions to the RBAC model
will be very useful in specifying access-control policies for
secure knowledge management. The authorization component
of UCON is of course fundamental to access control. However,
the concept of attribute mutability brings in an important addi-
tional component that allows us to control the extent of service
provided to a user based on cost. Mutable attributes are auto-
matically updated as a consequence of access. Thus, they can be
used to limit the cost incurred by a knowledge search or knowl-
edge extraction. Attribute mutability can also be used to control
the scope of a knowledge search. Information about the past ac-
tivities of a user can be aggregated in attributes associated with
the user so these now become available for controlling future
access to others.

The concept of obligations in UCON also is beneficial for
knowledge management. Obligations are actions required to be
performed before access is permitted. Obligations can be used
to determine whether or not an expensive knowledge search is
required or whether the knowledge is already available in the
system. Obligations can also be used to escalate anomalous re-
source usage by a user so as to require additional conforming of
the business need for the requested activity by that user or some
other user. Ongoing obligations can be brought into play to reg-
ulate the amount of resources spent on a knowledge search or
extraction operation when these resources may not be predict-
able in advance.

The use of conditions can allow resource-usage policies to
be relaxed during times of low activity or tightened during
peak periods of high usage. This can be correlated with cost at-
tributes. Thus, the cost at times of high load may be higher than
the cost at times of low load. UCON facilitates the automatic
adaptation of such policies.

IV. TRUST MANAGEMENT AND NEGOTIATION

Trust management and negotiation is a key aspect of
secure knowledge management. Knowledge management is
essentially about corporations sharing knowledge to get a com-
petitive advantage. This means that one needs to trust the
individuals with whom he or she is prepared to share the
knowledge. Furthermore, corporations may have to negotiate
contracts about knowledge sharing, and this means that a
corporation has to trust another corporation before drawing
up the contracts. This section will discuss trust management
and negotiation concepts and issues applicable for knowledge
management.

In today’s web-based knowledge-intensive applications, trust
is an important goal. A question that many users have when
interacting with a web server, with an application, or with an in-
formation source is “Can I trust this entity?” Ideally, one would

like to have available tools able to automatically evaluate the
level of trust one may place on an unknown party encountered
on the web. Though we are still far from achieving such a goal,
the problem of trust is currently being actively investigated and
several notions and tools addressing aspects related to trust
have been developed. Trust management and negotiation is be-
coming an important aspect of secure knowledge management.
When knowledge is shared across and within organizations, the
parties involved have to establish trust rules for collaboration.
Therefore, trust management plays an important role in knowl-
edge management.

In this section, we first discuss possible definitions of trust
to give an idea of the different meanings associated with it, and
we point out the notion that we refer to in the remainder of the
discussion. We then discuss two different issues related to trust:
how trust is established and how it is managed. Finally, we
discuss a class of systems, known as trust-negotiation (TN)
systems, that establishes a form of trust through a controlled
exchange of credentials among some interacting parties. It is
important to notice that trust, in its many forms, relies on infor-
mation and knowledge about the interacting entities. As such,
TN is an area where sophisticated knowledge-management
tools could be profitably used. Furthermore, trust management
is a key security technique for knowledge management. This
is because organizations have to establish trust before sharing
data, information, and knowledge.
1) Some Definitions of Trust: The notion of trust is used in

a large number of different contexts and with diverse meanings,
depending on how it is used. It is a complex notion about
which no consensus exists in the computer and information-
science literature, although its importance has been widely
recognized. Different definitions are possible depending on the
adopted perspective. For example, Kini and Choobineh [14]
define trust from the perspectives of personality theorists, soci-
ologists, economists, and social psychologists. They highlight
the implications of these definitions and combine their results
to create their definition of trust in a system. They define trust
as: “a belief that is influenced by the individual’s opinion about
certain critical system features.” Their analysis covers various
aspects of human trust in computer-dependent systems, but they
do not address the issue of trust between parties (humans or
processes) involved in web-based transactions.

A different definition is based on the notion of compe-
tence and predictability. The Trust-EC project (http://dsa-isis.
jrc.it/TrustEC/) of the European Commission Joint Research
Centre (ECJRC) defines trust as: “the property of a business
relationship, such that reliance can be placed on the business
partners and the business transactions developed with them.”
Such definition emphasizes the identification and reliability of
business partners, the confidentiality of sensitive information,
the integrity of valuable information, the prevention of unautho-
rized copying and use of information, the guaranteed quality of
digital goods, the availability of critical information, the man-
agement of risks to critical information, and the dependability
of computer services and systems. Another relevant definition
is by Grandison and Sloman [10], and they define trust as: “the
firm belief in the competence of an entity to act dependably, se-
curely, and reliably within a specified context.” They argue that
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trust is a composition of many different attributes—reliability,
dependability, honesty, truthfulness, security, competence, and
timeliness—which may have to be considered depending on the
environment in which trust is being specified.

A main difficulty of all these definitions as well as others
is that they provide a notion of trust for which establishing
metrics and developing evaluation methodologies are quite
difficult. We thus adopt a more restricted notion of trust, which
is the one underlying TN systems. Such notion was initially
proposed by Blaze and Feigenbaum, according to whom, “Trust
management problems include formulating security policies
and security credentials, determining whether particular sets
of credentials satisfy the relevant policies, and deferring trust
to third parties” [5]. Such a definition of trust basically refers
to security policies regulating accesses to resources and cre-
dentials that are required to satisfy such policies. TN thus
refers to the process of credential exchanges that allows a party
requiring a service or a resource from another party to provide
the necessary credentials in order to obtain the service or the
resource. Notice that, because credentials may contain sensitive
information, the party requiring the service or the resource
may ask to verify the other party’s credentials before releasing
its own credentials. This definition of trust is very natural for
secure knowledge management as organizations may have to
exchange credentials before sharing knowledge.
2) Trust Services: The notion of trust services is not new;

there are various financial, insurance, and legal services avail-
able that make business activities simpler and less risky. In
the web-based transaction context, trust services are emerg-
ing as a business enabler, with the goal of delivering trust
and confidence at various stages of the interaction among the
parties involved in a transaction, including: establishing and
maintaining trust, negotiations, contract formation, fulfillment,
collaboration, through to dispute resolution. Trust services at-
tempt to solve problems such as: establishing the authenticity of
electronic communications; ensuring that electronic signatures
are fair and legally binding, and creating an electronic audit
trail that can be used for dispute resolution. The area of trust
services is today a fast-moving area and it is difficult to an-
ticipate the range of trust services that will be available in the
next few years. We can, however, reasonably expect that they
include mechanisms to support trust establishment, negotiation,
agreement, and fulfillment, such as identity services, authoriza-
tion services, and reputation services. Knowledge-management
strategies make use of the trust services.
3) TN Systems: TN is an emerging approach exploiting the

concept of properties of the entities as a means for establishing
trust, particularly in open environments such as the web, where
interacting entities are usually unknown to each other. TN is a
peer-to-peer interaction, and consists of the iterative disclosure
of digital credentials, representing statements certified by given
entities, for verifying properties of their holders in order to
establish mutual trust. In such an approach, access to resources
(data and/or services) is possible only after a successful TN
is completed. A TN system typically exploits digital identity
information for the purpose of providing a fine-grained access
control to protected resources. However, unlike conventional
access-control models, TN assumes that the interacting parties

Fig. 5. Organization of a TN process.

are peer and that each peer needs to be adequately protected.
For instance, with respect to the peer owning the resource to
be accessed, assets that need to protected are, in addition to
the resource, the access-control policies, as they may contain
sensitive information, and the credentials of the resource owner.
With respect to the peer requiring access to the resource, the
assets to be protected are the credentials as they often contain
private information about the individual on behalf of whom the
peer is negotiating.
4) TN Building Blocks: We now briefly describe how ne-

gotiations are generally intended, and identify the main phases
and functional components of negotiations as given in [2]. Such
an approach is ideal for knowledge management. A TN involves
two entities, namely a client, which is the entity asking for a cer-
tain resource, and a server, which is the entity owning (or more
generally, managing access to) the requested resource. The
model is peer to peer: Both entities may possess sensitive re-
sources to be protected, and thus must be equipped with a com-
pliant negotiation system. The notion of resource comprises
both sensitive information and services, whereas the notion of
entity includes users, processes, roles, and servers. The term
resource is intentionally left generic to emphasize the fact that
the negotiations we refer to are general purpose, that is, a re-
source is any sensitive object (e.g., financial information, health
records, and credit card numbers) whose disclosure is protected
by a set of policies.

Fig. 5 illustrates a typical negotiation process. During the
negotiation, trust is incrementally built by iteratively disclosing
digital credentials in order to verify properties of the negotiating
parties. Credentials are typically collected by each party in ap-
propriate repositories, called subject profiles. Another key com-
ponent of any TN is a set of access-control policies, referred to
as disclosure policies, governing access to protected resources
through the specification of the credential combinations that
must be submitted to obtain access to the resources.

To carry out a TN, parties usually adopt a strategy, which is
implemented by an algorithm determining which credentials to
disclose, when to disclose them, and whether to succeed or fail
the negotiation. Several TN strategies can be devised, each with
different properties with respect to speed of negotiations and
caution in releasing credentials and policies. The efficiency of
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a strategy depends on two factors: the communication cost and
the computational cost. The communication cost includes the
sizes of the messages exchanged and their number. Communi-
cation and computational costs of a negotiation strictly depend
on the adopted strategy and vary from exponential, when a
brute-force strategy is adopted, to more efficient strategies.
5) TN Requirements: We now discuss the relevant dimen-

sions with respect to which policy languages can be analyzed.
These dimensions can be classified in two main groups, i.e.,
those related to the adopted language and those related to the
system and its components. It is important to note that these
requirements are a partial list and other requirements are likely
to be identified as research and deployment of negotiation sys-
tems progress, given also the increasing number of researchers
actively contributing to the trust-management area.

a) Language requirements: TN policy languages are a
set of syntactic constructs (e.g., credentials, policies) and their
associated semantics, encoding security information to be ex-
changed during negotiations. Effective TN languages should be
able to simplify credential specification and also to express a
wide range of protection requirements through specification of
flexible disclosure policies. The main relevant dimensions for
these languages are related with expressiveness and semantics.

b) System requirement: The development of comprehen-
sive TN systems is quite challenging. On the one hand, such
systems should be flexible, scalable, and portable. On the
other, they should support advanced functions, such as sup-
port for credential chains, authentication of multiple identities,
and complex compliance-checking modes whose efficient im-
plementation is often difficult. In particular, the compliance
checker should be able to interpret a remote policy and check
whether there exists a set of local credentials that satisfy the
received policy.
6) Selected TN Systems: Because of the relevance of

TN for web-based applications and knowledge management,
several systems and research prototypes have been devel-
oped. The most well-known systems include KeyNote by
Blaze et al. [5], TrustBuilder by Yu and Winslett [26], and
Trust-X by Bertino et al. [3], which we briefly discuss in
what follows. These systems are relevant for TN in knowledge-
management systems.

KeyNote has been developed to work for large- and small-
scale Internet-based applications. It provides a single unified
language for both local policies and credentials. KeyNote cre-
dentials, called assertions, contain predicates that describe the
trusted actions permitted by the holders of a specific public
key. As a result, KeyNote policies do not handle credentials
as a means of establishing trust, mainly because the language
was intended for delegation authority. Therefore, it has sev-
eral shortcomings with respect to the requirements we have
outlined.

TrustBuilder is one of the most significant systems in the
negotiation research area. It provides several negotiation strate-
gies, as well as a strategy- and language-independent nego-
tiation protocol ensuring the interoperability of the defined
strategies. In TrustBuilder, each negotiation participant has an
associated security agent that manages the negotiation. During
a negotiation, the security agent uses a local negotiation strategy

to determine which local resources to disclose next and to ac-
cept new disclosures from other parties. TrustBuilder includes
a credential-verification module, a policy-compliance checker,
and a negotiation-strategy module, which is the system’s core.
The system relies on a credential-verification module, which
performs a validity check of the received credentials. Some re-
cent investigation carried out in the framework of TrustBuilder
includes support for sensitive policies (obtained by introduc-
ing hierarchies in policy definitions), and privacy protection
mechanisms (obtained by introducing dynamic policies, that is,
policies dynamically modified during a negotiation).

Trust-X supports all aspects of negotiation, specifically de-
veloped for peer-to-peer environments. Trust-X supports an
Extensible Markup Language (XML)-based language, known
as XML-based Trust Negotiation Language (X-TNL), for speci-
fying Trust-X certificates and policies. Trust-X has a typing cre-
dential system and addresses the issue of vocabulary agreement
using XML namespaces. The use of namespaces combined with
the certificate-type system helps the TN software in correctly
interpreting different credentials’ schema, even when issued
by different entities not sharing a common ontology. A novel
aspect of X-TNL is its support for special certificates, called
trust tickets. Trust tickets are issued on successfully completing
a negotiation and can speed up subsequent negotiations for the
same resource. X-TNL provides a flexible language for spec-
ifying policies and a mechanism for policy protection, based
on the notion of policy preconditions. A Trust-X negotiation
consists of a set of phases that are sequentially executed. In
particular, Trust-X enforces a strict separation between policy
exchange and resource disclosure. This distinction results in an
effective protection of all the resources involved in negotiations.
Trust-X is a flexible system, providing various TN strategies
that allow better tradeoffs between efficiency and protection
requirements. In particular, Trust-X supports three different
negotiation modes. The first, based on trust tickets, can be
adopted when the parties have already successfully completed a
negotiation for the same resource. The second mode, based on
using specific abstract data structures called negotiation trees,
performs a runtime evaluation of the negotiation’s feasibility
by determining a sequence of certificate disclosures that can
successfully end the negotiation. The last mode exploits a
notion of similarity between negotiations and is based on the
observation that a service provider usually handles many sim-
ilar negotiations. Some recent investigation carried out in the
framework of Trust-X includes support for privacy, anonymity,
the development of a recovery protocols, and the integration
with federated identity management.

V. PRIVACY MANAGEMENT

Secure knowledge-management technologies include tech-
nologies for secure data management and information manage-
ment including databases, information systems, semantic web,
and data mining. For example, data mining is an important tool
in making the web more intelligent. Because of its ability to
extract data on the web, it can aid in the creation of the se-
mantic web and, subsequently, in the knowledge-management
strategies and processes. The semantic web can be utilized
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by the knowledge manager to execute the various strategies
and processes as well as to collect metrics. However, both the
semantic web and data mining have inferencing capabilities,
and therefore, one could combine pieces of information to-
gether and infer information that is highly private or highly
sensitive [20]. This problem is the privacy problem [21].

Now, the semantic-web community has come up with plat-
form for privacy preferences (P3P) [16] specifications. That is,
when a user enters a web site, the site will specify its privacy
policies and the user can then submit information if he/she
desires. However, the web site may give out say medical records
and names separately to a third party such as an advertising
agency. This third party can make unauthorized inferences from
the information legitimately obtained from the web site and
deduce private information that associates the medical records
with the names. That is, while data mining and the semantic
web are very useful knowledge-management technologies, for
secure knowledge management, we need to ensure that the
information extracted as a result of data mining does not com-
promise security and privacy. Furthermore, the semantic-web
engine has to go beyond P3P enforcement to ensure privacy. In
this section, we will discuss an approach to ensuring privacy
for the semantic web so that privacy is managed as part of the
knowledge-management process.

Since data may be mined and patterns and trends extracted,
security and privacy constraints can be used to determine which
patterns are private and sensitive and to what extent. For exam-
ple, suppose one could extract the names of patients and their
corresponding healthcare records. If a privacy constraint states
that names and healthcare records taken together are private,
then this information is not released to the general public. If the
information is semiprivate, then it may be released to those who
have a need to know, such as say a healthcare administrator.
Essentially, the inference-controller approach discussed in [19]
is one solution to achieve some level of privacy. That is, the
inference controller examines the privacy constraints, the query,
and the information that has been released, and determines
whether to release any further information. This approach can
be regarded to be a type of privacy-sensitive data mining [22].
In our research, we have found many challenges to the
inference-controller approach as discussed in [19]. For exam-
ple, how long can the system maintain the history information?
How can we ensure that the constraints are consistent and
complete? These challenges will have to be addressed when
handling security and privacy constraints for the semantic web.
Fig. 6 illustrates security/privacy controllers for the semantic
web. As illustrated, there are data-mining tools on the web that
mine the web databases. The privacy controller should ensure
privacy-preserving data mining. Ontologies may be used by
the privacy controllers. For example, there may be ontology
specifications for privacy constraints and these specifications
may be used by the inference controller to reason about the ap-
plications. Furthermore, XML and resource description frame-
work (RDF) may be extended to specify security and privacy
policies [4], [6].

The secure knowledge manager will utilize the secure se-
mantic web to execute its knowledge-management strategies
and processes. For example, the semantic web will be utilized

Fig. 6. Privacy controller for the semantic web.

for various operations such as order management, procure-
ment, and contracting. The security and privacy controllers will
ensure that the security and privacy rules are not violated when
executing the knowledge-management processes. We have dis-
cussed a high-level design. The next step is to design the details
of the security and privacy controllers and implement a secure
semantic web for secure knowledge management. Some details
of the design and algorithms are given in [24] and [23].

VI. SUMMARY AND DIRECTIONS

This paper has discussed some key points in secure knowl-
edge management. We have stressed that security has to be
incorporated into the knowledge-management lifecycle. We
discussed issues on integrating security strategy with knowl-
edge management and business strategies of an organization.
We also discussed an architecture for secure knowledge man-
agement. Then, we focused on two prominent security tech-
niques. With respect to access control, we discussed both
RBAC and UCON and showed with examples how these ap-
proaches may be applied for knowledge management. Then,
we discussed trust management and negotiation for knowledge
management. Because knowledge management will involve
multiple organizations or multiple departments within an orga-
nization, it is very important that the different parties establish
TN rules for collaboration. Finally, we discussed privacy for
secure knowledge management including privacy problems
that arise due to data mining and inferencing inherent to the
semantic web.

There are many areas that need further work. First, we need
to develop a methodology for secure knowledge management.
While we have discussed some aspects of secure knowledge-
management strategies, processes, and metrics, we need a
comprehensive lifecycle for secure knowledge management.
We also need to investigate further RBAC and UCON, as
well as trust management and negotiation. The definitions and
rules discussed in this paper have to be formalized for RBAC,
UCON, and trust. The security critical components have to be
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identified for knowledge management. Finally, privacy issues
need to be investigated further.

In addition to enhancing and formalizing the policies dis-
cussed here, we also need to explore the incorporation of some
of the real-world policy specifications into the knowledge-
management strategies. For example, we need to examine the
P3P specified by the World Wide Web Consortium and deter-
mine how we can enforce such a policy within the framework
of secure knowledge management. We also need to investigate
integrity aspects of knowledge management. For example, how
do we ensure the integrity of the data and the activities? How
can we ensure data, information, and knowledge quality? The
best way to test out the policies is to carry out pilot projects for
different types of organizations including those from academia,
industry, and government. Based on the results obtained, we can
then continue to refine the policies for knowledge management.

In summary, secure knowledge management will continue
to be critical as organizations work together, share data, as
well as collaborate on projects. Protecting the information
and activities while sharing and collaborating will be a major
consideration. This paper has provided some directions for
incorporating confidentiality, trust, and privacy for knowledge
management.
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