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Abstract- Cloud computing is a Service Oriented Architecture ii.
which reduces information technology overhead for the end-user
and provides great flexibility, reduced total cost of ownership, on-
demand services and many other benefits. Henceit deliversall IT
related capabilities as services rather than product .Services on
cloud are divided into three broad categories. Software as a
Service, Infrastructure as a Service & Platform as a Service.
Same as services cloud is also classified as Private Cloud, Public
Cloud & Hybrid Cloud. Private cloud is gaining popularity, not
only among large organizations but also small and medium
enterprises. To deploy public or private cloud there are many
open source software platforms available such as Eucalyptus,
Nimbus, OpenStack, Open Nebula, Cloud Stack and Amazon iii.
Web Services. In this paper, we provide a comparative study of
three open source cloud management platforms: Eucalyptus,
OpenStack and Nimbus. We believe that the comparison

PaaS (Platform as a Service): A platform as a
service (PaaS) offering, usually depicted in all-
cloud diagrams between the SaaS layer above it
and the laaS layer below, is a broad collection of
application infrastructure (middleware) services
(including application platform, integration,
business process management and database
services). However, the hype surrounding the PaaS
concept is focused mainly on application PaaS
(aPaaS) as the representative of the whole
category.

SaaS (Software as a Service): Gartner defines
software as a service (SaaS) as software that is
owned, delivered and managed remotely by one or

presented in this paper would benefit enterprises as well as
research institutes in selecting best open source platforms to meet
their technology demands.

more providers. The provider delivers software
based on one set of common code and data
definitions that is consumed in a one-to-many

model by all contracted customers at any time on a
pay-for-use basis or as a subscription based on use
metrics.
laas services are further categorized as: PrivetedGC— the
cloud infrastructure has been deployed, and is taiaied
and operated for a specific organization. Publiwu@l— the
cloud infrastructure is available to the public an
commercial basis by a cloud service provider. Hyl@ioud
— the cloud infrastructure consists of a numbetlofids of
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l. INTRODUCTION

As per the NIST definition, "cloud computing is @del for
enabling ubiquitous, convenient, on-demand netvemdess
to a shared pool of configurable computing resaifeeg.,
networks, servers, storage, applications and sesyithat

can be rapidly provisioned and released with milhimaémy type, but the clouds have the ability througirt
management effort or service provider interactioftiere jyierfaces to allow data and/or applications to rheved
are basically below mentioned three kinds of S@WIC from one cloud to another. The main goal of thipeyds to
provided by cloud computing platforms: present a comparison among the three main opercesour

i.  laas (Infrastructure as a Service): Infrastrucase Software for IaaS cloud implementation that arecayptus,
a service (laaS) is a standardized, highl{PpenStack and Nimbus.
automated offering, where compute resourced. Eucalyptus

complemented by storage and networkingycALYPTUS stands for Elastic Utility Computing
capabilities are owned and hosted by a servicgchitecture for Linking Your Program To Useful $gs.
provider and offered to customers, on-demand; is open source software that was developed biyeusity
Customers are able to self-provision thigy california-Santa Barbara for Cloud Computing to
infrastructure, using a Web-based graphical usgfniement Infrastructure as a Service. In early 200
interface  that serves as an IT operationgecome the first open source software which is cuible
management console.for the overall environmenfyitn, Amazon Web Service AP for deploying On-preenis
API access to the infrastructure may also bgyjvate cloud .Amazon Web Service (AWS) is one e t
offered as an option. major players for providing Infrastructure As A @ee. [2,
3]They have two popular services Elastic Computeu@l
(EC2) and Simple Storage Service (S3). Eucalyptasige
" ¢ Received on December 2014 an EC2 -compatible cloud Computing Platform and S3-
o D&E‘JrugnAg’ﬁmP%f” Dwarkadas J Sanghvi College ofcOMPatible Cloud Storage thus its services arelablei
Engineering, Mumbai, India. through EC2/S3 compatible APIs [4].Eucalyptus can
Coﬁ:agi?iEih?gg::ivnal|a,,vliﬁch;l%g{aEngineering. Dwarkadas J Sanghvieverage(drag) a heterogeneous collection of \lidaton
Zalgak Parelgh, Bacr?élor of En’gineering, Dwarkadas J Sanghviegell technologies within a smg_le CI(_)Ud’ to_mcorporm_eo_urc_es
of Engineering, Mumbai, India. that have already been virtualized without modifyiteir
Kunjita Sampat, Bachelor of Engineering, Dwarkadas J Sanghviconfiguration. Eucalyptus has five high-level coments:
College of Engineering, Mumbal, India. Cloud Controller (CLC) -it is the entry point intbe private
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cloud for end user, project managers developers aadross multiple distributed providers. These t@wks called
administrator. It also help in manage virtualizedaurces. "sky computing tools" as they often operate in dtiraloud
Walrus: It implements bucket-based storage, whish environment combining private and public cloud
available inside and outside the cloud system. t€lus capabilities. Enable developers to extend, expetinaad
Controller (CC):It executes on a machine that hetsvork customize laaS: To achieve this goal we provideigh-h
connectivity to the machines that are running ondé&lo quality, highly configurable and extensible openurse
Controller and Cloud Controller .It manages thetdt implementation. For example, the Workspace Semédrebe
Machine (VMs) Network. All Node Controllers assdei@ configured to support different virtualization
with a single CC must be in the same subnet.; Wagidhe implementations (Xen or KVM), resource management
storage system, which allow user to store datearorgd as options (including schedulers such as PBS), inteda
bucket and object, it is also used to create, dekatd list (including compatibility with Amazon EC2), and many
buckets. Storage Controller (SC) provides bloclelev other options. Nimbus components are regularly gtecee
network storage including support for Amazon EtaBiock tested which allows developers to easily extendhth@ver
Storage (EBS) semantics; and Node Controller (NE) time, the project has attracted a community of opeurce
installed in each compute node to control VirtugdWline contributors and committers.

activities, including the execution, inspection, dan Combining those tools and capabilities in differavays
termination of VM instances. allows users to rapidly develop custom communityesiic

B. OpenStack solutions.

In July 2010, OpenStack was announced and thealiniti
contributes of it are NASA and Rackspace. It is fdmest I COMPARATIVE STUDY

growing free open source software. Rackspace twtédl The comparison between Eucalyptus, OpenStack and
their "Cloud Files" platform (code) to power the jett Nimbus is based on the study of the architecture of
Storage part of the OpenStack, while NASA contedut respective open source platform. Each Open soofteae
their "Nebula" platform (code) to power the Compptet. Provides Infrastructure as a Service to delivetuailization
OpenStack is a collection of open source softwamgept €nvironment, as a service to user.

that developers and cloud computing technologistuse to  A. Origin and Community Support

setup and run their cloud compute and storagesiireture. gy calyptus: Eucalyptus was the result of research project of

lts services are available through Amazon EC2/Sge university of California, Santa Barbara, Depat of
compatible APIs and hence the client tools wrifemAWS computer science. It has a powerful community that

can also be used with Openstack. [15, 16]It comsibthree  contripytes to platform development and assistéiniding
core software projects: OpenStack Compute Infratire 5 fixing [1].

also called Nova; _OpenStack Object Storage Inivasire _ OpenStack: OpenStack started in summer 2010 when
also called Swift and OpenStack Image ServicRackSpace and NASA jointed its initial project "Gib
Infrastructure also called Glance. Nova is the n@an of fjes" and "Nebula” respectively. OpenStack is ted a
Infra_structure as a service and it also is the ading@ yundation (integrated by 850 companies and 4500
Fabric  controller  for  the  OpenStack  cloudingividual members) and has a broad range of suiimn
.Enterprises/Organization can use Nova to hostraadage major tech industry players, ranging from HP, D&EM,
their cloud computing systems. Nova manages all trF@ackSpace, NASA , Cisco, NEC, AT&T ,Bull, EMC,
activities that are needed to support life cyclenstances pyocade and dozens of other companies. Its comgunit
within the open stack. Swift offers a distributetnsistent integrated by around 7000 person over 87 countries.

virtual object container in which lots of data che store Njmpbus: Nimbus is a cloud computing infrastructpreject
and from which data can be retrieved. It is capabtoring  cyrently directed by Argonne National Laboratopemated
large number qf object d|str|bute.d across ngdegnﬂi IS @ py the University of Chicago. The project went line2005
lookup and retrieval system for virtual machine gas. with the goal of creating an open source cloud agting

C. Nimbus infrastructure to allow scientists working on datgensive

Nimbus is an open-source toolkit focused on pragdi research .projects to access configgrable virtuaihhlgs for
Infrastructure-as-a-Service  (laaS) capabilites the computation purposes. Nimbus aims to allow buildafg
scientific community. To achieve this, the focudisthree Pprivate clouds, allow users to use clouds by leasin
goals: resources and allow developers to experiment withk\s.
Enable providers of resources to build privatea@nmunity B. System Architecture and Design

laaS clouds: The Nimbus Workspace Service provates Eucalyptus

implementation of a compute cloud allowing userse@se Eycalyptus was designed with the goal of its usédain
computational resources by deploying virtual maesin yesearch setting. According to its designer [17,8, 9], it is
(VMs) on those resources. A complementary tool, Glus)  gesigned to be extensible and easy to modify asdwith
provides an implementation of a quota-based stoc8@. ot require dedicated resources. Eucalyptus conmisne
Cumulus is designed for scalability and allows [mews 0 yere designed and implemented as web servicesharsd t
configure multiple storage cloud implementationsiale o5ch service had a WSDL interface. Use of web sesvi
users to use laasS clouds: An example of a todlivarea is made it possible to utize WS-security to secure
the Nimbus  Context Broker, which creates a COmMMOgymmunications between components and to plug in
configuration and security context across resourcggmponents as needed. The Eucalyptus system isoseaip

provisioned from potentially multiple clouds. Nimb@lso of composed of a 5 main components interactingttege
offers scaling tools allowing users to automaticatale
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Client, cloud controller, storage controller (Walyucluster
controller and a node controller. These componemts
organized in hierarchical structure as illustraitedigure 2
and communicate through private and public netwaks
described in the networking section. Following
description of each component according to [6,, B]8

1. Node Controller: Node controller is installed on each
physical resource (node). It is responsible of ingsand
administering virtual machine (VM) instances rurguon it.

The node controller interface described through WSD
provides functionalities to manage its VMs such as

runinstance, terminatel nstance, describel nstance,
describeResource and startNetwork. The first three
functions interact with the node’s underlying hypsor to
execute and govern such services. Eucalyptus stgppoth
XEN and KVM hypervisors. ThealescribeResource is a
query that reports to the cluster controller itsrrents
capabilities such as number of cores, memory aistt di
capacity. The startNetwork sets up the node’s virtual
network.

Cloud Controller and warlus

|
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2. Cluster Controller: Cluster controller runs on one
machine (usually the head node) per cluster anés\as an
intermediary between the cloud controller
controller. A cluster controller manages a nhumbenade
controllers in its cluster and is connected to hmiblic and
private networks. A cluster controller collects tsta
information about its node controllers, scheduleM V
creation requests and configures both public aridater
networks. Its WSDL is similar to that of a node toher
but is specific to a number of instances rathen thiae. Its
functions are runinstances, terminatelnstance
describelnstances and describeResource. Theseiofsct
interact with NC to execute. The cluster controflerforms

scheduling by running describeResource on each no

controller and selecting the first free node.

3. Storage controller: Storage controller (Warlus) is a
component that provides storage services for gjorirtual
machine images and user’s data. Warlus runs alsovesb
service and has a WSDL interface compatible todh&3.

4. Cloud Controller: Cloud controller is the user's entry
point into the Eucalyptus system and only one mstais
run on the system. It provides users with a way agamy
the system. Cloud controller processes and handiess
(regular users and administrators) requests, std®diM
instance creation, maintain system and user datgatess
service level agreements. The cloud controllenidt ising
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the Enterprise service bus providing decouplingnfrthe
services’ implementation and the users requestschwhi
enabled the use of multiple interfaces and differen
implementations of such services.

VM Scheduler
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5. Client: The client component provides the user with a
way to access the Eucalyptus system (cloud coatjoll
Eucalyptus provides two interfaces; One is a WDSlictv

is a SOAP client interface similar to AWS EC2 [Bidrface
called euca2ools. Another interface is a HTTP queyed
interface. The administrator is provided with aterface to
manage users and VM images.

OpenStack

OpenStack compute was designed to be componend,base
highly available, fault tolerant, recoverable ancvides
APl compatibility [18]. OpenStack compute consisfs8
main components as illustrated in figure 6. The ponents

are designed to interact based on message based
architecture. Communication between the cloud ctietr,
scheduler, network controller and volume controlier
performed through the AMPQ (Advanced Message Queue
Protocol) using asynchronous communication.

EC2 API | [ openstackar ||

API Server
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| Nova-manage

httg
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Following is a description of each component [18]; 1

1. API Servers. User’s front end providing interaction with
the cloud controller allowing users holding all #of roles
to access and manage storage, network, imagegctsoj
users and instances. Two interfaces are provided; io
EC2 compatible and another is openStack specifiso,fa
nova-manage interface is provided for users hol@didmin
roles for administration and maintenance of theidlo
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2. Cloud controller: maintains cloud state and handles8. Storage service: Cumulus is a web service providing
interaction between services such as schedulemmenland users with storage capabilities to store imagesvenids in

network controller through the use of a messageugueconjunction with GridFTP[26].

called RabbitMQ[19].
3. Scheduler: Selects the available compute controller te

Feature Comparison

host an instance. Feature \ | Eucalyptus | OpenStack | Nimbus
4. Network controller: manages networking resources or IgaS
each node builds virtual networks to be used bymger | Virtua VDE VDE & | VDE
controllers. It provides the commands such Adkcate network Ope_n
Fixed IP Addresses, Configuring VLANSs for projects and vSwitch
Configuring networks for compute nodes. _VM ) VLAN VLAN NOt_
5. Volume controller: provides permanent storage for the_IS0lation _ available
compute controllers. It provides commands suciCraste | SyStém Firewall VPN access| VPN access
Volumes, Delete Volumes andEstablish Compute volumes. Security | filters SSH, SSH & use
6. Auth Manager: Provides authorization and (Security | security of  globus
authentication services. groups) groups and certificate
7. Compute controller: manages hosted VM instances and SSH & | CloudAudit | credentials.
provides commands such d8un instances, Terminate WS- _
instances, Reboot instances, Attach volumes, Detach Security
volumes andGet console output through an API interface User User User Users x509
Security credentials | credential public key
1. NIMBUS provide using certificates
Nimbus offers a “cloudKit” that allows users to $earemote ;t:{é)rl;g?eweb ;i::g?i%t/efor \F’)Vrrg\(j::je d I;)
resources by allocating and configuring Virtual \R&pace VPN access| the cloud
Service (VWS). The design of Nimbus which considta DHCP on thel on the | On the
number of components based on the web service déazhn o
as illustrated in figure. cluster network individual
controller controller node
Hyperviso | XEN, KVM | XEN, XEN &
— r support | & VMware | KVM, KVM
Curmulus Storage UM I—,
b QEMU &
Microsoft
¢ hyper-V
§ | g | [ {—si Storage Warlus Object storef  Cumlus
e e System
3 ; IV.  CONCLUSION
it In this paper, we took a closer look into three pmm
lcmcﬂw coutclen | | WLEe R infrastructure as a  service (laaS) framework

implementations; Eucalyptus, OpenStack and Nimips.

Following is a description of each component[&23, 24]; each framework, we i!lustrated its origin, ar_chﬁme and
1. Workspace service: Allows clients to manage and design as well as provided a feature comparisoenSfack

administer VMs by providing to two interfaces; OngS the best choice for public cloud providers doeits

interface is based on the web service resourceednanmk scalability. Eucalyptus is a possible choice favae cloud

(WSRF) and the other is based on EC2 WSDL. Thigicer providers and researchers due to its extensitality quick
installation. Nimbus is also a good choice for aeskers

communicates with a workspace resource manager or"% e > X X oo
workspace pilot to manage instances. and scientific appllcayons since |t.has an.effld:lq-ob

2. Workspace resource manager: Implements VM _schedul_er. Although Nlmbus started in 2905, it \Weeking
instance creation on a site and management. in detailed documentation and qullcanons. As tur_ﬁu

3. Workspace pilot: provides virtualization with significant WOTK We plan to expand our review on the security o
changes to the site configurations. Infrastructure as a service implementations.

4. Workspace control: implements VM instance

management such as start, stop and pause VM. dt aBEFERENCES
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