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Abstract

Mobile systems, such as smart-phones and Pocket PCs, are likely to become personal servers
for future pervasive computing. This dissertation highlights the energy efficiency bottleneck such
systems face in achieving this goal: the slow-user problem, i.e., an increasingly powerful computer
spends most of its energy waiting for a constantly slow user. To tackle this bottleneck, it proposes
to evaluate and improve the energy efficiency of a mobile system from the user’s perspective.

The dissertation first highlights the slow-user problem and the importance of user interfaces and
human factors. It offers a theoretical analysis for interface power and energy requirements, and
a comprehensive energy characterization of state-of-the-art user interfaces. Based on this charac-
terization, it presents a comparative study of their energy efficiency. It then tackles the slow-user
problem in three different ways. First, it proposes to increase user productivity without much power
overhead with a Bluetooth-based personal-area network of low-power interfacing devices. The net-
work consists of a wrist-watch, single-hand single-tap multi-finger keypad, smart speech portal, and
information-capturing devices. They synergistically provide a user with natural and power-efficient
access to a mobile system. Second, it proposes to reduce the interfacing power requirement without
decreasing user productivity much. Motivated by the memory-cache theory, the dissertation shows
how a low-power interface cache device can be used to host simple interactive tasks outsourced from
a mobile system, and thus improve the overall energy efficiency. Third, the dissertation proposes to
aggressively power-manage a mobile system in its idle periods during human-computer interaction.
It uses user interface information to predict user delays based on history and theories from the field
of psychology. It shows that such a delay prediction can be combined with power management to

significantly reduce idle power consumption.
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Chapter 1

Introduction

This dissertation addresses energy efficiency of mobile systems. Energy efficiency is not a
new concern. Both academia and industry have made significant progress toward energy-efficient
computing from both the hardware and software perspectives. However, for mobile systems, on
which most applications are interactive, a new perspective is needed. This dissertation is devoted to
such a perspective, namely, theer’s perspective

In this chapter, we first survey mobile systems in Section 1.1. Then we highlight the energy
efficiency challenge for them in Section 1.2 and discuss how one can meet this challenge from the
user’s perspective in Section 1.3. We describe the dissertation contributions and provide its overview

in Section 1.4.

1.1 Mobile systems: The future of personal computing

Mobile systems are personal computing systems much smaller than laptops. They provide a
different set of services from what personal computers (PCs, desktops and laptops) do. We first

outline their recent history, and then survey the computing and interfacing issues.



1.1.1 The convergence of evolution

Mobile systems have been evolving along three different tracks. The first track is personal
computing primarily including personal digital assistants (PDAs). Such miniature computers pro-
vide a subset of PC services as a natural extension to the form factor of laptops. Due to the much
lower user productivity possible on them, only personal information management (PIM) applica-
tions have seen some success. In fact, sales of Pase been declining globally in recent years
(2001-2004), according to IDC, a market research firm [81]. The second track is paersonacttiv-
ity, including internet connectivity and voice communication. Cell phones are a prominent example
that have penetrated all walks of life. By the middle of 2004, there were already 1.5 billion cell
phone users around the globe, according to the International Telecommunication Union [104]. The
sales of cell phones are enjoying a 29% annual increase at the time of this writing. The third track
is personakntertainmentincluding games and media. Mobile game consoles, such as Nintendo’s
Game Boyand Sony’s PSP, and mobile media players, such as Apple’s iPod and Sony’s Walkman,
have seen considerable market success.

Mobile systems used to evolve along these tracks separately. Recently, however, there has
been a significant convergence, especially in cell phones [41,147]. More and more cell phones now
provide PDA-like services such as PIM and productivity. Such systems are often called PDA phones
or smart-phones. For example, the popular BlackBerry smart-phones provide voice communication
and email services on the same system. Cell phones with digital cameras, or camera phones, have
already become popular. Motorola is releasing cell phones that play music like the Apple iPod.
Although a full convergence is yet to be welcomed by users [73] due to the increased cost per
system, it is inevitable in the long run because hardware costs drop constantly. Mobile systems
with such a convergence will be very promising candidates for serving the needs of future personal
computing . Mobile systems, especially smart-phones, seem to be now on an evolutionary track to

become the single powerful system that people will carry with them everywhere.

lUser performance or what a user can do in a unit time.
2The BlackBerry smart-phones from Research in Motion, Ltd. are excluded.
3Here and thereafter, we use “computing” to refer to computing, storage and connectivity.



1.1.2 The blessing of computing and curse of interfaces

Mobile systems always lag behind PCs in computing capacity. However, they benefit from the
same technological progress that enables PCs to become increasingly powerful. In some sense, mo-
bile system designers are able to learn many lessons from PCs to enable more efficient computing.
While PCs are integrated at the board level, most mobile systems employ systems-on-a-chip (SoCs).
While most PCs use processors based on the less efficient CISC architecture, most mobile systems
use processors based on the more efficient RISC architecture [85]. While PCs have just begun to
use multi-core architectures, handsets have enjoyed a dual-core architecture for a long time. More-
over, SoCs used in mobile systems usually have better support for power-saving mechanisms, such
as dynamic voltage/frequency scaling and power management. With the massive storage capacity
available from the micro drive technology [87] and high-speed connectivity from the third gener-
ation cellular networks, WiFi and Bluetooth, mobile systems are enjoying the same, if not more,
computing capacity that our PCs enjoyed 5-10 years ago.

Unfortunately, user productivity, e.g., text entry speed, on mobile systems is still much lower
than that on our PCs 10, or even 20, years ago. The main reason is that their size stays unchanged.
Their small size has prevented them from enjoying a full-size display and keyboard, which are key
to user productivity on PCs. This curse of interfaces not only prevents them from providing more
services to users, but also imposes a great limitation on their energy efficiency. Therefore, we briefly
survey interfacing technologies for mobile systems next.

Graphical user interfaces Graphical user interfaces (GUIs) have become the basic software
mechanism for human-computer interaction. Most GUIs are developed using a toolkit based on a
certain platform available to the corresponding operating system (OS). For example, both PalmOS
and Windows CE provide their own GUI platforms and toolkits. Linux-based mobile systems can
either use the Qt/Embedded or X Window system, enjoying more choices of toolkits. Except those
for PalmOS, all platforms and toolkits were originally designed for PCs and later ported to mobile
systems. Therefore, many desktop vestiges can be found in the GUIs for mobile systems [213].
They may negatively affect energy efficiency and user productivity.

Stylus and touch-screen The stylus and touch-screen duo has been widely accepted as the



default hardware interfacing mechanism on PDAs [68,190]. Along with the touch-screen, the stylus
can be used as a finger to interact with GUIs. However, by converting the hand into one finger, such
an interfacing method wastes our most powerful interaction tools, i.e., our fingers. It is no wonder
that virtual (software) keyboard-based text entry is much slower. The stylus can also be used like
a pen. There have been many text entry methods based on drawing or handwriting with a stylus.
Unfortunately, we draw or write much slower than we type. Suffering from these severe inherent
limitations, the stylus and touch-screen duo has received little welcome from smart-phone users, as
a recent survey indicated [73].

Display: Although mobile systems can only afford very small displays, they do enjoy the
same technological progress in displays that laptop PCs do [115]. Displays for mobile systems
and laptops have been based on different liquid-crystal display (LCD) technologies [113]. Since
LCDs are not light-emitting, external illumination is required, in the form of either ambient light
or front/back lighting. The LCD and its lighting are notorious for being among the largest power-
consumers in a mobile system. On the one hand, having a much smaller display than a laptop
hurts user productivity. On the other hand, since it is easier to produce smaller displays with new
display technologies, mobile systems have been at the forefront in employing them. The most recent
example is the organic light-emitting diode (OLED) technology [58]. Since OLED-based displays
obviate the need for external lighting, they can be much more power-efficient than LCDs. They
have already appeared on cell phones and digital cameras, and are about to debut on PDAs. With
plastic substrates, the OLED technology also promises a flexible or foldable display [59] that can
be handled like a piece of paper.

Keyboard and keypads Foldable full-size keyboards for mobile systems have been available
for a long time. For example, HP offers a Bluetooth foldable keyboard for its popular iPAQ PDAs.
Foldable full-size displays and keyboards may eventually enable mobile systems to take over most
services from laptops. However, mobile systems are not just replacements for laptops. They provide
many new services because they are immediately accessible and ready to serve with little space
requirements. Unfortunately, setting up a foldable display/keyboard takes time and space, which

eliminates such an advantage. Therefore, the curse of interfaces will not be dispersed by such



convertible interfaces. On the other hand, popular manual text entry methods suffer from a very
low speed, such as multi-tap (used on cell phones), thumbing (used on mini-qwerty keyboards on
PDAs), Thumbscript [206] and Fastap [46]. They share the same two problems. First, they are
physically attached to the computer. The user has to hold the computer to type. Second, the user
can at most employ two fingers for typing. Chording-based keypads [137, 209] do make full use
of fingers. Nevertheless, they enjoy little market success because chording imposes a significant
memory load on the user.

Handwriting/speech recognition-based input Handwriting recognition based text entry has
been available for a long time in various forms on mobile systems used for personal computing.
The speed is now limited by the human writing speed and handwriting recognition accuracy, in-
stead of by the time taken to perform handwriting recognition. Unlike the keyboard input, software
or hardware, handwriting with a stylus makes a continuous demand on the processor, leading to
poor energy efficiency, as we will see in this dissertation. Handwriting recognition based input
requires the most resources, in terms of the number of fingers and energy, yet delivers the lowest
productivity [234]. As mini hardware keyboards are making their way to high-end mobile sys-
tems, handwriting recognition is becoming a secondary choice. On the contrary, speech recognition
based input first appeared on cell phones for command and control, e.g., voice dialing, and is gain-
ing ground for use on PDAs. Due to the relatively limited computing capacity of mobile systems,
speech recognition on them is likely to remain command and control-oriented, and domain-specific
in the near future, like Voice Command [145] from Microsoft. Although speech recognition-based
command and control requires higher power consumption, it does not require the display or stylus.

As its accuracy improves, speech recognition based input will become very energy-efficient [234].

1.2 Energy efficiency and the slow-user problem

The curse of user interfaces is not the only challenge that mobile systems have to face. Moore’s
Law predicts that computing capacity doubles every 18 months in terms of the number of transis-
tors per integrated circuit (IC). As the computing capacity of mobile systems increases, users are

spending more time with them and relying on them for increasingly diverse services. Unfortunately,



battery capacity in terms of volumetric or gravimetric energy density is increasing at a much slower
pace, about 5-10% annually for Li-ion batteries. Thus, energy efficiency is another challenge that
mobile systems have to face. More importantly, tackling the curse of user interfaces is essential to
meet the challenge of energy efficiency, as we will see soon.

Improving energy efficiency is the main focus of this dissertation. The specific approach this
dissertation takes stems from the observation that there is no Moore’s Law for human capacity
growth. While processors become faster and interfaces become fancier, we, as human beings, still
have to read the display, make a decision, and physically move during interaction at the same speed
that the previous generation did. Such a speed gap leads to a phenomenon that westall-the
user problem That is,an increasingly fast and power-hungry computer spends most of its time
and energy waiting for a constantly slow human user for interactive ta3ksiously, the curse of
interfaces on mobile systems just exacerbates the slow-user problem.

If one looks at the power consumption trace of a mobile system engaged in human-computer
interaction, there are flat valleys separated by major power peaks, corresponding to the system’s re-
sponses to user input. In the valleys, the system waits for user input. The width of a valley is usually
on the order of seconds, while the width of a peak is much smaller, on the order of milliseconds.
According to our analysis [233% mobile system spends over 90% of its time and energy in the val-
leys waiting for user inputSimilar findings have been made in [53] for desktops. Moreover, mobile
systems interact with users through their interfacing components, such as displays and speakers.
Energy characterization work [234] clearly shows timaerfacing components consume a signifi-
cant portion of total power Since how long the interfacing components stay active is determined
by users, who are slow as compared to computers, power-hungry interfacing components make the
slow-user problem worse.

In summary, mobile systems usually spend most of their toffesinstead of computing, and
interfacingis equally, if not more, important as computing with regard to power consumption.
Therefore, the slow-user problem cannot be solved by efficient computing techniques, whether ap-
plied to hardware or software. Instead, it indicates that energy consumption of mobile systems

is significantly affected by the user, who is usually ignored. To successfully tackle the slow-user



problem, we need to take the user into consideration and optimize mobile systems from the user’s

perspective.

1.3 Energy efficiency: The user’s perspective

Why is energy or power consumption important? From the user’s perspective, the concern is
not really the power consumption, energy consumption, or even battery lifetime. Instead, it is what
the user can do, given the battery lifetime. Energy efficiency is, therefore, better evaluated in terms

of energy consumption per user task. At a higher level, one needs to evaluate

User productivity
Average power consumption

or

(User productivity)x (Power efficiency)

From such a perspective, user interfaces and human factors have a large impact on energy efficiency,
simply because they determine not only the power consumption but also the user productivity. Most
low-power research has focused on reducing the power consumption, given a computation or inter-
active task. It is equally, if not more, important to optimize the interactive task itself, i.e., reduce
the interaction power, and improve user productivity. This, indeed, is the approach taken by this
dissertation that includes user interfaces and human factors in low-power research.

From the user’s perspective, energy efficiency is determined by the tradeoff between user pro-
ductivity and power consumption. In this dissertation, we will show how user productivity can be
improved without increasing power consumption much and how power consumption can be reduced
without sacrificing user productivity much.

There is a larger context for optimizing mobile systems from the user’s perspective. First, more
efforts should be devoted to making computers masefulinstead of powerful. It was found
that computers are successful in doing things that are impossible for human beings, i.e., compute-
intensive tasks, but not equally successful for helping to increase user productivity for simple inter-

active tasks [123]. As argued in [192], “the old computing was about what computers could do; the



new computing is about what users can do.” Second, less efficient computing can be tolerated for

higher productivity of designers, e.g., programming with high-level languages.

1.4 Dissertation contributions

Viewing energy efficiency from the user’s perspective, this dissertation presents a comprehen-
sive treatment of the slow-user problem using an interdisciplinary approach. It makes the following

contributions.

« Limits of interface energy efficiency The dissertation offers a theoretical analysis for inter-
face energy requirements based on human sensory and speed limits. It highlights the impor-
tance of user interfaces and human factors in determining energy efficiency as compared to

computing. It also provides a theoretical foundation for energy-efficient user interface design.

* Interface energy characterization The dissertation offers a comprehensive energy charac-
terization of GUIs and other interfacing methods available on commercial mobile systems.
Based on the characterization, it offers a comparative study for their energy efficiency. It con-
cludes that speech-based input has a great potential to become the most energy-efficient input
method since we can speak at a much higher rate than we can write or type. This comparative

study offers guidelines for energy-efficient user interface design.

* Interface cache Motivated by the memory-cache theory, the dissertation shows how a low-
power interface cache device can be used to handle simple interactive tasks outsourced from
a host computer, and thus improve the overall energy efficiency. It saves energy essentially by
bringing the interface energy requirements closer to the theoretical minimal without sacrific-
ing user productivity much. The dissertation describes the design and prototype of a wireless

wrist-watch as an interface cache device for serving a mobile system.

» Novel interfacing paradigm and devices The dissertation discusses the system and hard-
ware design for a Bluetooth-based personal-area network (PAN) of low-power wireless inter-

facing devices for improving the user productivity on mobile systems. The network consists



of a wrist-watch, single-hand single-tap multi-finger keypad, smart speech portal, and GPS
receiver. In addition to providing interfaces individually, these devices can serve a mobile sys-
tem in a synergistic fashion. Collectively, they provide the user with immediate and natural

access to computing power, and enable more and better services.

» Power management based on user delay predictionSince mobile systems spend most of
their time in waiting for users, reducing power consumption during user delays will be most
effective for improving energy efficiency. The dissertation proposes to predict user delays
based on user interface information, human-computer interaction history, and theories from
the field of psychology. It shows that such a delay prediction can be combined with dynamic

power management (DPM) for aggressive power reduction.

The dissertation is organized as follows. It discusses related work in Chapter 2. It starts with the
theoretical analysis of how human factors impose limits on interfacing energy/power requirements
in Chapter 3. It then presents an energy characterization of GUIs on commercial mobile systems in
Chapter 4. It provides energy characterization for other interfacing methods on commercial mobile
systems and a comparative study for them in Chapter 5. It discusses the design and prototype of a
PAN of wireless low-power interfacing devices in Chapter 6. It proposes the concept of a wireless
interface cache device and presents a prototype design in the form of a wrist-watch in Chapter 7.
In Chapter 8, it presents techniques to predict user delays during human-computer interaction for

aggressive power management. It concludes and discusses future work in Chapter 9.



Chapter 2

Related Work

In this chapter, we discuss related energy analysis and optimization techniques. We first present
a system view of a mobile system in Section 2.1 as the context. Then we survey related energy
optimization techniques in Section 2.2, and their system support in Section 2.3. We discuss re-
lated energy analysis and characterization work in Section 2.4. In Section 2.5, we discuss works
that consider user interfaces and human factors for energy savings. We summarize the chapter in

Section 2.6.

2.1 System view of a mobile system

The energy efficiency of a mobile system is determined by three factors: the user, software, and
hardware, as illustrated in Figure 2.1. The user is the ultimate consumer of hardware resources in-
cluding energy, and has a significant impact on energy efficiency. Software includes an OS, various
applications, and their user interfaces. Applications serve the user through user interfaces and incur
hardware activities through the OS.

Major hardware components include the SoC (processor), memory (usually RAM), mass stor-
age (either hard drive or flash memory), network interface, display, and other interfacing hardware.
Energy optimization inside a hardware component through better material, mechanical, device, cir-
cuit, and architecture design [27,222] is important. However, we will not discuss such work since

this dissertation is not concerned with hardware design per se. Hardware components can also pro-
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Figure 2.1: System view of a mobile system

vide power-saving mechanisms for software use through standard interfaces, such as the Advanced
Configuration and Power Interface (ACPI) [2]. There are mainly two such mechanisms, power
management and performance scaling.

Given the hardware, energy optimization usually reduces to hardware behavior optimization
because energy is eventually consumed by hardware. There are three ways to optimize hardware
behavior for energy savings. One can reduce the number of hardware activities because fewer
hardware activities consume less energy. One can balance activities between different hardware
components so that the overall energy consumption is reduced. Most importantly, one can change
the hardware behavior to utilize the hardware power-saving mechanisms. Techniques optimizing
hardware behavior in all three ways will be extensively surveyed in this chapter.

Since software, especially the OS, resides just above the hardware, its interaction with the hard-
ware has been the focus of past research for energy efficiency. The user is involved only in gen-
erating software traces or through the use of abstract stochastic models. This dissertation, instead,
focuses on the interaction between the software and user, especially user interfaces and human fac-

tors, for energy-saving opportunities.
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2.2 Energy optimization

In this section, we survey techniques that optimize hardware behavior for energy savings. We
address techniques that reduce hardware activity in Section 2.2.1. We discuss techniques that bal-
ance activities among different hardware components in Section 2.2.2. Since techniques that utilize
the hardware power-saving mechanisms have been the most effective and popular, we cover them

in Sections 2.2.3 and 2.2.4 under power management and performance scaling, respectively.

2.2.1 Hardware activity reduction

If software can finish the same computation with fewer instructions, it consumes less energy.
From this perspective, many software performance optimizations done by compilers [3, 4, 6, 36,
151] save energy. If user productivity can be increased without much power overhead, energy
efficiency will be improved as the product of user productivity and power efficiency. From this
perspective, many user interface techniques that enhance user performance also improve energy
efficiency [7,191]. Valleriet al. investigate how GUIs can be designed to improve energy efficiency
of mobile systems in [213]. When evaluating the impact of such performance improvements on
energy efficiency, we must recognize that they save energy not only in “computing” components
but also in power-hungry interfacing components, such as displays. Since they are out of the scope
of this dissertation, we will not discuss these techniques further except briefly in Section 2.2.2.
Instead, we focus on a group of techniques that reduce software functionality to reduce hardware
activity for saving energy. They are calledftware adaptatiotechniques.

For data-intensive applications, hardware activity can be reduced by reducing data fidelity.
Lower data fidelity means less data processing and hardware activity. The Odyssey system [56, 57,
158] provides OS support for applications to reduce input data fidelity. Data fidelity is application-
specific, e.g., vocabulary size of speech recognition and video quality for a video player. The
Puppeteer system [44] scales data fidelity to a higher level based on input components. In [13],
Bharghavan and Gupta discuss an application adaptation framework. In [187], Shenoy and Radkov
propose to transform the requested network data stream to reduce receiving and decoding energy.

In [155], Narayanan and Satyanarayanan provide examples of computation fidelity reduction for
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mobile applications. Mohapatet al. investigate how video quality can be sacrificed for power
savings in [148]. All these techniques are targeted at a single application. In [42], Efs&atiou
al. propose a platform to coordinate adaptation of different applications to avoid competition for
hardware resources. In [47], Fetial. propose and implement a user-level coordination framework
to adapt multiple applications for energy savings. The framework employs a priority-based pre-
emption policy to coordinate running applications. By monitoring the energy supply and demand,

it is able to select the right trade-off between energy conservation and application quality of service

(QoS).

2.2.2 Hardware activity balance

We have discussed techniques that reduce software functionality to reduce hardware activity in
the previous subsection. In this subsection, we discuss techniques that balance activities among
different hardware components to reduce the overall energy consumption.

Computation and interface: Many techniques that improve software and user performance,
as discussed in Section 2.2.1, save energy by balancing the energy consumption of the computation
and interface. Suppose a performance optimization technique can reduce the task time by a fraction
«, while increasing the power consumption of some hardware components by a fraciitrese
hardware components are usually “computing” components, such as the processor and memory.
Other hardware components, such as the display, are unaffected.deebte the fraction of total
power consumed by those affected hardware components before optimization. The optimization

will save energy if and only if

(I-—a)-{(I1-1+010+5) 7} <1

or

o
oa+——>1.
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A simple corollary is that the optimization will save energy if
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a>06-7.

For handheldsy is typically smaller than 0.5. Thus, the task time decrease only needs to be
half of the power increase in the “computing” components for the technique to save energy.

Computation and communicatiornt There are two seemingly opposite, but actually comple-
mentary, ways for tradeoffs between computation and communication energy consumption. On
the one hand, computation offloading techniques [126, 162, 181] outsource compute-intensive tasks
from a mobile system through a network interface to a wall-powered computer. With extra energy
consumed in the network interface, these techniques save more energy in “computing” hardware
components. On the other hand, Barr and Asanovic [8] find that overall energy consumption can
be reduced by compressing data before transmitting them through the network interface.efAnand
al. [5] propose to determine whether to retrieve files from the local hard drive or through the network
interface based on the power-saving modes they are in.

Techniques surveyed so far are mostly effective for compute-intensive tasks. As we mentioned
in Chapter 1, however, a mobile system is likely to spend most of its time and energy in idle periods
instead of computing. Even worse, systems are usually designed for peak performance, although
the majority of applications do not require peak performance. This leads to energy waste in unnec-
essarily powerful hardware components most of the time. Many hardware components, therefore,
provide power-saving mechanisms for software, especially the OS, to tackle these two problems.
For idle periods, there is theower management mechanjsand for unnecessarily high perfor-

mance, there is thgerformance scalinghechanism. We next survey relevant techniques.

2.2.3 Power management

Power management [11] reduces the hardware functionality to save power. It stops the clock
or powers off subcomponents after saving the operational context. As a result, a power-managed
hardware component may not be fully functional and is said to bepioveger-saving modelt has
to restart the clock or power-on corresponding subcomponents, and restore the saved operational

context to exit the power-saving mode before restoring functionality. Such a process takes time,
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which is called theexit latency A hardware component can provide different power-saving modes
with different combinations of power saving and exit latency. Typically, more the power savings,
longer the exit latency.

Industrial support for power management has been surveyed in [116]. ACPI has become the
de facto interface for a hardware component to export its power-saving modes. A system needs to
determine when to put a hardware component into which power-saving mode, and for how long to
avoid performance degradation due to exit latencies. The key problem is hardware usage prediction,
especially to know when and for how long a hardware component will be idle. Four different
approaches have been investigated for this purpose.

Greedy approach The greedyapproach makes no prediction at all. A hardware component
enters a power-saving mode immediately after becoming idle; it wakes up when it receives a request.
This approach limits itself to power-saving modes with relatively short exit latencies to avoid per-
formance degradation. Its power-saving capability is thus limited. Due to its simplicity, however,
this approach has been widely adopted by the industry and has been implemented in many OSs.
Intel's QuickStart technology [101] puts a processor into a power-saving mode even between two
keystrokes. The Linux kernel puts an idle processor immediately into a power-saving mode when
there is no process running. Similarly, the processor of the IBM Linux watch system [110] enters its
STANDBY mode whenever possible and wakes up upon user input. The STANDBY mode has an
exit latency longer than 200ms, which is obviously perceptible to the user and is thus unacceptable
for most applications on mobile systems. Nevertheless, IBM researchers consider it acceptable for
applications on the Linux watch. In [16], Braknea al. implement a technique, calledSleep,
that uses the SLEEP mode of Intel SA-1100 with an exit latency of about 10ms to reduce idle time
power consumption. Fortunately, the latency is well below the human-perceptual threshold.

Time-out approach. The second approachtisne-out That is, a hardware component enters
a power-saving mode when it has been idle longer than a threshold period of time. Usually, longer
the idle time, deeper the power-saving mode. The hardware component wakes up upon receiving
a request as in the greedy approach. Also like the greedy approach, time-out is simple and widely

used. In [125], Liet al. investigate time-out power management for a hard drive using field-
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collected traces. They find that more energy can be saved with a much shorter threshold (2 seconds)
to spin down a hard drive than used by the industry then. They point out that hard-drive spin-
down introduces user-perceptible latencies. They also find that the addition of a hard-drive cache
does help save energy. Dougés al. [39] propose to adapt the time-out threshold according to
user's access patterns and priorities. Helmbeatlcl. [84] employ machine learning techniques

for adapting the time-out threshold based on recent hardware activity. In [118], time-out power
management for a hard drive with only one power-saving mode (spin-down) is formulated as a
rent-to-buyproblem. Putting a hard drive into the spin-down mode corresponds to buyingetrani

al. [105] extend the analysis of [118] to multiple power-saving modes. The deterministic online
algorithm discussed in [105] determines for a hardware component which power-saving mode to
enter based on how long it has been idle. They show that such a time-out strategy is two-competitive,
i.e., the energy consumption is at most two times the minimal. They also propose to learn the
distribution of idle periods online and adapt the time-out thresholds for entering different power-
saving modes. The effects of exit latencies thus introduced are later studied in [180]. The time-out
approach is typically used with power-saving modes with relative large power savings and long exit
latencies, complementary to the greedy approach. Although widely used, it is unable to exploit
short idle periods such as those that occur during human-computer interaction.

Predictive approach The third approach ipredictive That is, the length of the next idle
period of a hardware component is predicted based on its history. It is then put into the proper
power-saving mode immediately. The hardware component can be woken up before the predicted
idle period elapses or by a request. In [69, 70], Goldihgl. extensively survey and study general
techniques for predicting idleness in a computer and its components. All the techniques addressed
are based on a model in which a hardware component receives requests with different statistics.
Golding et al. also discuss the application of idle period prediction to hard-drive power manage-
ment. The same philosophy is employed in [196]. Srivasédva. use two heuristics based on the
history of a hardware component’s busy and idle periods to determine whether the next idle period
will be long enough to justify a shutdown. The first heuristic is based on a linear or quadratic re-

gression model. The second heuristic is simply based on whether the previous busy period is longer
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than a threshold. Srivastaed al. obtain these heuristics through an analysis of the durations of
busy and idle periods in collected traces. They acknowledge that there is a noticeable degradation
in interactive performance if the exit latency is long but do not investigate how such a degradation
can be avoided. In [95], the same approach is used but with an exponential-average prediction equa-
tion. To avoid performance degradation, Hwang and Wu attempt to wake up the power-managed
hardware component before the next busy period. In [233], we use user interface information to
predict idle periods during human-computer interaction for power management. By waking the sys-
tem up before the next user input, we can make different tradeoffs between power savings and user
productivity degradation.

Stochastic modeling approach The most sophisticated approach is basedtonhastic mod-
eling. Most techniques with this approach are based on the following model. The hardware com-
ponent to be power-managed is regarded agraice provider which has a collection of states
corresponding to power-saving modes. The requests for it are assumed to be generased by a
vice requester The requests can be buffered irservice queusvhen the service provider is in
non-operational modes. In [10], Beniat al. use a discrete-time controllable Markov process
for modeling the service provider, a discrete-time Markov process for the service requester, and a
discrete-time stationary controllable Markov process for the service queue. Based on these models,
the power management problem is reduced to estimation of different parameters of the models and
a stochastic decision process that minimizes a given cost formulatioret@Iu[172] extend this
approach by using the continuous Markov process for the service provider, using two service queues
of different priorities, and using the Poisson process for the service requester. The Poisson process
model of the service requester makes the system event-driven. In [32], @amhgextend the
model of the service requester and employ online adaptation to handle unknown or non-stationary
workload. Simunt et al. [210] extend the event-driven model of [172] by using a time-indexed
semi-Markov process. Moreover, they find that the Poisson process cannot appropriately model
service requesters in reality. For a Poisson process, event arrival intervals have an exponential dis-
tribution. On the contrarfSimunb et al. find Pareto distributions model these intervals better when

the service queue is empty. They correct the misuse of exponential distributions for other model
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components based on their observations of real systems as well. They also propose to formulate the
power management problem usirgewal theorywhich is simpler and less versatile than Markov
processes. A stochastic modeling technique usually gives the optimal solution when its assumptions
about the statistics of the service provider, requester, and queue are true. Unfortunately, in reality,
not all these assumptions are always true, leading to an inferior power management policy. More-
over, the stochastic modeling approach is much more complicated than the other three approaches.
It has been greeted without much enthusiasm by the industry so far.

Opportunity enhancement Besides the above four approaches for determining how to power-
manage a system during idle periods, researchers have also investigated techniques to increase the
size of idle periods. Lorch and Smith propose OS techniques in [129] to detect whether a processor
is executing useful work and expose its idleness for power managemenetahili88] investigate
how a low-power and low data rate radio module can be used as a radio-activity monitor. The
power-hungry main wireless module can be put into power-saving modes most of the time and can
be woken up by the monitor. In [83], Heath al. propose application transformations to increase
the idle time of a peripheral device.

Buffering (caching) the requests or input data to a hardware component can extend its idle
period. Bertoziet al.[12] propose to buffer streaming multimedia data so that the network interface
can be power-managed without interrupting a continuous playback. In [164], Papathanasiou and
Scott study OS hard-drive caching and pre-fetching for increasing hard-drive power management
opportunities. Cai and Lu [24] investigate buffering as a general mechanism to increase power
management opportunities. They formulate the buffer management problenmasraory control
problem. Buffering is also used for performance scaling, as will be discussed later.

When multiple service providers serve multiple requests, properly scheduling the serving of
these requests may also extend the idleness of the service providers. This has been investigated by
many researchers. We will discuss it further when we address system support for energy optimiza-
tion. Since the idle periods that a scheduler can affect are usually very short, scheduling is a more

powerful tool for performance scaling than for power management.
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2.2.4 Performance scaling

Unlike power management, performance scaling does not affect the hardware functionality but
changes the performance. Although it usually saves less power than power management does, it can
be applied to more scenarios because there is no functionality change.

General performance scaling “Performance” has different meanings for different hardware
components. For ICs including processors, performance means speed or clock frequency. Supply
voltage reduction is very effective in saving both energy and power consumption [21]. Because a
lower supply voltage incurs a longer gate delay [8R]pply voltage scalings usually combined
with clock frequency scalingr speed scaling Frequency reduction itself only saves power but
not energy for the affected hardware component. Moreover, leakage power will be significant in
future technologies. Increasing the gate threshold voltage will reduce leakage power but increase
the gate delay. Thushreshold voltage scalinthrough adaptive body biasing (ABB) [119] can also
be combined with supply voltage and frequency scaling [74,111]. The tradeoff is not only between
speed and energy consumption but also between switching and leakage energy consumption.

For hard drives, performance means data rate. The spindle motor of a hard drive can rotate at dif-
ferent speeds [80]. Lower the speed, lower are the date rate and power consumption. For displays,
performance can be color, contrast, or brightness. The luminance of a pixel on an OLED-based
display can be individually controlled. By darkening the pixels outside the window of user focus,
one can reduce the display power consumption without sacrificing its usability much [107]. Tech-
niques have been proposed to scale the absolute luminance for power savings without sacrificing
the relative luminance based on screen contrast [28, 29, 61].

Processor performance scaling — theories and simulationsThe majority of performance
scaling research is focused on processors, which provide well-defined and flexible support for scal-
ing. Performance scaling can utilize processor idle periods that are too short for a processor to enter
a power-saving mode. By reducipgocessormerformance to remove these idle periods, one can
save energy for a given computation without sacrificsygtenperformance, e.g., as perceived by
the user. If execution delay is tolerable, more energy can be saved by reducing processor perfor-

mance further.
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All performance scaling techniques are concerned with obtaining information about processor
idleness and managing delay introduced by performance reduction. \&e@e217] are the first
to study processor performance scaling for energy reduction. They rightly point out that clock
frequency reduction must be combined with supply voltage reduction to save energy. Henceforth,
in many works that follow, determining the appropriate processor performance level to finish a task
is calledvoltage schedulingWeiseret al. evaluate energy efficiency in termsrofllion instructions
per Joule They propose an interval-based algorithm, PAST, that uses the processor activity in the
last interval to predict that of the current interval for performance scaling. However, their conclusion
that “it is better to spread work out by reducing cycle time (and voltage) than to run the CPU at full
speed for short bursts and then idle” may not always be correct. Based on implementation and
measurements, Miyoslett al. [146] find that for some processors it consumes less energy to run
as fast as possible (i.e., no performance scaling) and then enter a power-saving mode. It is very
important to balance the opportunities for power management and performance scaling.

Govil et al. [76] extend the work in [217] with more sophisticated prediction heuristics. They
reluctantly conclude that “simple algorithms based on rational smoothing rather than ‘smart’ pre-
dicting may be most effective” [76]. Perirag al.[165] further extend these two works with traces
from PDA applications, including an interactive one. Their contribution primarily lies in break-
ing the processor activities into application-specific events, instead of fixed-length intervals. Each
event is associated with a deadline, which is also application-specific. For example, an event for
an interactive application is defined as from the start of a user input to when the computer finishes
processing it. The deadline is chosen tobbers, which is below the human-perceptual threshold
for causality [109]. Only when an event is finished after the deadline, a penalty is imposed. Such
a method obviously benefits from extra information from applications so that it can slow down the
processor in a better way. It is, however, hard to automate and critically dependent on the quality of
event definitions. Peringt al. present the same technique with more processor information in [166].
Ishihara and Yasuura present in [106] an elegant theoretical analysis of power-delay optimization for
determining the supply voltages for a deadline-bounded task. They assume the frequency is scaled

according to the supply voltage. They also offerigieger linear programmingILP) formulation
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for determining the optimal supply voltages for multiple real-time tasks with hard deadlines. Qu
extends such a theoretical analysis in [176] with different constraints on supply voltages.

In [130], Lorch and Smith make a very important observation on the tradeoff between compu-
tation and interface energy consumption, as we discussed in Section 2.2.2. They further conclude
that “one should reduce the voltage only when it will not noticeably affect performance.” This con-
clusion is a precursor of our definition of energy efficiency from the user’s perspective. Lorch
and Smith also find that a continuously increasing supply voltage instead of a constant one for a
deadline-bounded task consumes minimal energy if the time distribution of its processor workload
is pre-known. Based on this conclusion, they propose an algorithm for processor acceleration to
conserve energy (PACE). The algorithm modifies any voltage scheduling algorithm as proposed
in [76, 165, 217]. Since no processor can scale its supply voltage continuously, Lorch and Smith
have to change the supply voltage only at discrete time points. Moreover, since the processor work-
load is usually unknowm priori, they have to rely on sampling and distribution estimation tech-
nigues. Using benchmarks including interactive applications, they show that PACE can improve
most voltage scheduling algorithms, but with an unrealistic assumption that the supply voltage can
be any value between the minimum and maximum. PACE also assumes there is only one process
running at a time, which is, again, unrealistic for most application scenarios for modern mobile
systems. Moreover, the results are from simulation of collected traces. For a real system, such fre-
guent supply-voltage changes, as required by PACE, may incur significant performance and energy
overhead in addition to bringing up many other system issues. When Lorch and Smith report their
implementation of PACE in [128], they conclude that PACE would not save energy for processors
then available.

Processor performance scaling — implementationsBurd et al. report their implementation
of a dynamic voltage-scalable processor in [20, 21] and the corresponding system implementation
of a voltage scheduler in [165, 166]. In [79], Grunwadal. implement the voltage schedul-
ing algorithms from [76, 165, 217] on a COMPAQ Itsy Pocket computer. The Itsy system has
an Intel StrongARM SA-1100 SoC and runs the Linux/X Window system. The SoC runs with a

clock frequency between 59MHz and 206MHz according to software specification. They manage
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to run the SoC with two supply voltages, 1.23V and 1.5V. They find that processor behavior is very
hard to predict, especially for interactive applications. They conclude that all these proposed algo-
rithms [76, 165, 217] work in non-desirable ways and make the Itsy system less responsive. They
also observe nonlinearity in the relation between processor frequency and idleness, mainly due to
the processor-memory bottleneck. The impact of such system issues on energy saving through per-
formance scaling is investigated in depth by Martin and Siewiorek in [141] based on measurements
of an Itsy system with scalable frequency. Again, these works illustrate how theoretical analysis
and simulation can differ from results based on real implementations. Interestingly, the processor-
memory bottleneck is the basis for compiler-directed performance scaling in [92], as we will discuss
later in Section 2.3.

Commercially, Intel’s Pentiuf 11l Mobile processor [103] debuted with the SpeedStepch-
nology [102], and Transmeta’s Crugdé processor with the LongRun technology [208]. A PentRim
[1l Mobile processor with the SpeedSt&gechnology offers only two performance levels: one for
maximum performance and the other for optimized battery lifetime. The processor can change
levels according to user choice or power-supply status, i.e., wall-power or battery. Transmeta’s
LongRurf™ technology offers more performance levels. The frequency and supply voltage of a
Crusoé™ processor can be adjusted stepwise (33MHz for frequency and 25mV for supply volt-
age) according to the performance requirement [54]. Notably, the LorfgRuechnology is im-
plemented as firmware on the processor. There is no need for any OS support. As opposed to the
taxonomy used in this dissertation, Transmeta regards performance scaling as a power management
technology.

Flautner and Mudge realize the limitations of application-dependent techniques studied in [165].
They propose an episode-based algorithm in [52] and implement it in the Linux kernel for a Sony
laptop with a Cruso€M processor [51]. An episode resembles an event in [165]. However, an
episode is application-independent and is automatically detected as either interactive or periodic.
Flautner and Mudge regard the duration of an interactive episode as the latency for the computer
to respond to a user input. The start of an interactive episode is noted when the X server sends a

socket message to another process. The X server, receiving process, and all other processes com-
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municating with them form théask sewf the episode. When the behavior of all processes in the
task set meets certain criteria, the episode is regarded as finished. A periodic episode is detected
by monitoring processor execution. To guarantee computer responsiveness, processor performance
is scaled according to the interactive episode duration. Unfortunately, the lack of cooperation from
the Windowing system imposes severe limitations. First, Flautner and Mudge have to modify many
system calls and kernel modules to implement their episode-detection mechanism based on inter-
process communication via UNIX sockets. Second, the duration of a detected interactive episode by
their method is different from the response time to a user input. For example, when the user is en-
gaged with the foreground GUI application, another background GUI application can communicate
with the X server. In this case, the task set will include the background GUI application, and their
method to determine the end of an episode will not give the computer response time to a user input
for the foreground application. As a result, their performance scaling techniques cannot guarantee
computer responsiveness very well.

Lorch and Smith describe a processor performance scaling system for Windows 2000, called
RightSpeed, in [128,131]. The RightSpeed system implements PACE [130] and a task-specification
interface for an application to convey information to the OS. The authors admit that few applications
will abide by such an interface. For this reason, they implement a task detector to automatically
obtain needed application information. A user interface event marks the start and type of a task,
which completes when all non-idle processes are blocked and there is no I/O activity, or another
user interface event is received. Such a detector is very similar to the interactive episode detection
mechanism in [52], although it shuns the latter's complication. Like the interactive episode in [52],

a task thus detected does not necessarily correspond to the processing of a user interface event.
Although Lorch and Smith claim that the RightSpeed system reduces deadline misses for tasks,
meeting a task deadline is different from keeping the computer responsive. Even worse, they find
that PACE does not save energy for processors then available. Nevertheless, they find that different
types of user interface events incur different processor loads. They successfully exploit this fact in
the RightSpeed system [131].

In [220], Yan et al. propose to seek full cooperation from the windowing system to solve
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the problem that techniques in [52, 128] face. Instead of using kernel activities to determine the
computer response time, the authors use the X server to mark the start of a user event and use the
event-loop mechanism of the Xlib to mark the end of a computer response. There is no kernel
modification at all. With help from the windowing system, the computer response time is accurately
and efficiently determined. Yaet al. also show the response time can be used to drive processor
performance scaling to save energy while keeping the computer responsive. The techniques are
implemented on a PentidlV Mobile based IBM ThinkPad laptop running Redhat Linux. More
importantly, the techniques handle multiple running applications naturally.

Real-time and multimedia applications Real-time and multimedia applications have been
researchers’ favorite for studying performance scaling. A real-time application usually provides task
and deadline information that techniques discussed above sorely need. A multimedia application
incurs periodic and even more predictable processor activity, and is in most cases a soft real-time
application. Since this dissertation is not focused on either real-time or multimedia applications, we
will survey these works only briefly.

Although a mobile system usually runs multiple processes even if only one application is en-
gaged in user interaction, most performance scaling techniques discussed so far virtually ignore
multiple processes and their scheduling due to diverse process characteristics. Only for real-time
systems, process scheduling has become a practical and dominant mechanism for performance scal-
ing [89,90,117,124,135,136,159,168,189]. Jha offers a very good survey in [108]. Kwon and Kim
also provide a survey in a very recent journal article [120]. Among all these works, only Pillai and
Shin [168] offer an implementation based on Linux.

Hugheset al. [93] study how architectural adaptation can be combined with performance scal-
ing to save energy for multimedia applications. ¢&ual.[132] and Imet al. [98] propose to use
buffers at different stages of media processing for processor performance scaling. As discussed in
Section 2.2.3, a buffering mechanism is also used to increase the opportunity for power manage-
ment in [12, 24, 164]. Like the authors of [79], Pouwetdeal. [169] also manage to change the
supply voltage of an Intel StrongARM SA-1100 process on their LART system. They point out

that it is difficult to predict the media processing workload based on history and that inaccurate
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prediction significantly reduces energy savings. While Ghail. [30] use frame-based history to
improve prediction for performance scaling, Pouwedtsal. argue that applications should explic-
itly convey their estimation of workload to the OS for performance scaling. They demonstrate how
media processing programs can be modified to convey such information in [169-171]. A similar
approach is reported by Chumg al. in [33]. Lu et al.[134] adopt a control system approach to
performance scaling for frame-based multimedia workloads. In its essence, however, this approach
just involves nonlinear history-based workload prediction. These approaches rely on application-
specific workload estimation and require changes to the source code.eYahrj223, 224] find
that workload (demand) distributions for multimedia applications are usually very stable. They em-
ploy a simple histogram-based technique to estimate such distributions online, different from what
is used in [130]. They then integrate voltage scheduling and process scheduling based on such an
estimation in the GRACE framework.

Summary: Processor performance scaling techniques consists of three waridoad esti-
mation, process scheduling, and performance settiigrkload can be estimated in many different
forms. Processor utilizationn an interval and its different averages are used in [76, 2%0#rk-
load distributionis used in [130, 223, 224]JTask durationis used in [52, 128, 220]. For real-time
and multimedia applications, workload can be better estimated and deadlines are usually known.
Although process scheduling is ignored by many researchers who assume only one process is run-
ning, it is critical for systems running multiple processes, especially deadline-bounded ones such
as real-time and multimedia applications. Process scheduling is often integrated with performance
setting [168, 223] in that a system determines which process to run with what performance. Since
most commercial processors only offer a limited set of performance levels, performance setting
usually has to use this limited set to approximate an algorithm that requires continuously scal-
able performance [130]. For a workload, estimated or pre-known, a fixed performance level can
be selected [51, 76, 165, 217], or a selected series of performance levels can be applied consecu-

tively [130,132].
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2.3 System support for energy optimization

We have so far surveyed related techniques for energy optimization. Most mobile systems, how-
ever, need to implement these techniques as part of the OS or application programs. System support
from the compiler, middleware, and OS are therefore necessary. Indeed, the implementation-based
works discussed above do implement some system support, but in a technique-specific fashion. We
next survey general system support technigues from the compiler and OS worlds in Sections 2.3.1

and 2.3.2, respectively.

2.3.1 Compilation for performance scaling

Mosseet al. [149] were among the first to use compilation for performance scaling. They use
a compiler to insert check-points into program source code so that workload information can be
obtained at run-time for performance scaling. However, the compiler itself does not make any
decision about performance scaling. Hstual. [91] were the first to use compilation to identify
program regions for which performance can be scaled down. Hsu and Kremer summarize and ad-
vance their previous work on compiler-assisted performance scaling in [92]. Their most updated
compiler technique uses the program profile to identify program regions in which the processor can
be slowed down for reasons like the processor-memory bottleneck. The compiler inserts systems
calls to change processor performance directly and off-line. The technique is implemented using the
SUIF 2 open-source compiler system [200] and tested on a Linux-based laptop with the SPECfp95
benchmark. The SPECfp95 benchmark is compute-intensive but not very processor-intensive, as
data exchange with the memory is significant. It provides significant opportunities for the proposed
technique. As a result, one has to be careful when evaluating the technique for typical mobile ap-
plications. Xieet al.[219] explicitly consider the processor-memory bottleneck and performance
scaling overhead while extending the theoretical analysis in [106, 182] to explore opportunities and
limitations of compile-time performance scaling. Their technique requires a detailed execution pro-
file of the program and solution of large mixed-integer linear programming problems. Moreover,
the technique is validated by simulation instead of implementation. For example, the system over-

head of performance scaling is more than the latency for a processor to change its performance
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level because the performance scaling instruction from a running program has to go through the
OS. All these compiler-assisted performance scaling techniques, unfortunately, suffer from a seri-
ous limitation: they are unable to handle multiple processes. As a program augmented by these
techniques starts, it changes processor performance regardless of the processor load. Such a limita-
tion is inherent in the technique because the program running context cannot be known at the time
of compilation. Without interaction with the OS and its supports, compiler-assisted performance

scaling techniques will fall short of their target.

2.3.2 OS support

The OS on a computer manages almost all the hardware resources. Most energy optimization
implementations discussed in Section 2.2.3 and Section 2.2.4 are actually implemented as parts of
the OS. In these implementations, the OS monitors the resource usage, makes predictions, and de-
termines the power-saving mode or performance level for a hardware component. Yet these imple-
mentations do not manage the energy consumption of the whole system. We next discuss additional
works that study general OS support for system-wide energy optimization.

Energy or battery lifetime seems like just another resource to be managed by the OS. In fact, itis
very different from conventional hardware resources. First, energy is consumed through many hard-
ware components. Second, while conventional resource management has focused on scheduling to
avoid “contention,” energy can be consumed by multiple hardware components simultaneously.
“Contention” matters only when the battery discharge rate and thermal management are matters of
concern. Third, while conventional resource management is concerned with better utilization of a
hardware component for higher performance, energy management is more concerned with creating
opportunities for hardware power-saving mechanisms, e.g., elongating idle periods. As a result,
OS-based energy management is very challenging.

Neugebauer and McAuley extend their process-based resource accounting in the Nemesis OS to
include energy consumption in [157]. They use the same pricing mechanism used for conventional
resources to manage energy consumption. Such a direct extension actually ignores the three points

made above, and is thus inadequate. In the Milly Watt project, researchers from Duke University
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propose to regard energy as one of the mostimportant resources that the OS manages [43,212]. They
discuss their implementation, ECOSystem, in [228]. Like Nemesis [157], the energy management
in ECOSystem is built upon process-based energy accounting weitihr@ntcymodel. A unit of
currentcy is the right to consume a certain amount of energy within a certain period of time. Both
the Nemesis OS and ECOSystem suffer from two fundamental limitations. First, they account for
energy consumed by a process by how many hardware activities it incurs. However, the same
activity often consumes different amounts of energy in a hardware component, depending on the
context. For example, suppose procdswrites 1KB data to the hard drive every one minute and
processB writes 1MB data to it every one second. Procdssill consume very different amounts

of energy in the hard drive, depending on whether Proges&srunning or not. When Procegs

is running, the hard drive will stay in the run mode and Proceséll consume insignificant extra
energy. When process is running alone, the hard drive will enter a power-saving mode between
the accesses and the extra energy consumed by the hard drive due to gdregk$® significant,
especially in view of the energy overhead for hard-drive mode switchings. Second, both Nemesis
and ECOSystem fail to separate hardware information from the kernel because they implement
power models for hardware components in the kernel for energy accounting. Consequently, the OS
has to be customized for every different computer system it runs on. Due to these two limitations,
their approach has not yet seen much popularity.

Lu et al.[133] take a much less aggressive approach. They use the exponential average of the
access intervals of a process as the process-specific utilization of a hardware component. Then they
aggregate utilizations from all processes, weighted by each process’s share of the component, to
obtain the component utilization. A hardware component is shut down when its utilization is lower
than a threshold. They also schedule requests to a hardware component to increase the opportunities
for power management. Their system, however, suffers from several limitations. First, they require
the application to tell the OS when it needs a hardware component and the deadline by which such a
need is satisfied. Although this automatically solves the most difficult problems, i.e., workload and
deadline estimation, for power management and performance scaling, it is not easy to do in reality.

Second, although they identify several parameters that affect the tradeoff between energy saving
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and performance, there is no feedback mechanism for the system to balance them. In addition to
these limitations, the system is not verified with real applications or traces. The workloads used in
the study are unrealistic. Workload 1 only records user activities with long idle periods whereas
workloads 2 and 3 are completely synthetic. Althougtettal. emphasize that these techniques are
targeted at interactive applications, user-perceived performance or computer responsiveness is not
reported.

In [5], Anandet al. propose and implement interfaces between the power management module
and device drivers so that a device can export its power model and current operational mode. They
also implement application programming interfaces (APIs) for an application to retrieve device
information related to power. Based on these interfaces, they implement middleware to balance
the energy consumed by the hard drive and network interface. To minimize energy consumption
by choosing from among alternative devices for the same service, they use a mechanism based on
ghost hints A ghost hint informs an application about how much energy would be consumed if a
different device were used for the service. This work successfully minimizes changes to the kernel
and separates concerns of performance and energy by implementing power models in device drivers.
By using ghost hints to account for energy in the program execution context, it also addresses the
issues raised above about managing energy as a resource. However, power management is not
transparent to application developers, who have to customize, mostly manually, their source code
according to the supported APIs.

Viewing the OS as only one layer of the system, another group of researchers proposes to pro-
vide cross-layer supports for energy optimization, i.e., to orchestrate the application software, mid-
dleware, OS, and hardware. Energy-aware software adaptation is a preliminary form of cross-layer
solution, as discussed in Section 2.2.1. Flinn and Satyanarayanan [56, 57] extend the Odyssey
platform to adapt input data fidelity for multiple applications based on predicted energy demand
and targeted battery lifetime. The platform supports cross-layer energy optimization only when
data fidelity reduction increases idle periods since only time-out-based power management is used.
A significant cross-layer synergy is supported in the GRACE cross-layer adaptation framework

proposed in [225]. The framework scales multimedia quality, OS services, and processor perfor-
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mance simultaneously for energy savings according to user preferences. A similar work is reported

in [148].

2.4 Energy analysis and characterization

By now, we have surveyed energy optimization and their system support techniques. In this
section, we briefly survey works that offer insights into how energy and power are consumed in a
system. Many works characterize power consumption by different hardware components of mobile
systems. Power characterizations for laptops can be found in [127]. Energy characterization for
the Itsy Pocket computer is presented in [45,55]. That for a Palm Pilot is offered in [34]. Power
characterization for Intel's experimental personal server, a handheld, is offered in [178].

Brookset al. design and implement a processor power simulator, Wattch [18], based on the
SimpleScalar simulator and data from Intel. Similar processor power simulators have also been
implemented by others, such as SimplePower [221]. Wattch has been widely used in academia for
studying architectural techniques for processor power reduction. It is widely known, however, that
different power simulators often arrive at very different estimates [66]. Unfortunately, without ac-
curate data and models from industry, researchers in academia have to rely on these simulators. For
other hardware components, modeling is much easier since cycle accuracy is usually unnecessary.
Stemmet al. [198] were the first to offer a detailed power characterization of several wireless net-
work interfaces on handhelds. They point out that power management of the idle time is much more
important than reducing data transfer for energy efficiency. Zedlegiski investigate hard-drive
power modeling in [227]. They implement a hard-drive power simulator, called Dempsey, based
on measurement [230].

There are also a number of software energy characterization works. Energy consumption of
the OS, especially real-time embedded system OS, has been extensively studied [1, 9, 38, 201].
General software energy estimation and optimization techniques have also been investigated ex-
tensively [152, 194, 202,207, 211]. Our work in [232] and [234] is the first to characterize energy

consumption of user interfaces.
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2.5 User interfaces and human factors

In this dissertation, we address energy efficiency from the user’s perspective, and focus on the
impact of user interfaces and human factors. Therefore, we briefly discuss related work that takes
them into consideration in this section.

Interactive applications incur many computer idle periods. Our analysis [233] shows that a
computer spends most of its time and energy in such idle periods for interactive applications. Many
power management and performance scaling works [52,79, 130, 165] use interactive applications as
benchmarks. Nevertheless, these works treat them in the same fashion as compute-intensive ones
without exploiting human factors to make resource usage prediction better. Some of them [52, 130]
propose to use the human-perceptual threshold to slow down the system so that it can respond
before the user can perceive the delay. They still focus on system busy time although most energy is
consumed in the system idle time. In [131], Lorch and Smith find that different user interface events
incur different computation loads for the processor. Therefore, they propose to conduct performance
scaling based on user interface event information. Again, they target the system busy time. On the
contrary, we investigate how user interface information can be used to predict the system idle time
for power management in [233]. In [37], Dalton and Ellis propose to use sensors and cameras
to detect user presence for power management. Although the energy overhead for their detection
method is very high, such a method points to a new direction for making power management user-
aware and context-aware.

Human users only have a limited visual field. Display areas outside the visual field present little
information. In [107], HP researchers propose to darken display areas outside the window of user
focus to save power. This is possible only for OLED-based displays, for which the luminance of
individual pixels can be controlled separately. User studies of this technique are reported in [14,
82]. Unfortunately, luminance of individual pixels on LCDs cannot be controlled separately since
current mobile computers use a single back or front lighting. Flinn and Satyanarayanan [56] propose
to use multiple lightings, calledoned backlightingto tackle this problem. Although the zoned
backlighting is much simpler than the HP’s pixel darkening technique, it has not yet seen much

industrial acceptance.
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2.6 Chapter summary

The energy efficiency of a mobile system is determined by its user, software, and hardware.
Given the hardware, researchers have mostly looked at the interaction between software and hard-
ware for energy-saving opportunities, especially those for hardware power-saving mechanisms.
This chapter presented an extensive survey of techniques from such an endeavor. These techniques
address energy efficiency from the perspectives of hardware and software. Many of them are effec-
tive only for compute-intensive or even processor-intensive applications. For more energy-saving
opportunities on mobile systems, we need to look into the interaction between the user and system,
and address energy efficiency from the user’s perspective. As can be seen from this chapter, tech-
niques considering user interfaces and human factors have been surfacing recently. The remaining

chapters try to establish the efficacy of such techniques.



Chapter 3

Energy Efficiency Limits Imposed by

Human Factors

Starting from this chapter, we are going to explore in depth the energy-saving opportunities for
mobile systems from the user’s perspective. Since our focus is on user interfaces and human factors,
we examine how such factors impose limits on the energy efficiency of mobile systems, address-
ing limits on interface power/energy consumption and interaction speed in Sections 3.1 and 3.2,

respectively.

3.1 Sensory perception-based limits

Landauer [122] showed that the theoretical minimal energy consumption of an irreversible logic
operation iskT'In2, wherek is the Boltzmann constant afidis the temperaturé:T is of the order
of 10721J at room temperature. All commercially available computing devices use irreversible
logic operations and are hence governed by this bound. On the other hand, the computer has to
communicate with its human user through the latter’s sensory channels. These channels in fact set

the minimal power/energy requirements for the computer output.
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3.1.1 Visual output

Human vision energy thresholds have been measured in different forms [22] in terms of minimal
absolute energy, minimal radiant flux, and just-perceptible luminance. Minimal absolute energy is
measured for a very small solid-angle field, e.g., a point source, presented for a very short time
(10~3s) so that no temporal summation of radiant flux occurs. Minimal radiant flux is measured
for a very small solid-angle field lasting for a long time so that temporal summation of radian flux
occurs. Just-perceptible luminance is measured for a large-area visual field. These thresholds are
used to estimate the energy/power dissipation lower bound for displaying information as follows.

Minimal absolute energy. Let us assume the user’s cornea ared,igiewing distanceD, and
viewing anglef). We assume the light irradiance is the same for every point within the viewing
angle at the same distance from the point source. Hgt,(\) denote the minimal light energy
reaching the cornea that is detectable by the user for light of wavelangthe total energy emitted
by the source is thus:

OD? OD?
A; () A

E(\) Ermin(A)

whereA; is the area of the viewing sphere that is incident on the corAge approximated as the
cornea aredl.

Experimental results reported by psychology researchers [22] indicatéthatfor light of
wavelengths10nm is about2-10717~6-1017.J. Assuming4A = 0.5¢m?, D = 0.3m, and{) =
0.125-27 sr, we haveE~3-10~14~9.10~!4.J, which is about seven orders of magnitude larger than
the energy required for an irreversible logic operation.

Note that the energy limit derived above is for rod vision, which is the colorless human vision
under extremely low luminance. Only the cone vision contains color and is normally required for
human-computer interaction. The energy threshold for cone visioa fer510nm is more than
100 times that of rod vision. For users to sense color, the minimal energy would thus be of the order
of 10711

Minimal radiant flux : Let R,,;,(\) denote the minimal radiant flux for light of wavelength

that humans can sense. For the viewing distad@nd viewing anglé?, the source radiant power
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is given by:
Ronin(\)-QD?
) = T
where V() is the relative visibility factor and83 is the spectral efficiency foh = 550nm
in lumen/W. According to [22], the minimal radiant flux for white light rod vision is about
4-10"lumen/m?. AssumingV ()\) for white light to be 0.8, we obtai,,;, ~ 5-10~3W un-
der the same assumptions fOrand(2 as before.
Just-perceptible luminance Suppose the just-perceptible luminance for light of wavelength

is Limin(N). Let S denote the area of the display afidhe viewing angle. The total display radiant

power,®,,;, (), is then
Linin(A)-S-Q
683-V(\)

For white light, L,,;, has been determined to ﬁe')-10*7canalella/m2 [22]. With the same

assumptions as above, the minimal radiant power fix. &’ laptop display and white light is about
5-10~ . For comfortable reading, the luminance level is, however, alair&ttcmdella/m2 [22],
which requires a radiant power of ab@ut 1 for a12.1” display. This minimal radiant power for

comfortable reading is about seven orders of magnitude larger than the just-perceptible threshold.

3.1.2 Auditory output

Let 2 denote the solid hearing angle abdhe distance between ears and the sound source. The
minimal sound intensity human beings can hear is about?W/m? for a sound field of relatively
long duration £300ms) [63]. Below 300ms, the threshold sound intensity increases fast as the
sound duration decreases [63]. Therefore, we can estimate the minimal ebigrgyfor human

beings to detect one bit of auditory information to be
Epin = 10712.300-1073QD?

AssumingQ = 0.1257 sr and D = 0.3m, we haveE,,;,~10~14J, which is of the same
order of magnitude as the minimal energy required for displaying one bit of visual information.
Note that the minimal sound intensity varies for sounds of different frequenties2W/m? is

approximately the just-perceptible intensity of sound &@)H = frequency, which belongs to the
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span of frequencies human beings are most sensitive to. A normal conversation generates a sound
level that is aboul0° times larger than the just-perceptible sound intensity. Therefore, for a user

to obtain auditory information from a computing system, the sound intensity should be no less than
10~51W/m?2. For the values of2 and D given above, this results in an acoustic energy requirement

of about10~%J. Moreover, the above thresholds assume no noise (just-perceptible intensity) or
relatively low noise (conversational intensity). When ambient noise increases, the output sound

level has to increase accordingly, according to Webber’s Law [63].

3.1.3 Power reduction techniques

Based on the above discussion, we can formulate the power requirement of a visual/auditory
output as follows
Q-D?

P« VO (3.1)

wheren()) is the conversion efficiency from electrical power to light/sound radiant power for wave-
length A, andV () the relative human sensitivity factor. Most display research efforts have been
devoted to improving;(\) by adopting new display devices. For organic light-emitting devices
(OLEDS), the best(\) so far is70lumen/W for A = 550nm [58]. This is aboutl0-fold smaller

than the theoretical83lumen /W upper limit [22].

Reducing the viewing/hearing distanfeseems to be the most effective way to reduce output
power requirement. Unfortunately, it poses a practical problem for visual output since it requires
changes to the way a display is used. Moreover, redufingay also have an impact on other
display parameters such as pixel size and aperture (the ratio of the effective area to display area). A
head-mounted display is a successful example where a reducedsed. However, it is promising
only for limited scenarios such as military and virtual reality applications at this moment. Unlike
head-mounted displays, their auditory counterparts, earphones, are quite popular. Due to their ex-
tremely smallD and(2, earphones are much more power-efficient than loudspeakers, as we will see
in Chapter 5.

Moreover, many applications do not need a large viewing/hearing angle. The viewing/hearing
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angle can be controlled to reduce output power consumption too. Another hint from Equation (3.1)
is that choosing the colors/sounds with a higher human sensitivity, thus Higher will also

reduce power. Human vision sensitivities to different colors differ by several orders of magnitude.
However, user experience with colors is quite complicated since color contrast and aesthetics also

matter.

3.2 Input/output speed

The energy consumption per task depends not only on power consumption but also on the task
duration, or speed. We next characterize input/output speeds for human-computer interaction, which
will be used to compare the energy efficiency of different interfacing technologies in Chapter 5. This
subsection draws upon many previous surveys.

Speaking/listening/reading speeds 150 words per minuteu{pm) is regarded as normal for
conversational English for both speaking and listening. When speaking to computers, users tend to
be slower at about00wpm [112]. Also, users can listen to compressed speech at abowtpm [160].

Such speaking and listening rates set limits to the energy efficiency of speech-based interfaces, as
shown in Chapter 5. Furthermore, when speech-recognition errors have to be corrected, the speak-
ing rate is reduced drastically to as lowZBvpm [112]. For reading printed English text50 to

300wpm is considered typical [26]

Text entry: Text entry on mobile systems is well-known to be much slower than on PCs with
a full-size QWERTY keyboard. Table 3.1 summarizes results from the literature about input speeds
for popular text entry methods available on commercial mobile systems, such as HP iPAQ and Sharp
Zaurus, which are studied in this work. “Typical speed” refers to the raw speed regardless of accu-
racy while “Corrected speed” refers to real speed when error correction is taken into consideration.
Note that handwriting speed is for hand-printing, which serves as an upper bound for the input
speed for any handwriting recognition-based text entry. The corrected word per minpte)(
for handwriting recognition is around [35]. We assume that the error rate is low for hardware
mini-keyboard thumbing, i.e., typing with two thumbs, and error correction is fast, as assumed for

the virtual keyboard in [35].
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Table 3.1: Typical text-entry speeds for different methods

Method Typical speed Corrected speed
(wpm) (cwpm)
Hardware mini-keyboard thumbing 23 [197] 22
Virtual keyboard with stylus 13[186] 12 [35]
Handwriting 15 [139] 7 [35]

Stylus/touch-screen For GUI-based human-computer interaction, the speed is usually depen-
dent on how fast the user can respond to the GUI. The user has to perceive the computer output
through aperceptual processnake a decision throughagnitive processand then carry out the
decision through anotor procesdo respond to the computer. In [233], we characterized the user
delays and investigated how they could be predicted for aggressive power management. As we are
more interested in typical delays for energy-efficiency evaluation, we assumesthtatal 000ms

user delay is typical for GUI operations on mobile systems such as handhelds.

3.3 Chapter summary

This chapter examined how human factors impose limits on energy efficiency with regard to
interface power/energy consumption and user productivity (speed). It highlighted the importance of
user interfaces and human factors, as compared to computing, and provided theoretical foundations
for improving user interfaces for better energy efficiency. It also offered the theoretical minimum
power/energy requirements for interfacing. Although such requirements are orders of magnitude
larger than those for computing, they are still far beyond the reach of state-of-the-art user interfaces

as we will see in the following two chapters.



Chapter 4

Energy Consumption of Graphical User

Interfaces

In the previous chapter, we theoretically analyzed how human factors impose limits on the en-
ergy efficiency of a mobile system. In this chapter and next, we characterize the energy consumption
of state-of-the-art user interfaces on mobile systems. Such a characterization is the first step toward
energy-efficient user interface design.

Because GUIs have become the basic software mechanism for human-computer interaction, in
this chapter, we investigate their energy consumption on three popular mobile GUI platforms. We
first offer background information on mobile GUI platforms in Section 4.1. Then we analyze how
energy is consumed by a GUI in Section 4.2, and describe the experimental setup and benchmarks
in Section 4.3. Based on the experimental results presented in Section 4.4, we offer insights for

energy-efficient GUI design in Section 4.5. We summarize the chapter in Section 4.6.

4.1 Background

In this section, we first discuss the relevant features of mobile software, and then provide infor-

mation on mobile GUI platforms and development toolkits studied in this chapter.
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4.1.1 Mobile software

Most of the software loaded on mobile systems is interactive (some exceptions are video/audio
players, which are CPU-intensive). Such a software has two prominent properties. First, the execu-
tion time usually does not depend on the CPU speed, but on the user speed. Second, most system
resources are dedicated to human-computer interaction.

User interfaces consisted of an average of 48% of the application code even a decade ago [154].
The use of modern GUIs will only increase their share of the application code and resource usage.
As aresult, it is important to optimize GUIs for energy savings. A GUI is responsible for interacting
with users. First, it presents information to users graphically, usually through GUI windows such
as buttons, menus, message boxes, and text windows. Second, it takes inputs from a user in the
form of a user responding to GUI windows. Most GUI platforms are extended to include many non-
user interface system functionalities, such as file and network operations, typically by wrapping
corresponding system calls into a GUI API. In this chapter, we are only concerned with those parts

that present and receive user input [153].

4.1.2 Mobile GUI platforms

Almost no GUI application is programmed to directly manipulate display devices. Different
APIs are used to accelerate GUI development and improve hardware independence. Such APIs
are called GUI platforms. In this chapter, we study three of the most popular GUI platforms on
mobile systems, i.e., Qt, Microsoft Windows (or Windows), and X Window system. Since the
nomenclatures used by these GUI platforms are quite different, Table 4.1 summarizes the different
terms.

X Window systemt The C-based X Window system [218] is almost ubiquitous on computers
running under Unix-like operating systems (OSs). The X Window system has a client-server archi-
tecture, in which a single X server serves requests from different GUI applications (called X clients)
through inter-process communication. Each application registers the types of events it wishes to
handle with the X server, and also registers an event processing routine with each registered event

type. When events associated with a window occur, the X server only sends events of registered
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Table 4.1: GUI nomenclatures

Ot Windows X/IGTK
Event Signal/ Event Message Signal/ Event
Window Widget Control/ Window Widget
Event processing routing Slot Callback Callback

types to the window, which in turn calls the corresponding processing routine. The X server han-
dles events of unregistered types as the default. Wrapper toolkits are typically used to facilitate GUI
development. GTK [67], one of the most popular toolkits, is used in this chapter. An embedded
port of GTK, called GPE [77], is actively under development. In this study, we use the X Window
system that comes with the Familiar project [204] and GTK-related libraries from the public Skiff
cluster [205]. We use X/GTK to refer to the X Window system and GTK.

Qt: The Qt platform is a C++ based GUI API. It handles events through class member slots
and signals. While Qt works with multiple OSs, its embedded port, Qt/Embedded [174], currently
only works under Linux. Unlike Qt for PCs, Qt/Embedded applications directly work on the kernel
framebuffer without an X server. The absence of an X server reduces its memory requirement
significantly. One can also expect an improvement in its performance and energy efficiency. Qtopia,
an application environment, has been developed using Qt/Embedded. There is also an open-source
fork of Qtopia called Opie [161]. In this study, we use the Qt/Embedded system shipped with a
Sharp Zaurus handheld. In the following discussions, Qt is used to refer to Qt/Embedded.

Windows: Unlike Unix/Linux systems, Microsoft Windows GUI is integrated with the Win-
dows OS. Such an integration may offer Windows benefits in terms of GUI energy efficiency. Every
Windows window has an event handler. All events generated within a window are passed to its event
handler through an event loop. There are multiple ways to develop GUI applications for Windows,
e.g., using Win32 API, MFC, ATL, or Visual Basic. Unlike the X Window system, a significant

number of Windows developers use the Win32 API directly to write Windows applications. There-
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fore, the Win32 API is adopted in this chapter for energy characterization.

Other GUI platforms : We do not address other mobile GUI platforms in this first study. One
of the better known is the Palm GUI widely used with Palm OS [163] powered handhelds. No Palm
handheld uses an Intel StrongARM processor yet, which would make a fair comparison difficult.
Java and Visual Basic are also popular for GUI development. However, their well-known perfor-
mance disadvantages compared to C/C++ are also translated into energy disadvantages, although
they may have advantages in other aspects. Other GUI platforms/toolkits for embedded Linux are

described in a recent article [203].

4.2 GUI energy consumption

Before energy characterization, it is worthwhile to analyze how energy is consumed by a GUI.
In this section, we will do so from three perspectives: hardware, software and user.

Hardware: In the mobile systems we study, the Intel StrongARM SA-1110 SoC is used. It
has an integrated LCD controller (LCDC). A framebuffer is implemented in off-chip memory (main
memory) to store pixel data for a full screen. Whenever there is a screen change, the processor
generates new data for the changing screen pixels and stores them into the framebuffer. This implies
more energy consumption with larger temporal changes in the screen. Meanwhile, to maintain a
screen on the LCD, the LCDC must sequentially read screen data from the framebuffer and refresh
the LCD pixels even when there is no screen change. This in turn implies more energy consumption
with larger spatial changes in the screen. The on-chip system bus and off-chip data buses also
consume energy for data transfers.

The display itself consists of several parts: LCD power circuitry, a front light, and an LCD.
The LCDs used in the systems we studied are color active thin film transistor (TFT) LCDs. In such
LCDs, each pixel has three components: R, G and B, signifying red, green and blue, respectively.
Liquid crystals for each component are independently oriented by two polarizers, which are con-
nected to a storage capacitor. The capacitor is in turn charged and discharged through a TFT to
accommodate screen changes. It must be refreshed at a high rate to maintain an appropriate volt-

age across the polarizers so that the corresponding liquid crystals remain properly oriented. The
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Figure 4.2: A software perspective of GUI energy consumption.

hardware perspective is summarized in Figure 4.1.

Software: A GUI platform is highly OS-dependent. It is impossible to compare GUI platforms
without taking the OS into account. The following software processes are involved in GUI usage.
First, the OS handles hardware interrupts generated by a user. It then produces events for the GUI
platform. The latter delivers events to the GUI application, which catches events through an event
loop. Thereatfter, the application instructs the platform as to how the GUI should change. The plat-
form coordinates GUIs of different applications, determines how the screen changes, generates new
screen pixel data, and then calls OS services to update the screen. Interrupt handling, event process-
ing and screen updating are the three basic steps in the above process. The software perspective is
summarized in Figure 4.2.

User. From the user’s perspective, a GUI consumes energy through user-GUI interaction ses-
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Figure 4.3: Looking for a file and creating an email.

sions, in which a user locates the application, starts it, interacts with it and finally closes it. Such a
process usually consists of a series of window operations, such as creation, switching, and manipu-
lation, with intermittent idle intervals, in which the system waits for user input.

Figure 4.3 gives the second-by-second energy consumption for two GUI sessions executed on an
HP/Compag iPAQ with Pocket PC 2002. The first session is to look for a file using the file manager.
The first peak around four seconds is due to activation of the “Start” menu and stepping through
its items to locate “Programs”. The second peak(aseconds is due to activation of “Programs”.

The third peak at2 seconds is due to activation of the file manager in the Programs window. The
last peak is due to moving of the scroll bar in the file manager to locate the file in the file list
and then closing the file manager. The other session, creating an email, is just to open the “New”
menu and create a new email message. The two sessions cof3wene 1.4 Joules more energy,
respectively, than consumed in the corresponding idle period. Being idle for one second consumes
5.9 Joules in these measurements. Creating an email consumes much less extra energy because it
requires fewer GUI manipulations. Moreover, since it takes much less time, more email sessions are
possible compared to file manager sessions in a fixed amount of battery lifetime. From these two

examples, it is obvious that window operations are energy-expensive and an energy-efficient GUI
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Table 4.2: Hardware and software information on mobile systems

iPAQ1 iPAQ2 Zaurus
Vendor HP/Compaq Sharp
Model 3870 SL5500
SoC Intel StrongARM SA-1110 208/ H =
Storage 32MB ROM, 64MB RAM 16MB ROM, 64MB RAM
Display 240x 320, 16bit color, reflective with front light
(O MS Pocket PC 2002 Familiar Linux 2.4.18)  Embedix Linux 2.4.6
GUI Windows XIGTK Qt

should reduce the number of window operations and usage time.

4.3 Experimental setup

In this section, we first provide information on the mobile systems used and the energy mea-

surement setup, then detail the benchmarks and GUI energy characterization methodology.

4.3.1 System information

The information on the mobile systems used in this chapter is summarized in Table 4.2.

The two iPAQs are placed in the same charging cradle when energy is measured. The Zaurus,
instead, is directly charged by the same AC/DC converter used for the iPAQs. Energy is measured
when the batteries are fully charged. All other detachable peripherals, such as CompactFlash cards,
serial and USB ports, are disconnected. Since no current GUI platform has an effect on the front

light, it is turned off unless otherwise indicated.



46

4.3.2 Energy measurement

The measurement equipment consists of a Windows PC, hardware data acquisition card, and
wire connector box. The PC is installed witlational Instrumeri$ data acquisition software called
Labview. The voltage is measured across a sense resistor connected in series with the battery to
obtain the system power consumption. It is sampled at a rat@0df z. Labview is programmed
to integrate power every second. By carefully designing the benchmarks, the energy consumption
of software events of interest can be captured. The energy measurements for a given benchmark
were made on mobile systems on the same day without interruption to minimize the day-to-day

difference due to changes in temperature and resistance of the sense resistor.

4.3.3 Methodology and benchmarks

While the source code of Qt and X/GTK are freely available, that of Windows is not. How-
ever, the GUI APIs of all three platforms are well-documented. The GUI API is an appropriate
level of abstraction for modeling GUI platforms. Based on the GUI APIs and platform architec-
tures, we adopt a controlled black-box methodology to characterize different aspects of GUI energy
consumption, as explained next.

Additional energy: To account for energy differences due to the OS and hardware, we use the
concept ofadditional energy When a software or hardware event occurs in the system within a
certain time interval, the software running in the interval is calléarget. We design the software
to be exactly the same except that it does not trigger that event during the same time interval.
The resultant software is calledcantext. The additional energy of the event is defined as the
target energy minus the context energy. For every GUI event we characterize, a context is carefully
designed. Measurement of a target and corresponding context is repeated in an interleaved way to
reduce the impact of random factors.

Normalized energy We denote the additional energy for performing certain compute-intensive
jobs in each system as thaergy uni{EU). The compute-intensive job we chose was the jiokeg islow
routine in file jfdctint.c from Independent JPEG Group’s implementation of JPEG, which comes

with the Mibench benchmarks [142]. It performs a forward discrete cosine transform (DCT) on an
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eight-by-eight block of integers. Three different sets of inputs are randomly chosen from the large
image file included in MiBench. To obtain the additional energy for performing one such DCT, we
repeat the DCT a total df x 10° times over the set of chosen input data. This is assumed to be
the target, which takes our systems about four seconds to complete. The context in this case simply
involves making the system idle. The energy of every benchmark is measured with a companion
measurement of the EU. In most cases, we report experimental results normalized to the EU thus
obtained. This accounts for differences in the hardware and OS. The EU for the three systems we
studied is betweeg and10 pJoules.

The benefits of using the EU are as follows. Experiments were conducted on different days
for different benchmarks. The absolute energy figure for an event varied slightly from day to day.
However, the energy remained quite constant if normalized to the corresponding EU (within 1%).
Moreover, since the EU is only dependent on the SoC and memory, the comparison of non-LCD
energy consumption of different systems is fairer after normalization.

Benchmarks We designed the benchmarks to characterize different aspects of GUI platforms
including event handling, typical window operations, and window properties. Also, we character-
ized common window types and their related usage. Different input methods were also character-
ized. The benchmarks are described in Table 4.3. Unless otherwise indicated, they were coded
for all three GUI platforms. The coding and compilation information is given in Table 4.4. The
source code for benchmarks used in this chapter can be downloaded from [195]. Most benchmarks
were coded using a similar scheme in which a timer is set to start some processing. In a target, the
processing triggers the event we wish to characterize; in the corresponding context, the processing
is the same except that the event is not triggered. A snapshot of the “Event loop” benchmark target
coded for Windows is shown in Figure 4.4 to illustrate such a scheme. Note that its context uses the
same code except that lin8 is commented out. Routines to turn the LCD off and on were inserted

at the beginning and end of the benchmarks to obtain the additional energy due to the LCD.



4

Table 4.3: Benchmarks

8

Benchmark

Description

Event handling

Event loop

Send and get an event

System event

Use stylus to tap a window which is programmed to ignore that event

Basic window operations

Create window

Create and then destroy a window

Show window

Show and then hide a full screen window

Using windows of different types

Menu

Show and then hide a menu window of four items

Message box

Show a dialog box with “OK” and accept user confirmation

Scroll bar

Move a scroll bar of half screen height with various speeds

Tabbed panel || Switch between two full screen tabbed panels (iPAQ1 and Zaurus only)
Window properties (iPAQ1 only)

Size Show and then hide menu windows of different numbers of items, |nor-
mal windows of different sizes (680, 90x 120, 120<160, 180<240, and
240x 320 pixels, respectively), text windows of different text sizes

Colors Present a full screen window of different colors

Color sequence

Show and then hide full screen windows of different colors on a b
background

ack

Color patterns

Present full screen windows of black and white checkerboard patterns

different block sizes

with

Different user inp

ut methods

Virtual keyboard

Push “x” on the virtual keyboard

Hardware button

Trigger the right cursor key button

Stylus tap

Same as System event

Stylus move

Move stylus vertically along the screen for half screen height on a win
which is programmed to ignore corresponding events

dow
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Table 4.4: Coding and compilation information for benchmarks

Qt Windows XIGTK
Coding language C++ C C
IDE N/A eMbedded Visual C++ 3.0 N/A
Compilation setting|| gcc -0O2 Default gcc -02

1 #define ID_TIHMER WHM USER + 388
2?2 static int count = @;

F

4 LRESULT CALLBACK WindowFunc(HWHD hWnd, UINT message,

5 WPARAM wParam, LPARAH 1Param)

6 {

Fooooaeaaa.

] switch (message)

9 {

18 case WM TIHMER:

1M if (count<TOTAL_NUH}{//Repeat TOTAL_HUH times
12 f7%end a message to myself

13 SendMessage(hind WM LBUTTOHDOWH, 8,8} ;
14 count++;

15 ¥ else {

16 //Request to exit

17 SendMessage{hind,WH DESTROY,8,8);

18 1

19 break;

28 case WM LBUTTONDOWH: //Catch the sent message
21 /#Do nothing here

22 break;

23 case WM _CREATE:

24 F/5et a timer

25 SetTimer{hUnd, ID TIMER, 2888, HULL);

26 break;

27 case WM _DESTROY:

28 PostQuitHessage(8);

29 break;

3a default:

31 return DefWindowProc{hWnd, message, wParam, 1lParam);
3z H

33 return 8;

3h 3}

Figure 4.4: Outline of the target for benchmark “Event loop”. The context uses the same code but
with line 13 commented out.
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Table 4.5: System energy breakdown for mobile systems

Handheld LCD Front light Others EU

% EU % EU % EU pnJoule

iPAQ1 | idle || 9 | 18,800| 73 | 147,100| 18 | 35,300 8.0

DCT | 7 53 40 | 112,600

iPAQ2 | idle || 14| 20,600| 53| 77,700 | 33 | 48,200 9.8

DCT || 9 34 57 | 129,100

Zaurus| idle || 11 | 25,200| 80 | 180,000( 9 | 19,000 9.3

DCT | 8 59 33| 99,300

4.4 GUI energy characterization

In this section, we present experimental results for the three mobile systems, and analyze them
from the perspectives of software, hardware, and user.

Energy breakdown: Table 4.5 gives the energy breakdown by hardware for the systems tar-
geted when they are idle and while performing the aforementioned DCT computation. It also gives
the one-second energy consumption in EUs for different components. The LCD energy is obtained
by comparing the system energy before and after the LCD is turned off. Front-light energy is ob-
tained in the same way. “Others” refers to the system energy minus the LCD and front-light energy.
It includes the energy consumed by all other hardware. The table shows that the front light and the
TFT LCD consume a large fraction of system energy. The percentages are larger than those reported
for notebook computers [31], in which a hard-disk, system-on-board and more powerful processor
are used instead of Flash memory and SoCs.

With the front light turned off, the TFT LCD consumes from 14% to 55% of the system energy,
depending on how busy the CPU is. However, it should be noted that during interactive application

usage, the CPU is idle most of the time.
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Event handling and basic window operations Table 4.6 presents the additional energy in EUs
for GUI event handling and basic window operations. “Event loop” shows the additional energy for
an event to go through the event loop. Itis very energy-efficient compared to “System event,” which
includes additional energy for hardware interrupt, OS and platform event processing. Windows
outperforms Qt and X/GTK significantly, which may be attributed to tighter integration of its GUI
platform and OS.

“Create window” shows the additional energy for a GUI platform to claim and relinquish re-
sources for a window according to the request from the applicaion. “Show window” shows the
additional energy for the GUI platform to show and hide a full screen window according to the
request from the application. The background window is identical to the one shown so that no ad-
ditional energy is incurred due to framebuffer updating, LCDC or LCD. The additional energy can
only be attributed to changes in the internal data of the GUI platform as in the cases of “Event loop”
and “Create window”. While Qt and Windows are relatively close, X/GTK performs significantly
worse in “Show window.” This hints at the overhead of an X server.

Window types. Table 4.6 also shows the additional energy required for using different types of
windows and showing an eighty-letter text. It is obvious that using different window types consumes
quite different amounts of energy even when the window sizes and colors are similar, as in a message
box and a four-item menu window. Different window types necessitate different user interactions
too, which further differentiate their energy consumption. There are several observations worth
noting, as discussed next.

First, the same interactive function may be implemented using different window types with
different energy efficiencies. For instance, both tabbed panels and a scroll bar can be used to browse
a long list. Their energy consumption differs drastically since a scroll bar requires many more
screen updates than tabbed panels. Second, “Message box” of Windows outperforms others simply
because it allows a “Message box” to be much simpler than Qt or X/GTK does. For example,
“Message box” of Qt has 3D effects and must contain at least one button. This indicates that an
inflexibility in the GUI platform can cause extra energy consumption. Finally, Windows performs

much worse for “Menu,” although it does well in other window types, because it animates menu



Table 4.6: Energy characterization in EUs for different GUI platforms

Qt Windows XIGTK
Event handling
Event loop 27 11 40
System event 1,100 300 900
Basic window operations
Create window 1,900 2,600 1,000
Show window 9,900 7,900 18,000
Using windows of different types
Menu 12,800 15,400 6,100
Message box 14,400 6,000 13,300
Scroll bar 33,400-78,000| 20,000~59,000| 38,800-84,000
Tabbed panel 10,300 12,000 -
Draw text - 1,600 -
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windows. When a menu is tapped, the menu window gradually, but quickly, drops out. Such an
animation or continuous screen change requires many more processor cycles, framebuffer updates
and screen refreshes, thus leading to much more additional energy. Using a scroll bar to browse
a window also requires continuous screen changes. For energy efficiency, such continuous screen
changes should be avoided, at the expense of a slight sacrifice in GUI aesthetics.

Size We have experimented with different sizes for text, menus and windows. Figures 4.5t0 4.7
show the additional energy required. They also show the equation for the best-fit line, obtained
through linear regression. The relationship between the size and additional energy is approximately
linear. Each letter consumes about 12 EUs. Each new menu item consumes about 220 EUs. These

data suggest that GUI designs should be economical to be energy-efficient. Moreover, the huge
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Figure 4.5: Additional energy for showing texts of different sizes.

constants in the linear regression equations also imply that if a user needs to view a large number of
items, putting them in as few windows as possible saves significant energy.

Color: Color affects the additional energy consumption of a GUI in several ways. Our first
experiment measures the energy consumption of iPAQ1 when the CPU is idle for one second with
screens of different colors. Since each pixel consists of three color components, R, G, and B, we
perform measurement for colors containing different combinations of these three components. We
also perform measurements with the LCD turned off to obtain the energy consumption of the LCD
only. Table 4.7 summarizes the results under energy consumed by the LCD and the non-LCD
energy. It also shows the percentage energy increase compared with pure white. R, G, B, and RG
refer to red, green, blue, and yellow, respectively. They have R, G, B, and R and G component(s)
deactivated, respectively. “Grey” refers to the color obtained when the corresponding originally
activated component(s) is (are) half-activated. For example, when all three components are fully
activated, the color is “Full” black. When they are half-activated, the color is “Grey” black. The
energy difference disappears after the LCD is turned off, which demonstrates that it is the LCD that
makes the difference.

There are two observations one can make. First, the more color components activated, the more
the energy consumption. In a reflective TFT LCD, when one color component is deactivated, the

corresponding liquid crystals are fully unpolarized, and there is no need to repeatedly charge the
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Table 4.7: Energy breakdown for presenting screens of different colors

Color Non-LCD (EU) | LCD (EU) | % Increase
Black | Full 36,100 18,700 3.3
Grey 36,100 19,100 55
Red Full 36,100 18,500 2.2
Grey 36,100 18,700 3.3
Green | Full 36,100 18,500 2.2
Grey 36,100 18,700 3.3
Blue Full 36,100 18,600 2.8
Grey 36,100 18,700 3.3
Yellow (RG) 36,100 18,300 1.1
White 36,100 18,100 0

polarizers. For instance, “White” has all three color components deactivated and consumes the least
energy, while “Black” has all three activated and consumes more energy. This observation is the
same as that made in [29] for a transmissive TFT LCD. More interestingly, the second observa-
tion is that a half-activated component consumes more energy than an activated component, as the
“Grey” ones consume more energy than their “Full” counterparts. As mentioned in Section 4.2,
each color component has a TFT to charge a storage capacitor, which maintains the appropriate
voltage between the polarizers. When a component is half-activated, the capacitor may put the TFT
into a state that draws a higher amount of current, which contributes to higher energy consumption.
It must also be mentioned that the relation between pixel power consumption and storage capacitor
voltage can be different for different LCD technologies. For example, we find that power consump-

tion for “Grey” is between that for “Full” and “Black” for the Zaurus LCD. Cheng and Pedram [28]
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Table 4.8: Energy for different colors for the QPE theme on Zaurus

Theme color|| Energy (Joule) Over Bright(%)
Bright 0.416 0
Purple 0.417 0.4
Desert 0.422 15

Grey 0.423 1.6

also made a similar finding for a transmissive LCD from Philips. Nevertheless, the impact of color
on LCD power consumption is obvious.

On Zaurus, users can choose different colors for GUI themes. Table 4.8 gives the system energy
for presenting the “Application” window with different colors for the QPE theme for one second.

It confirms the observation made in the iPAQ1 experiment. It also shows the percentage system
energy increase when compared with that of the “Bright” theme color.

Color sequence As the analysis in Section 4.2 reveals, temporal changes in the screen cost
energy. When the screen changes color, the CPU consumes additional energy to generate data for
the framebuffer, the framebuffer has to be then updated, and corresponding liquid crystals have
to change orientation. The second experiment was designed to measure the energy of iPAQ1 for
changing the screen from black to different colors. To eliminate the additional energy due to the
LCD presenting different colors, it is turned off. Therefore, the experiment mainly accounts for the
additional energy due to the first two of the three processes mentioned above. The data are presented
in Table 4.9. It demonstrates the more the color changes, in terms of (R,G,B) components, the larger
the additional energy consumption. This implies that a GUI with a constant color theme will be more
energy-efficient than one that often changes color.

Color patterns: As also evident through the analysis in Section 4.2, spatial changes within a
screen also impact energy consumption. We call how colors are distributed on the sceedor its

pattern The color pattern determines the spatial changes within the screen. Even if the percentage
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Table 4.9: Additional energy for showing and hiding windows of different colors on a black back-
ground

New color White | Yellow (RG) | Red (R)| Grey | Black

Add. energy (EU)|| 8,000| 7,900 7,500 | 7,700 7,400

of pixels of each color remains constant (then the LCD consumes constant energy), different pixel
arrangements can introduce different switching activities in the hardware including the LCDC, sys-
tem bus, and external bus, because data for the screen have to be constantly transferred from the
framebuffer sitting in the off-chip memory to the LCDC, and then to the LCD for refreshing the
storage capacitors. We measure the energy consumption of the system when the system is idle with
full-screen windows of checkerboard patterns on iPAQ1. A checkerboard pattern consists of alter-
nating white and black blocks. For each pattern, the white and black blocks each take up half of the
screen pixels so that the LCD energy consumption does not vary. However, as expected, the energy
consumption increases when block size decreases, which leads to more spatial changes within the
screen. Table 4.10 shows the energy consumption for one second and also gives the percentage en-
ergy increase compared with that of presenting a fully white screen. It also shows the system energy
for presenting the starting home screen for Pocket PC 2002. The energy difference in Table 4.10 is
due to the showing of the screen only. The screen with smaller blocks takes more CPU time and
energy to generate the screen data, which is a separate issue from what we are concerned with here.
The above results imply that a plain GUI is more energy-efficient than fancy ones.

Input method: From the user’s perspective, a user interacts with GUIs through different input
methods, and uses a certain input method to interact with a certain type of window. Table 4.11
provides the energy consumption for different input methods on the targeted mobile systems. It also
shows the number of stylus taps an input method is equal to (denoted by #) with regard to energy
consumption. The stylus tap is the most commonly used input method. Hardware buttons are used
to trigger the most-used applications. Virtual keyboard is necessary for text input, although Zaurus

also comes with a mini hardware keyboard that we do not characterize in this chapter. Stylus move
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Table 4.10: Different color patterns on iPAQ1

Pattern Energy (Joule) Over white (%)
Full white 0.575 0
Full black 0.581 1.0
120x 160 block 0.577 0.3
30x40 block 0.584 1.6
12x 16 block 0.588 2.3
3x4 block 0.598 4.0
MS home 0.590 2.6

is typically used to move a window like a scroll bar.

A stylus move is very expensive in all three systems. Moreover, it is usually associated with
continuous screen changes such as window moving and resizing, for which the energy cost is sig-
nificant. Moreover, a virtual keyboard is very expensive on iPAQ1 and Zaurus because they have
the auto-completion feature in order to accelerate user input. Since reducing usage time saves a sig-
nificant amount of energy, auto-completion is generally more energy-efficient. This issue is further
addressed in [213]. Moreover, inputting text is much slower using a virtual keyboard than a real
keyboard. Thus, it increases usage time significantly on mobile systems, and leads to more energy
consumption from the user’s perspective. For energy efficiency, stylus move and text input should
be minimized.

GUI platform comparison: In general, all three GUI platforms characterized in this chapter
perform similarly with regard to their energy usage. All are descendants of GUI platforms used
in non-energy critical computers. Most likely, none of them is desighed with energy efficiency
as a goal. Each contains areas for improvement. Windows performs better in event and interrupt

handling due to its tighter integration with the OS, but suffers due to its PC lineage. X/GTK is
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Table 4.11: Additional energy for different input methods

Input method Qt Windows X/IGTK
EU # EU # EU #
Stylus tap 1,100 1 300 1 900 1

Hardware button| 1,400 1.3 560 1.9 1,300 1.4

Virtual keyboard|| 4,000 3.6 4,700 | 157 | 1,200 | 1.3

Stylus move ~13,500| ~12.3| ~5,700| ~19.0 | ~3,000| ~3.3

better in providing most implementation flexibility for designing an energy-efficient GUI, but suffers
from using an X server and lack of enough features. Qt offers more features for a fancy user
interface, but suffers from limited flexibility for making a GUI simpler. Moreover, since each of
them only works with a unique OS and requires a different license, a platform choice is further
complicated. Nevertheless, the energy characterization of GUI platforms presented here should
help GUI designers make a better decision and help GUI platform/toolkit developers improve their

work with regard to energy consumption.

4.5 GUI design for energy efficiency

As the results presented above show, the energy impact of GUIs is significant. It is extremely
important to optimize them when energy consumption is of concern. Although GUI design is an
established discipline in the community of human-computer interaction, no previous research takes
energy efficiency into consideration. Based on the GUI energy characterization presented in this
chapter, we next offer some first insights into energy-efficient GUI design, and compare them with
the traditional do’s and don’ts for GUI design [109] when possible.

Improve user productivity : Mobile systems spend most of their time and energy during idle

periods in human-computer interaction. The energy consumed by most GUI operations, as charac-
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terized in this chapter, will appear insignificant when compared with that consumed in idle periods.
Hence, reducing the task time is the most effective way of energy reduction, and an energy-efficient
GUI should be designed for maximum user productivity. Fortunately, user productivity has been one
of the most important concerns of conventional GUI design. For example, fast access to functional-
ities is regarded as important by traditional GUI design [109] (pp. 62-78). With a direct impact on
energy efficiency, user productivity becomes even more important for mobile systems.

Minimize screen changes There are several ways for minimizing screen changes, some of
which agree with the traditional methods for GUI design to preserve display inertia. For example,
GUI changes may be cached. That is, consecutive changes taking place within a short time interval
can be presented as one single change without affecting user interaction. This also means that
continuous screen changes as animation and window scrolling should be avoided, which disagrees
with the traditional method for providing visual continuity [109] (p. 282).

Avoid or minimize text input : Traditional wisdom [109] (pp. 121-128) makes this recommen-
dation to minimize user switching between a mouse and keyboard. This is even more important
from the energy point of view for mobile systems since text input is much slower for them. For
example, if the range of inputs is known beforehand, a list can be supplied to ask users to choose,
instead of type in, text.

Reduce redundancy This both disagrees and agrees with traditional wisdom. Traditional
wisdom asks for an animated progress indicator to improve software responsiveness while a simple
busy indicator may be more energy-efficient. Traditional wisdom also asks for consistent menus
which keep useless menu items on the menu window, but deactivate them, in order to improve user
friendliness [109] (p. 62). However, such items may be removed to save energy once a user has
become familiar with the software. To summarize, features that do not improve user productivity
should be avoided. This does agree with traditional wisdom on task queue optimization for ignoring
outdated user requests [109] (p. 397).

Do something while waiting for user input Since being idle consumes a lot of power, a
more aggressive way to improve user productivity is to speculate on what may be the user input and

get the result ready before the next input is provided. For example, auto-completion in the virtual
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keyboard is one way of speculating. Moreover, tasks can be reordered to first present those windows
on the screen that ask for user input, and then go ahead with processing of other tasks. This idea
coincides with the traditional wisdom of dynamic time management [109]. However, it is used for

a different purpose here.

Style and color. First, being economical and terse is important, as we have shown that the
window size and text size do matter in terms of energy. Second, choosing colors that consume less
power on the display is also important. For example, colors with fewer color components consume
less power for TFT LCDs, as shown in this chapter. Moreover, color changes from window to
window and fine color patterns or highly decorated windows should also be avoided, and plain
windows should be preferred.

Make GUI energy-aware While energy efficiency refers to energy consumption per task,
energy awarenesgefers to the capability of trading other aspects of a task for energy savings.
Many insights offered above save energy with sacrifice in another aspect. For example, not showing
progress bars may be somewhat awkward; inconsistent menus may be slightly confusing; a plain
theme may render software less attractive. Moreover, new display technologies [14, 29, 61, 167]
allow tradeoffs between GUI aesthetics and energy savings. Instead of using an energy-efficient
GUI all the time, a mobile system needs an energy-aware GUI that adapts to energy availability for

the best tradeoff.

4.6 Chapter summary

This chapter presented the first study to characterize the energy consumption of GUIs imple-
mented on three popular mobile GUI platforms. It analyzed the GUI energy consumption from the
perspectives of hardware, software, and user, demonstrating that a GUI has a significant impact on
energy consumption. It highlighted the energy impact of interfacing, as compared to “computing.”
Based on the characterization, it offered insights for improving GUIs for energy savings, and pro-

vided a solid foundation for further research on energy-aware and energy-efficient GUI design [213].



Chapter 5

Energy Efficiency of Mobile User

Interfaces

In Chapter 4, we presented an energy characterization of mobile GUIs. Without quantitatively
considering user productivity, however, we were unable to truly evaluate the energy efficiency of a
GUL. In this chapter, we first extend our energy characterization to other state-of-the-art interfaces,
and then evaluate their energy efficiency based on user productivity information. The chapter is
organized as follows. We first describe the experimental setup in Section 5.1. Then we present
an energy characterization of visual and auditory interfaces, and manual input techniques in Sec-
tions 5.2, 5.3 and 5.4, respectively. We present a comparative study of them in Section 5.5. After
that, we present observations for techniques presented in Chapter 4 and this chapter in Section 5.6.

We summarize the chapter in Section 5.7.

5.1 Characterization setup

Table 5.1 provides information on system settings and input methods for the two mobile systems
characterized in this chapter. Both are new models of the iPAQ and Zaurus used in the previous
chapter. iPAQ is also equipped with Bluetooth. Note that several different handwriting recognition

schemes are available on both computers. The user can input text letter-by-letter using letter or
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Table 5.1: System information for iPAQ and Zaurus

iPAQ Zaurus

Model HP iPAQ 4350 Sharp SL5600

SoC Intel XScale400M H z
Storage 32M B ROM, 64M B RAM 16 M B ROM, 64M B RAM
Display 240 x 320, 16-bit color

Transflective/back light Reflective/front light

(O MS Pocket PC 2003 Embedix Plus PDA 2.0 (Linux 2.4.18

Battery 1560mAhI3.7V 1700mARI3.TV
Text entry Touch-screen with stylus
Hardware mini-keyboard (QWERTY)
Virtual keyboard (QWERTY)
Handwriting recognition
Image/Video N/A CF digital camera

Audio Integrated mic., speaker & headphone jack

Speech recog|

Voice Command [145] N/A
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block recognition on both systems. The user can also input a group of letters using Microsoft
Transcriber[144] on the iPAQ.

Power measurements Power measurements are obtained by measuring the voltage drop across
a100mS2 sense resistor in series with th& power supply cord. The measurement system consists
of a Windows XP PC with a GPIB card and an HP Agilent 34401A digital multimeter. A program,
developed with Visual C++, runs on the PC and controls the digital multimeter to measure the
voltage value. The value is sampled ab2@@ times per second.

Basic power breakdown We first characterize the power consumption due to hardware activi-
ties initiated by user interaction. We use the power consumption of idle systems (in the IDLE mode)
with the display off as the baseline, and present the power consumption of additional hardware ac-
tivities as additional power consumption relative to the baseline. The additional power/energy con-
sumption of an event is obtained through two measurements, as described in Section 4.3: one for
the system power/energy consumption during the period an event of interest occurs; the other for
the system power/energy consumption during the same period when the event does not occur. For
example, the additional power consumption of the LCD is obtained by subtracting the system power
when the system is idle and the LCD is off from that when the system is idle and the LCD is on.
The power characterization results are presented in Figure 5.1. In this figure, “BT Trans.” refers to
Bluetooth transmitting data at 9.6 Kbps; “BT Paging” refers to Bluetooth seeking a connection with
another device, and “Comp.” refers to measurements when the system is repeatedly performing the

DCT described in Section 4.3.

5.2 Visual interfaces

We first examine visual interfaces.

Graphical user interface: In Chapter 4, we presented a comprehensive analysis of the energy
consumption required for GUI manipulations. In [233], we showed, however, that most of the
system energy is consumed when the system waits for the next user input. If we ignore the additional
energy consumed by the system to generate a GUI response, GUI manipulation-based interfaces

basically consume energy through a static display and an idle system. As pointed out in Chapter 4,
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Figure 5.1: Baseline power and additional hardware power consumption

the most effective system energy reduction strategy is to improve user productivity so that more
tasks can be accomplished given the same battery lifetime. In Section 5.5, the energy efficiency of
GUIs is compared with other interfacing technologies based on the length of the corresponding GUI
operation.

Visual input: Gesture recognition and lip-reading have been proposed as possible techniques
for multi-modal human-computer interaction. Both require video or image input. We used a CF
digital camera card on Zaurus to obtain its power cost. When the camera is turned on with a
480 x 320 resolution and faces a static object, the system consumes al36l’. When the
object moves, the power consumption increases slightly to dba@itl”. This is close to the power
consumption when the user is preparing for a shgt, adjusting the focus and view. Also, it takes
about0.33.J to capture al80 x 320 picture. Since a user usually takes more than a few seconds
to prepare a shot, it is obvious that it is more important to reduce the user’s preparation time and

system power consumption during that time than reduce these for actually capturing the picture.

5.3 Auditory interfaces

We next examine the auditory interfaces available on iPAQ and Zaurus.
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5.3.1 Direct recording and playback

An auditory signal can be directly recorded and played back for interfacing purposes. Direct
recording is often used for note-taking and direct playback for short sound responses from the
computers such as warnings and notifications. If there are too many sound responses to be feasible
for direct playback, speech synthesis is required.

Direct recording: iPAQ provides a hardware button to start recordini H z 16-bit Mono),
which is very useful for audio note-taking. The recording consusgs: V. The additional power
consumption is thus99mW . Zaurus draws about98mWW additional power consumption when
recording {6 K H z 16-bit Mono).

Direct playback: A WAV sound clip 82K H z 16-bit mono) was played on both iPAQ and Za-
urus. To separate the power consumption of the speaker subsystem, the clip was played at different
volumes. Table 5.2 shows the power consumption under various scenarios. “Half” volume assumes
that the volume controller is set at the half mark on each system. In this scenario, the clip is not
comfortably enjoyable on either system, even in a quiet office environment, if the system is about
two feet from the user head. All the system power humbers include that consumed by the LCD.

The additional power consumption of the speaker subsystem is obtained by comparing the sys-
tem power consumption before and after the system is muted. This has a significant impact on
system power efficiency if the auditory output is used. Notably, using an earphone instead of the
built-in loudspeaker reduces power by more tBaamW and410mW for iPAQ and Zaurus, re-
spectively. The data also indicate that using a simpler audio format (WAV as opposed to MP3)
reduces power consumption at the cost of increasing the storage requirement. Since the additional
power consumption of the speaker subsystem for playing MP3 is similar to that for playing WAV,

the power consumption for playing MP3 at different volumes is not presented.

5.3.2 Speech recognition and synthesis

We next examine the Microsoft Voice Command [145] on iPAQ to obtain its power for a speech
recognition-based interface. Voice Command is similar to the MiPad Tap & Talk system [121]

except that synthesized speech is used as feedback to the user. Not having a detailed knowledge of
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Table 5.2: Power consumption for different auditory outputs

iPAQ (mW) Zaurus (nW)
Format Volume System| Extra | Speaker| System| Extra | Speaker
WAV Max. 747 420 367 1,030 | 546 422
Half 552 232 172 637 153 29
Muted 380 53 0 608 124 0
Earphone Max,|| 445 118 65 619 135 11
MP3 | Earphone Max|| 476 149 N/A 632 148 N/A

its implementation, we adopted a black-box approach. We recorded both the power trace and the
audio input/output and then aligned them to divide the power trace into meaningful segments. We
fed different inputs to Voice Command to elicit certain behaviors from it.

Speech acquisition without speech being detectedVe first evaluated Voice Command under
no sound. Hence, the speech detection module does not detect any speech. A reasonable speech
recognition implementation will discard most of the acquired speech without performing feature ex-
traction under this scenario. Therefore, the power consumption can be attributed to the microphone
subsystem and speech detection module. From the power trace, we observed that Voice Command
calls the speech detection module about e2&fyns. Each call contributes to a peak in the power
trace, leading to an average additional power consumptié@éh 17/

Speech acquisition with speech being detectedWVe next evaluated Voice Command when
fed with irrelevant utterances, which are detected as speech but not recognized. The power trace
generated was very similar to the one when there was no speech except that the peaks became wider
when the input utterances became more continuous. These wider peaks can be attributed to feature
extraction performed immediately after speech is detected and recognition decoding after a certain
amount of speech is detected. The typical power consumption for processing a continuous irrelevant

utterance is about80m W . Interestingly, if the utterance is relevant or recognizable, the average
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power consumption is actually much lower. For all the traces we obtained with a valid command,
the power consumption is usually ab@m 1V in this case. The higher power consumption with
irrelevant utterances may be introduced by a larger search space. For valid utterances, the search
space can be significantly pruned because some very promising search paths can be identified early.
Speech synthesisWe recorded the power trace for iPAQ when it synthesized the speech output
for speech recognition. The additional power consumption for the speaker subsystem at maximum
volume is181mW, which is significantly smaller than that shown in Table 5.2. This is due to
the fact that the sound clip used for generating the table is a continuous flow of music while the
synthesized speech output only uses the speaker subsystem intermittently, leading to a much lower
duty cycle. The non-speaker subsystem power for speech synthesis igakdiit Compared to
the383m WV additional power required for performing DCT (see Figure 5.1), such a speech synthesis
is not computationally demanding on iPAQ at all.
It is worth noting that for many voice commands, the display need not be on. This meass that
to 526m W (82 + 444) power reduction is possible (see Figure 5.1). As we will see in Section 5.5,
speech recognition-based interfaces are more energy-efficient in many scenarios only if the display

is turned off when compared to several other interfacing technologies.

5.4 Manual input techniques

We next characterize the additional energy consumption for various manual input techniques
for text entry. For letter-based input, such as letter recognition and virtual keyboard, we examine
the additional energy consumption for inputting a letter; for word-based input, suchrascriber
we examine the additional energy consumption for inputting words of different lengths. Table 5.3
presents the additional energy consumption for inputting a letter. Figure 5.2 presents the additional
energy consumption for inputting words of different lengths uJiramscriberon iPAQ. The energy
consumption per letter increases slightly as the word becomes longer due to a larger recognition
effort.

The above text-entry methods consume energy through touch-screen usage and related CPU

activities. However, the energy thus consumed is insignificant compared to that consumed by the
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Table 5.3: Additional energy consumption for inputting a letter

Input method Additional energy (mJ
iPAQ Zaurus
Hardware keyboard ~30 ~50
Virtual keyboard || ~10 ~80
Letter recognition || ~30 ~330

0.5

0.4 +— —e—Energy per word /
0.3 +— -m—Energy per letter //
0.2

. -/+ —— "

1 2 3 4 5
No. of letters per word

Energy (Joule)

Figure 5.2: Additional energy per word/letter foranscriber

LCD, which needs to be on during text entry. Therefore, the energy cost per letter is not the only
indicator of the energy efficiency of a text entry method. What matters more is the entry speed, as

we will see in Section 5.5.

5.5 A comparative study

Based on the discussion of interaction speeds and energy characterization presented in Chap-
ter 3, and Sections 5.2 and 5.3, we next compare the energy efficiency of different user interfaces.

As speech-based interfaces are gaining ground, we use such an interface as the baseline.
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5.5.1 Output

We first examine the energy efficiency for presenting language-based information through speech
or text.

When the information to be presented is long enough, the reading/speaking rate determines
the duration of presentation. L&, denote a comfortable speaking rate adg a comfortable
reading rate invpm. Let P denote the system power consumption for presenting text. For
simplicity, we assume tha®..; is roughly constant for presenting any text. We ignore the energy
consumed to render the GUI for the text. The computer is basically idle after the text is presented
on the display. On the contrary, the computer has to be active when the text is spoken back to the
user. LetP;,; denote the corresponding system power consumption.

The ratio of energy consumption for text and speech outputs is therefore

o Rspk Pyt
Toutput = R :

rd Psph

The following techniques can impag},;,.:: Pspr Can be changed drastically by turning the dis-
play on or off or by using an earphone instead of the loudspe&kgrcan be reduced by employing
aggressive power management [16, 233]. Figure 5.3 gives different valugg,pf for iPAQ and
Zaurus under some possible scenarios based on data presented in Sections 5.2 and 5.3. We assume
R,q = 250wpm and R, = 150wpm. “Light” indicates that the back light or front light is on and
“PM” or “NPM” refers to whether aggressive power management [16,233] is employed or not. The
X-axis denotes whether the display, together with lighting for “Light,” is on or off and whether the
built-in loudspeaker or earphone is used for speech output. For Zaurus, the direct playback power
consumption is used &%,,;,. Note that the speech output is more energy-efficient if and only if the
ratio is greater than 1.

For iPAQ, when the back light is on for night-time text reading, a synthesized speech output
through an earphone with the display off would be more energy-efficient than a text output. For
Zaurus, a speech output consistently consumes more energy for day-time usage when the front light
is not needed. Itis more energy-efficient only when the display does not need to be on. Its advantage

primarily comes from the fact that the speech output does not mandate that the power-hungry display
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Figure 5.3: Ratio of energy consumptions for text output over speech output under different scenar-
i0s

be on. On the other hand, it consumes two to three times more energy if the loudspeaker is used and
the display is left on. The key to improving energy efficiency for a speech output is therefore to turn
off the display and adopt a low-power audio delivery method other than a loudspeaker.

When the information is very short, such as short messages and notifications, the presenta-
tion duration is not primarily determined by the reading/speaking rate but other time overheads for
eye/hand movements and distraction. Therefore, speech and audio delivery can be very energy-
efficient [62,179] since it is not visually intrusive and persistent. Such short messages and notifica-
tions, if delivered as GUI presentations, could interrupt user’s ongoing work and require user action

to responde.g., to close the popup message box, leading to a larger energy overhead.

5.5.2 Input

Next, we compare the energy efficiency of different input methods. There are two types of input,
namely, text and control.

Text entry: In Section 5.4, we derived the additional energy consumption for inputting a letter
under different text-entry methods. As pointed out in Chapter 3, the corresponding input speeds

vary a lot. LetR.,, denote the typical input speedinpm. Lete denote the additional energy
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consumed for inputting one letter using the method characterized in Section 5%;ardenote the

system idle-time power consumption. We assume an average word requires six letter inputs [26],
including a space. On the other hand, &}, denote a comfortable speaking rate for recognition-
based input and®,..., the system power consumption during speech recognition. If we ignore the
energy consumed during the delay between the end of speech and the end of speech recognition, the

ratio of the energy consumptions for manual text entry and speech-based text entry is given by

Pigie . .
r _ Rentry 60+e-6 _ Rpi Pidle e Rgpk;
ot = —
e %La;g - 60 Rentry'Precog 10'Precog
sp

Obviously, the energy efficiency of an input method is primarily determined by its input speed.

Although Voice Command is not intended for text entry, we assume speech recognition-based
text entry would have similar power characteristics and therefore use the power consumed by the
Voice Command recognition processBs..,. Figure 5.4 plots the;,,,,; for the hardware mini-
keyboard (HW MKB), virtual keyboard (VKB), and letter recognition (Letter Recog.) using data
from Chapter 3, and Sections 5.2 and 5.3. For each method, four cases are shown. “ideal” refers
to typical input speed without considering error correction; “No LCD” refers to comparisons to
speech recognition with the display off; “No LCD/Light” refers to night-time usage with the back
light on as compared to speech recognition with the display off. Except for “ideal,” input speeds are
expressed imwpm. The break-even line with;,,,,,; equal to 1 is also shown. For any point above
this line, the speech recognition-based input is more energy-efficient. From Figure 5.4, the potential
energy advantages for speech recognition-based text input are obvious since speech is potentially
much faster than any other text input method. However, a recognition-based input method usually
incurs much higher input errors, leading to a much lower speedjnn. For example, the speed
of handwriting recognition is about half the speed of handwriting. Studies in [35] have shown that
speech recognition speeds dfcwpm are already available and may reathto 50cwpm in the
near future. If the power consumption for correcting errors in speech recognition is about the same
as the power consumption during recognition, Figure 5.4 shows that speech recognition is already
more energy-efficient than letter recognition and also the virtual keyboard for night-time usage if the
speech recognition-based interface does not require the display to be on. Moreover, when a speed of

45 to 50cwpm is achieved by the speech recognition-based interface, it will be more energy-efficient
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Figure 5.4: Ratio of energy consumption for different text-entry methods over speech-based text
entry

than most text-entry methods, even the hardware mini-keyboard. Comprehensive treatments of error
correction and speech recognition throughput are provided in [35,112,199].

Command and control: Error correction drastically decreases the input speed for speech
recognition-based text entry, leading to a much lower energy efficiency. For command/control ap-
plications such as Voice Command, however, errors can be corrected muchefastby; reissuing
the command. Moreover, for such applications, the recognition accuracy is usually much higher.
This leads to a higher throughput and thus a higher energy efficiency. For a command/control task,
let us assume it may tak®l stylus taps or it may take @ -word voice command. LelN denote
the speaking rate inwpm. Based on the traces collected for system usage [233], we assume each
stylus tap is accompanied by7a0ms user delay, which is mostly an underestimation for typical
menu selections on iPAQ. Moreover, we assume that the energy consumed by the GUI response can
be ignored compared to that consumed during the user delay. Therefonshich represents the

ratio of the energy consumptions by GUI-based and speech-based command/control, is given by:

Pg. M-N-0.75
Precog  60-W

Tee =
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Figure 5.5: The maximal number of words per command for better energy efficiency

Obviously, the shorter a voice command, the more energy-efficient it is. Figure 5.5 shows the
maximal number of words per command required so that speech-based command/control is more
energy-efficient than GUI operations with different numbers of taps under various scenarios. 100%
accurate speech recognition with = 150 is used to draw the “ideal” line. Note that 150 wpm
is regarded as the conversational English speaking rate. In other cases, 95% speech recognition
accuracy is used wittv. = 100, assumingl0 times more energy/time required to correct an error
compared to speech recognition. Such an assumption is pessimistic since most errors can be cor-
rected by simply reissuing the command. “No LCD” and “No LCD/Light” have the same meaning
as in Figure 5.4.

Figure 5.5 shows tha one-word voice command is more energy-efficient than GUI operations
with two or more taps If the display can be turned off for speech-based command/control, its
advantage is higher.

Taking notes Speech and handwriting recognition-based text entries are mostly hindered by
their low accuracy and high cost for correcting errors. However, if text transcription is not needed
in real-time,e.g., when using an audio recording or handwriting to take a note, it is most energy-

efficient to use speech since speaking is much faster than any other input method. However, if the
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note has to be retrieved in the format that it was recorded before recharging, there is a tradeoff
between the energy consumptions for taking a note and for retrieving it, especially when it has to be

retrieved multiple times.

5.6 Observations

Based on the energy characterization presented in this chapter and Chapter 4, we can make the
following observations for improving energy efficiency.

Speed matters The faster a task is accomplished and the higher the user productivity, the more
energy-efficient the system usually is. From this perspedtiterface designers share a significant
responsibility for designing an energy-efficient systémmost cases, improving user productivity
may incur average power consumption increase. As long as the productivity improvement percent-
age is larger than average power increase percentage, the energy efficiency is improved.

In terms of the specific interfacing methods, speech-based input stands out since speech is inher-
ently much faster than other input methods. For recognition-based input, such as handwriting and
speech recognition, accuracy is important due to the high cost of correcting errors. Thus, accuracy
is also important for energy efficiency.

Display matters. The energy efficiency for a display-based interface suffers a lot since its
average power consumption includes that of the display, which is large. Touchscreen/stylus-based
interaction basically integrates the input hardware with the output hardware, leading to a high power
consumption even for making an input, especially for night-time usage. When the power-hungry
display has to be on with a slow input rateg., for all the manual text-entry methods, energy
efficiency is drastically reduced. Speech-based interfaces again may enjoy an energy efficiency
advantage since their display usage can be carefully avoided.

The power consumption landscape, however, is likely to change in a few years due to progress
in new display technologies. OLEDs [58] promise high-quality low-power flexible displays for
mobile computers. More importantly, bistable display technologies [40, 114, 229] will reduce the
static power consumption to nearly zero. This will significantly reduce the energy that a system

spends in waiting for user inputs.
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Audio matters: Surprisingly, our energy characterization results showed that the speaker sub-
system is also power hungry, drawing as mucl3@&niV and422mW of power for iPAQ and
Zaurus, respectively. This power consumption can be drastically reduced by using earphones in-
stead of loudspeakers. However, the wires connecting the earphones may impact other usage issues.
Since iPAQ Bluetooth consumes more th&im 1V additional power when actively transmitting
data (see “BT Trans.” in Figure 5.1), a Bluetooth headset is unlikely to reduce the audio delivery
power consumption. Therefor&r better exploiting the speed of speech-based interfaces, low-
power wireless voice stream delivery between the user and computer is critical

Amdahl’s Law for energy: Amdahl's Law has been widely used for guiding performance
improvement [85]. It indicates that we need to “make the common case fast” [85]. The same law
can be easily extended to energy reduction. Suppose the energy consumption for a user task comes
from many sources. A particular source contributes #oraction of the total. If we can reduce
the energy consumption from that source by a percentage, teR®ée-tion, we can reduce the

energy consumption for that task by
Reduction yerq = Fractionx Reduction.

Such a law indicates we should focus on the larger sources. There are two implications. First,
we should focus on the system components that consume more energy. For example, we should fo-
cus on the display instead of the processor for most GUI-based tasks on mobile systems. Second, we
should focus on the time interval when most energy is spent. For example, we should focus on sys-
tem idle periods instead of busy periods for most interactive tasks, because the system spends most
of its energy in idle periods [233]. This also reaffirms our conclusion in Section 5.2 on improving
the energy efficiency of the CF digital camera. These two implications are extremely important for
interactive systems that engage users through user interfaces since conventional low-power research

has focused on how to make computing more power-efficient.
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5.7 Chapter summary

This chapter presented energy characterization of state-of-the-art user interfaces on two com-
mercial mobile systems. Based on energy characterization and user productivity information, it
offered a comparative study of these interfaces. Specifically, it found that speech-based interfaces
have a large potential to outperform other input methods because a human user can speak much
faster than write or type. On the other hand, a speech-based output suffers from high power con-
sumption required for audio delivery without enjoying a significant speed advantage over text-based
output. Along with Chapter 4, this chapter demonstrated the significant energy efficiency impact
of user interfaces. They not only showed that state-of-the-art user interfaces consume far more en-
ergy/power than the theoretical minimal as presented in Chapter 3, but also highlighted the slow-user
problem as first discussed in Chapter 1. That is, low user productivity (speed) on mobile systems
has become a great challenge to their energy efficiency; energy consumption in idle periods is the

bottleneck. Tackling the slow-user problem will be the focus of the following three chapters.



Chapter 6

Pervasive Interfacing: A Personal-Area

Network of Wireless Interfacing Devices

Chapters 3 to 5 have already highlighted the slow-user problem that severely limits the energy
efficiency of mobile systems. On the other hand, as argued in Chapter 1, mobile systems are on
their evolutionary track to serve people for pervasive computing, connectivity, and entertainment.
Unfortunately, not only has the slow-user problem become a great bottleneck to this goal, but also
to solve it means to provide a user with natural access to his or her mobile system anywhere and
anytime in an energy-efficient fashion. We call the solupervasive interfacingwvhich is the focus
of this chapter. In this chapter, we present a Bluetooth-based PAN of wireless interfacing devices
for pervasive interfacing. The chapter is organized as follows. We set out the design principles in
Section 6.1, and then describe the Bluetooth-based PAN and its power optimization in Sections 6.2
and 6.3, respectively. Since we leave the cache-watch for Chapter 7, we provide details of the other
two devices, violin-pad and smart speech portal, in Sections 6.4 and 6.5, respectively. After that, we
describe how information-capturing devices, such as a Bluetooth global positioning system (GPS)
receiver, can be included in the PAN in Section 6.6. We address works related to our system in
Section 6.7 and conclude in Section 6.8. Although user studies are critical for such a system that is

intended for interfacing, we focus on tegstem and hardware design issuethis dissertation.
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6.1 Design principles

In view of the limitations of the current interfacing paradigm, we follow a number of principles

for developing new interfacing devices:

» Separating interfacing from computing;
» Separating information capturing from storage;

» Employing more interaction channels such as speech;

Simplicity: low-power and inexpensive designs.

Most current interfacing paradigms require a user to hold a mobile system in hand to operate,
leading to a great waste of our most powerful tools, our fingers, as well as the most precious com-
puting resource, attention, according to [60, 193]. Henceforth, we treat the first two principles as
critical. We follow them by employing Bluetooth to connect a mobile system and its interfacing de-
vices into a wireless PAN. We designed a wireless keypad, caldid-pad which is small enough
to be attached to a keychain. Since it is physically detached from the mobile system, the user can
hold it in one hand and type in a fashion similar to playing violin. We also designed a wrist-watch,
called cache-watchwhich talks to the mobile system from time to time to display critical infor-
mation on the wrist. Although the use of Bluetooth increases interface power consumption of a
mobile system, the latter's energy efficiency will still be improved if user productivity is improved
accordingly, as discussed in Section 2.2.2.

As Chapters 3 and 5 demonstrate, human users have very different speeds for different interac-
tion methods. The most popular methods, i.e., keyboard, stylus, and handwriting, suffer great speed
limitations due to the human factors. It is, therefore, critical to employ more interaction channels
that human beings excel at. Speech, as shown in Chapter 5, is a promising candidate. As mentioned
in that chapter, however, speech-based interfaces face a great challenge in delivering a noise-resilient
and high-quality voice stream to and from the mobile system in a user-friendly fashion. We design

asmart speech portdlased on bone-conduction sensing to respond to this challenge.
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Figure 6.1: System overview of the PAN

As to the last principle, we believe that new interfacing devices have to be inexpensive to gener-
ate a market and train users. They have to be low-power to obviate frequent rechargings. We design
the wireless interfacing devices as inexpensive add-on devices to the mobile system. For each add-
on device, we partition the interfacing task so that only the minimal set of functionalities remain on
it. The data processing, control and application-layer protocols are implemented with only one or
two Microchip mid-range micro-controllers.

Figure 6.1 shows a system view of our PAN of interfacing devices for a mobile system. The
mobile system is the PAN center, called tigital hub. The PAN manager and device managers
are middleware installed on the mobile system. The PAN manager coordinates communications
between the mobile system and its add-on devices, while a device manager interprets raw data

received from the corresponding add-on device, controls it, and functions like its device driver.

6.2 Bluetooth-based PAN

In this section, we provide details of the PAN that integrates a mobile system and its wireless

interfacing devices.
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Figure 6.2: Paging/Page-Scan session

6.2.1 Bluetooth

The Bluetooth standard [15] provides a number of profiles for different applications. For ex-
ample, most Bluetooth headsets implement the Headset Profile, which provides a two-way 64kbps
(kilo-bit per second) voice stream. Using the profiles simplifies application development at the ex-
pense of a loss in flexibility and increase in hardware complexity. Since we wish to simplify the
add-on devices as much as possible, we choose the simplest profile, the Serial Port Profile (SPP), for
all devices. The add-on devices only send out and receive raw data through SPP, while the device
managers installed on the mobile system interpret the data accordingly.

Establishing a connection To establish a connection between two Bluetooth devices, one of
them has to initiate the connection Paging It is called theinitiator. The other device must do
Page Scaro accept the initiation and establish the connection. It is calledetionder

Both Paging and Page Scan are carried out in sessions. In a Paging/Page-Scan session, a Blue-
tooth device does Paging/Page-Scarilfeg seconds every'pc secondsi’pg, Tpc, and the length
of a sessionT'pgg, can be changed by software. Usualfizs andTpc are multiples of a 62&s
slot and are on the order of milliseconds ahngkss is on the order of seconds. Figure 6.2 shows that
a Bluetooth device enters a Paging/Page-Scan sessionigyassconds.

In our PAN of interfacing devices, both the initiator and responder specify the Bluetooth address
that they wish to connect to. The mobile system can be either an initiator or responder. The smart

speech portal and the violin-pad initiate the connection with the mobile system upon user’s instruc-
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tion. Such devices are callexdttive devices since they require user engagement to function. The
cache-watch, GPS receiver and other information-capturing devices are responders. They are called
passivalevices since they function under the control of the mobile system without user engagement.

iPAQ Bluetooth: The HP iPAQ Pocket PC 4350 described in Section 5.1 is the mobile system
in our prototype system. It is equipped with Windows CE Pocket PC 2003 edition and a Bluetooth
protocol stack from WIDCOMM (acquired by BROADCOM). The Bluetooth protocol stack em-
ulates two virtual serial ports, each for incoming and outgoing connections. Since a port cannot
communicate with more than one Bluetooth device simultaneously, our mobile system is able to
communicate with only two devices at the same time, which is a limitation of this implementation.
Since we have more than two devices, a time-division access scheme has been implemented. Note
that “incoming” and “outgoing” only refer to which party initiates the connection. Both ports are
full duplex.

Bluetooth-RS232 adapter The adapters, called Promi-ES#J, used in the interfacing de-
vices are manufactured by Initium [99] and belong to two classes. Class | adapters have larger
transmission power than class Il ones as specified by the Bluetooth Standard v1.1. They include a
low-power implementation of the Bluetooth SPP. The low-power Park mode is supported only for a
connection between two Promi-ES modules, which is not true in our project. Other Bluetooth
low-power modes are not supported at all. As a result, we have to rely on the supported APIs to
configure the parameters for Page Scan/Paging and connect/disconnect for power management. A
Promi-ESD™ module can be configured so that it connects to or can be connected from a certain
Bluetooth address.

Power characteristics Figure 6.3 shows the power characteristics for the Promi‘E$blass
| and iPAQ 4350 Bluetooth modules. In the STANDBY mode, the Bluetooth module is powered-on
but not active. There are no data for the iPAQ Bluetooth STANDBY mode since we were not able to
put the iPAQ Bluetooth module into the STANDBY mode. In the PENDING mode, the Bluetooth
module is in a Paging/Page-Scan session. Note that we use the default vallies {4024 slots)
andTpg (128 slots), which have an impact on the power consumption in the PENDING mode. In

the CONNECTED mode, the Bluetooth module is connected with another Bluetooth device, ready
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Figure 6.3: Bluetooth power consumption

for data transmission. Figure 6.3 also shows the power consumed when the Bluetooth module is
connected and transferring dateatkbps and230.4kbps.

The data for Promi-ESBY class | module are taken from the manufacturer’s manual except
that the power consumption f@B0.4kbps is based on our measurement. Those for class Il modules
are similar. The power consumption for the iPAQ 4350 Bluetooth module was also measured. All
the power measurements were based on measurements of the voltage drop &0osQ aense
resistor embedded in the power supply. The voltage drop was measured with an Agilent 34401A
digital multi-meter. The power consumption of the iPAQ Bluetooth module shown in Figure 6.3 is
actually the extra power consumption, which is the difference between the power consumption of
an idle iPAQ with Bluetooth off and that of the same iPAQ with Bluetooth in different modes. The
results show that the Promi-ES is much more power-efficient than the iPAQ since the former

has a much more efficient hardware implementation.

6.2.2 PAN manager

The PAN manager on the mobile system is critical to the functions of the PAN. It was developed
using Microsoft embedded Visual C++ and the BTAccess library [19]. It consists of three major

components and interacts with the device managers and Bluetooth protocol stack, as illustrated in
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Figure 6.4. When a new device joins the PAN for the first time, it has to register with the PAN
manager through a Bluetooth Discovery process. After that, both the add-on device and the PAN
manager remember each other’s unique Bluetooth address. The PAN manager also gets informa-
tion about the add-on device’s type and device manager. After being registered, the add-on device
can join the PAN by connecting with the mobile system directly without the standard Bluetooth
Discovery process.

Incoming-port manager. The incoming-port manager controls the connections of the mobile
system with active devices, such as the smart speech portal and violin-pad. It forces the mobile
system to enter a Page-Scan session periodically since requests for connection from active devices
should be served timely. In our prototype, we use the default valués@fandTpg, and choose
Tc andTpgs to be 4 and 2 seconds, respectively. There is a tradeoff between energy consumption
and connection delay involved. We address this issue in Section 6.3. The user can also manually
stop or start the manager to save energy of the mobile system. Once a connection is established, the
corresponding device manager is called.

Outgoing-port manager. Passive devices, such as the cache-watch and information-capturing
devices, connect to the outgoing-port as responders. Unlike active devices, such as the violin-pad,

the communication delay between passive devices and the mobile system is usually tolerable. There-
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fore, the outgoing-port manager schedules the communication to share the port among all passive

devices. The device managers for those passive devices run even when there is no connection. They
interact with applications, such as Outlook, and send requests for a connection to the scheduler. The

port manager buffers these requests, surveys the PAN members periodically to check which passive

devices are available, and schedules its outgoing connection accordingly. When a connection to a

passive device is scheduled, the outgoing-port manager forces the mobile system to enter and stay
in a Paging session for a certain period of time until the connection is established.

Power manager The power manager is responsible for system and Bluetooth power manage-
ment of the mobile system. Ideally, the power manager should be able to place the Bluetooth module
into different power-saving modes based on information from the incoming-port and outgoing-port
managers. Unfortunately, since we do not have direct access to the Bluetooth protocol stack on

iPAQ, the power manager in the prototype can only turn the Bluetooth on and off for power savings.

6.3 System power optimization

Battery lifetime is critical to all devices involved in the PAN. For the mobile system, Bluetooth
is one of the largest power consumers. It inflicts the primary power overhead on the mobile system
for using a wireless PAN. For the interfacing device prototypes, the Bluetooth modules dominate the
power consumption, usually taking more than 90% of the total. Therefore, we focus on Bluetooth
for power optimization.

Scheduled communication for passive deviced-or a passive device, such as the cache-watch
and GPS receiver, Bluetooth consumes most of its energy in the Page-Scan sessions since data com-
munication is usually very brief. Fortunately, as mentioned before, the mobile system knows when
it needs to talk to a passive device with information from the outgoing-port scheduler. Therefore,
when the mobile system is connected to a passive device, the outgoing-port manager predicts when
the mobile system will seek communication with the passive device again based on prior history or
a prefixed schedule. The mobile system then notifies the passive device just before the end of the
current communication. The passive device will shut its Bluetooth module down or put it into the

STANDBY mode, depending on when the next communication is scheduled. Later on, both the mo-



86

bile system and passive device enter the PENDING mode just before the scheduled communication
so that both will spend minimal time in the PENDING mode. Only when they lose synchronization
do they enter the PENDING mode periodically to re-synchronize.

Tradeoffs for active devices Active devices, such as the violin-pad and smart speech portal,
typically seek connection with the mobile system when the user explicitly makes such arequest. The
connection latency is important to the user. Since user behavior is very hard to predict in this case,
to guarantee minimal latency, the mobile system Bluetooth would need to stay in the PENDING
mode all the time, which will drain the battery very quickly. Therefore, we trade connection latency
for energy saving on the mobile system. Instead of staying in the PENDING mode, the mobile
system enters it and stays in it for 2 seconds every 4 seconds. With an extra latency of 2 seconds,
we reduce the energy consumption by half. Moreover, users can manually start or stop the mobile
system Bluetooth Page-Scan session if more energy savings are desired.

Real-time data compression Smaller the amount of data transferred, smaller is the energy
consumption. However, data compression can only benefit data-intensive devices. The only data-
intensive device in the PAN is the smart speech portal. We design a simple real-time differential
speech coding scheme to reduce its data rate and energy consumption.

Limitations : Despite the above optimizations, we still suffer from limitations imposed by Blue-
tooth itself and its implementations on iPAQ and Promi-E$D Establishing a connection is a
lengthy and power-hungry process for Bluetooth. We have observed that it consumes most of the
energy for passive devices. When we started our project, only two wireless PAN technologies were
commercially available: Bluetooth and ZigBee. We chose Bluetooth over ZigBee for two reasons.
First, a variety of Bluetooth modules are widely available and high-end PDAs/smart-phones have
already been equipped with Bluetooth. Second, ZigBee does not provide a data rate high enough for
media applications we envisioned for the future. We are now evaluating the possibility of a hetero-
geneous wireless PAN with ZigBee for low data-rate applications and Bluetooth for high data-rate
ones. The Bluetooth implementation on the iPAQ also severely limits its energy efficiency. The
Bluetooth protocol stack is implemented in software. That is, the whole system except the display

has to be on if Bluetooth is needed. A much better approach would be to implement the Bluetooth
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Figure 6.5: The violin-pad

protocol stack on a separate system so that Bluetooth can operate without the whole system being
active and the system can be woken up based on Bluetooth activities. The lack of support for low-
power modes in Promi-ESD is also a limiting factor. For the current prototypes, we have to shut
down the Promi-ESB" modules to save energy, and pay the price in terms of latency and energy
overhead for reconnecting. In summary, the energy efficiency of the whole PAN can be significantly

improved based on better wireless modules.

6.4 Violin-pad

As shown in Chapters 3 and 5, slow text entry is an obstacle to high energy efficiency and
new services on mobile systems. In this section, we present our solution to this problem, a keypad
inspired by the violin, called violin-pad.

Design Figure 6.5(a) shows the violin-pad prototype. The electrical part consists of two mod-
ules: Promi-ESB™ class Il and Microchip PIC16LF873. Although it is the electrically simplest
one of the three devices, the violin-pad is mechanically the most challenging due to its size. We
have to make sure that proper tactile feedback is provided to the user and the buttons are properly
designed to achieve a decent input speed with a low error rate. 12 of the 20 mechanical buttons
are two-way rocker-buttons, i.e., they can be pressed toward either the top or the bottom end with
different directions corresponding to different inputs. The button design used in this prototype is

illustrated in Figure 6.6. Such buttons are caliiedible buttons.
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Top view

Figure 6.6: Double button design

The alphabet and digit input relies on the 12 double and 4 regular buttons. They are organized
into four columns, each akin to a violin string, and four rows, to each of which a finger is devoted.
The double buttons in the third column have a prominent texture so that the user can feel which
column the fingers are on. For the current version, the keys are organized primarily according to the
alphabet. Since the user’s hand is in control when the violin-pad is used, there is a button for the
user to switch it on/off. Upon being switched on, the violin-pad enters a Paging session to connect
to the mobile system. It draws about 33mW power during active usage.

Usage The violin-pad is intended to be used in a fashion similar to how a violinist positions

fingers on the violin neck. That is, the user holds the pad in one hand and uses four fingers for
active typing, as illustrated in Figure 6.5(b). However, the user can use it in any other preferred
way. We are still conducting user studies of the violin-pad with initial results being very promising.
In addition to providing fast text-entry, the violin-pad can be used together with the cache-watch for
short-message inputs without the user having to take out the mobile system. These two devices can
communicate through the mobile system at the same time because they connect to different iPAQ
Bluetooth virtual serial ports.

The main concern with respect to the violin-pad and other active devices is the connection

latency with the mobile system. As mentioned in Section 6.3, the mobile system enters a Page-
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Scan session only periodically for reducing Bluetooth-related energy consumption. After the user
requests a connection, there may be a latency of up to two seconds before violin-pad’s Paging
actually catches mobile system’s Page Scan. Then it takes about three more seconds to establish the
connection. That is, the user has to expect a latency of three to five seconds. Latency improvement
without power overhead is possible only if more Bluetooth low-power modes are supported.

Related devices Text-entry for a highly mobile device is challenging due to the available real-
estate. Starner offers an excellent survey in [197] on this topic. It is no surprise at all that many
existing solutions are not satisfactory. Many suffer from very low speed, such as Multi-tap (used on
cell phones), Thumbscript [206] and Fastap [46]. They share the same two problems. First, they are
physically attached to the host device. The user has to hold the mobile system to type. Second, the
user can at most employ two fingers for typing. The violin-pad solves these two problems by using
Bluetooth and a violin-neck-like design. The design of Twiddler [137,209] could look similar to the
violin-pad. However, cording, which is key to Twiddler, imposes a significant memory load on its
user. On the contrary, the violin-pad is based on single-tap instead of cording. Moreover, Twiddler

is wired instead of being wireless, and was not designed for a size that can fit into a keychain.

6.5 Smart speech portal

The most challenging device of the three is the smart speech portal. Indeed, there is a Bluetooth
Headset Profile, which was intended for voice communication instead of speech interface. The
supported audio quality (8K samples per sec. and 8 bits per sample) is not recognition-friendly or
noise-resilient. Moreover, it becomes difficult to implement features facilitating speech recognition
if the Headset Profile is used. In this section, we provide details of the smart speech portal. Based on
the simplest Serial Port Profile, it offers better audio quality (11K samples per sec. and 10 bits per
sample) and uses a bone-conduction sensor to provide a clean voice stream for recognition. With
the smart speech portal, the user can just talk to establish a connection between the speech portal
and mobile system, send speech data in a real-time fashion to the mobile system, and leverage the
computing power on the mobile system for a speech interface. Extreme care has been taken to

pack speech and bone-conduction data int@#tebps Bluetooth serial port and implement power
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Figure 6.7: The smart speech portal

management using only minimal hardware and computing power.

Hardware design Figure 6.7(a) shows a prototype of the smart speech portal. Note that the
close-talk microphone and the bone-conduction sensor are plug-ins not shown in this picture.

The prototype consists of two Microchip PIC16LF873 (PIC | and PIC II), one Promi’B5D
class I module, and one operational amplifier module (National LM6134). The Promi“ES8Rss
I module is used because we found that data loss is significant for class Il modules when the data
rate is high. PIC | is devoted to packing data and sending them to the mobile system; PIC Il is in
charge of speech detection using bone-conduction sensing, receiving data from the mobile system
and power management. A simplified block diagram is offered in Figure 6.7(b). The prototype
draws about 23mW when Bluetooth is disconnected but not off, about 33mW when connected but
the user is not talking, and about 125mW when the user is talking.

Software design PIC Il implements a basic speech detection scheme based on zero-cross rate
and energy of the bone-conduction signal [177]. This information is conveyed to PIC | through the

speakingcontrol signal. It also determines how long the user has either been talking or remained
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Figure 6.8: State-machine description of PIC | software

silent. When the Bluetooth is disconnected and PIC Il finds the user has been talking for a certain
period of time (two seconds in the prototype), it raisesatenectingcontrol signal to PIC I. When
Bluetooth is connected and PIC Il finds the user has remained silent for a certain period of time (10
seconds in the prototype), it lowers the connecting signal. PIC Il also obtains the status information
of the Bluetooth module and conveys it to PIC | via ttennectedtontrol signal. PIC Il is also in

charge of receiving and interpreting data from the mobile system via the Bluetooth module. With
speech recognition on the mobile system, a user can use voice command to control the speech portal
such as turning it off.

Software on PIC | is best illustrated by Figure 6.8. Each state in the state machine corresponds
to a different Bluetooth mode. When PIC | is in STANDBY, the Bluetooth module can be shut
down or put into the STANDBY mode. Upon receiving the connecting signal, PIC | enters the
PENDING mode and sends commands to the Bluetooth module to start a Paging session. When
the connected signal is high, PIC | enters the ACTIVE mode, which has two sub-modes. When
the speaking signal is on, it starts analog-to-digital conversion and data coding/transfer immediately
(Transmittingsub-mode); if the speaking signal is off for two seconds, it stops data transfer to the
Bluetooth module Connectedsub-mode), which drastically reduces the power consumption. Just
before stopping, it also sends a special series of data to the mobile system so that the latter knows

that transmission is about to pause. This is useful when a time stamp is needed for each segment of
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speech. The data from the bone-conduction sensor can be used to suppress noise [231]. They also
provide robust information on the user’s oral activity. We have been investigating how to utilize
such an information for interfacing. For this purpose, the smart speech portal also sends the bone-
conduction data to the mobile system for further processing. Since the bone-conduction signal is
low-pass filtered, it is sampled at a rate half of that for the close-talk microphone. PIC | utilizes a
simple differential speech coding algorithm to reduce data rate and power consumption.

Device manager and applications The device manager on the mobile system is responsible
for decoding the data into a continuous voice stream, which can either be recorded or supplied
to a speech recognizer. It also detects whether data loss has occurred in transmission. With the
prototype, a user can connect the smart speech portal to the mobile system by talking for a few
seconds. The user can disconnect by either remaining silent for a while or simply uttering the
corresponding voice command. While the smart speech portal is connected to the mobile system,
the user can access the mobile system’s computing power in a hands-free fashion through robust
command and control speech recognition.

There have been research activities to record a user’s daily activity as the digital diary [64]. A
digital camera has already been prototyped for this application [65]. Because personal voice is an
integral part of personal life, the smart speech portal can also be employed for digital diary-like ap-
plications. Since the smart speech portal only records data when the user is talking, it automatically
solves the privacy and data volume problem that many digital diary recording devices may face.

Related devices Sensors and bone-vibration have long been used for enhancing speech quality
and improving speech recognition [78,231]. None of the known devices are wireless or designed
for mobile systems. Bluetooth Headset Profile-based wireless headsets have been commercially
available. Again, all these devices are intended for voice communication instead of speech-based
interfaces. The Nomadic Radio system [183] is a wireless LAN-based feature-rich audio interface.
The authors focus more on the system than the interfacing device. Therefore, for the hardware
device, power-hungry wireless microphones and stereo transmitters are used. Moreover, the system

is intended to work with PCs instead of a mobile system.
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6.6 Information-capturing devices

In last two sections, we provided details on two of the wireless interfacing devices designed
to join a mobile system-centered PAN for pervasive interfacing. In this section, we address how
information-capturing devices can be added to the mobile system-centered PAN to enable more
services.

Information-capturing devices such as sensors and GPS receivers are passive devices in our
system. Like the cache-watch, they are connected by the mobile system using scheduled communi-
cation as described in Section 6.3. They also abide by instructions from it for power and information
management. We have incorporated a Bluetooth GPS receiver into the system. The GPS receiver
connects to the iPAQ Bluetooth outgoing port as a passive device and sends data to the iPAQ pe-
riodically. Since the GPS receiver was purchased off-the-shelf, we were not able to program it for
power-management schemes such as those used in the cache-watch. Instead, the PAN manager
in the mobile system schedules the connection with it and the cache-watch. Once connected, the
mobile system reads information from it and disconnects immediately. In this way, the mobile sys-
tem is able to collect the user’s position information periodically. If the GPS receiver's firmware
could be modified, the scheduled communication could be readily used for energy saving. Other
information-capturing devices, such as cameras and sensors for user physiological information, can
be incorporated into the PAN in a similar way. Therefore, such a mobile system-centered PAN pro-
vides an ideal platform for context-aware applications, and personal services such as digital diary
and continuous health monitoring.

The issue with sensors is that a Bluetooth module can be too expensive in terms of power
consumption, as discussed in Section 6.3. There are two ways to solve this problem. Some sensors
can be embedded on other add-on devices. For example, the sensors for skin moisture, pulse rate,
and body temperature can be mounted on the cache-watch to share the Bluetooth module. The other
solution is to implement a heterogeneous PAN with both Bluetooth and ZigBee, as mentioned in

Section 6.3.
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6.7 Related work

As works related to each interfacing device have been addressed in the corresponding section,
we address works related to our system: the mobile system-centered PAN of interfacing devices.
PAN technologies have been investigated for many years. Using PAN for pervasive/wearable com-
puting is a natural choice since devices serving the user have to communicate with each other.
Bluetooth-based desktop sets, including a mouse and a full-size keyboard, have been commercially
available for some years. However, such desktop sets were intended to eliminate cords instead of
serving pervasive computing.

In 2003, Motorola unveiled its Offspring concept design [150], in which a mobile system, called
wireless digital assistant (WDA), connects to a humber of interfacing devices through Bluetooth.
However, there have been no updates on the design since then. IBM Zurich Lab also has an ongoing
project called “Personal Mobile Hub” [94] that consists of a mobile system-centered PAN. These
works and ours share the vision for the future of mobile systems. However, our work is focused on
how to access the computing power on the digital hub pervasively.

The Spartan BodyNet [49] is most related to our work. The Spartan BodyNet is a Berkeley Dot
Mote-based low data-rate wireless PAN with three interfacing devices. The TiltType wrist device
is a tilting input device in the form of a watch. The notification ring use two LEDs to attract user
attention, and a phicon authorizes a certain level of functionality from the PAN. Since the authors
are more interested in describing each device, they offered no detail on how the PAN is managed.
On the contrary, we emphasize the importance of PAN design and its management following our
guiding principles. Moreover, the devices designed for the Spartan BodyNet offer the user very
limited capacity to access the computing power on the mobile system. Indeed, they are not intended
to provide pervasive interfacing capacity. On the contrary, our devices are designed explicitly for

this goal.
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6.8 Chapter summary

This chapter presented the design and prototype of a mobile system-centered PAN of low-power
wireless interfacing devices, as our first step toward pervasive interfacing and solving the slow-user
problem. The PAN improves the energy efficiency of a mobile system through improving user
productivity without increasing power consumption much. It is centrally managed by the mobile
system, and interfacing devices can join as add-on devices. Three add-on devices have been de-
signed and prototyped for this purpose in this work. The violin-pad and the cache-watch provide
the mobile system the two basic means of interfacing, text-entry and display, at the same time. The
smart speech portal provides a hands-free speech portal to support the maturing speech recognition
technology. With these devices, the user does not have to physically access or operate the mobile
system to use its computing power, unless there is a need for the larger display. The PAN also
provides a platform on which new services, such as personal digital diary and continuous personal

health monitoring, can be based.



Chapter 7

Interface Cache

The essence of the slow-user problem is the speed gap between an increasingly powerful com-
puter and a constantly slow user. Chapter 6 addressed this speed gap by improving user speed with-
out increasing power consumption much. Unfortunately, user speed is eventually limited by human
factors. The approach of Chapter 6 has its own limits. Even with perfect user interfaces, a mobile
system will still face the slow-user problem, spending most of its time waiting for a constantly slow
user. On the other hand, as Chapters 3 to 5 clearly show, energy requirements of state-of-the-art
interfaces are far from the theoretical minimal. In fact, interfacing components, such as the display
and speaker subsystems, are among the most power-consuming components. Since interfacing com-
ponents have to be on when interacting with the slow user, they aggravate the slow-user problem.
Realizing that human speed is essentially limited, this chapter takes an opposite yet complementary
approach: reducing interfacing power consumption without reducing user productivity much. The
chapter is organized as follows. We first offer the motivation in Section 7.1, and then present the
design and prototype of the cache-watch in Section 7.2. The cache-watch was first introduced as
an add-on device to the PAN in Chapter 6. We will, however, now focus on its role as an interface
cache for a mobile system. We provide the evaluation of the cache-watch and address the general
design issues of interface cache devices in Sections 7.3 and 7.4, respectively. We discuss related

work in Section 7.5 and summarize the chapter in Section 7.6.

96
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7.1 Interface cache

Within a computer, there is another speed mismatch, which is between the processor and mem-
ory. This problem is partially alleviated by using a cache [85], a much smaller but faster memory
unit, to hold frequently-accessed data. A similar idea can be employed to address the speed mis-
match between the user and computer as well, with the cost to be reduced being power consumption
and its capability measured as capacity to accommodate interactive tasks from the host computer.
This motivated us to design a low-power wireless device, to which the host computer can outsource
simple interactive tasks. As an interface solution to the energy efficiency bottleneck due to a slow
user, such a device functions like a cache for more expensive interfaces on the host, reducing inter-
facing energy requirements without sacrificing user productivity much. It saves energy essentially
by bringing the interface energy requirements closer to the theoretical minimal without sacrificing
user productivity much for the simple outsourced tasks. Table 7.1 summarizes the analogy between

the memory cache and interface cache.

Table 7.1: Memory cache vs. interface cache

Memory cache Interface cache

Speed mismatch Processor & memory Computer & user

%)

Task to outsource| Frequently accessed datd-requent interactive task

Cost to reduce Memory access latency Interfacing power

7.2 Bluetooth-based cache-watch

Our cache device takes the form of a wrist-watch that communicates with a mobile system
wirelessly. Itis the cache-watch introduced in Chapter 6 as an add-on device to the Bluetooth-based
PAN. The cache-watch prototype and its host, the iPAQ used in Chapters 5 and 6, are shown in

Figure 7.1.
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Figure 7.1: The prototype of a wrist-watch as the interface cache for iPAQ

As an interface cache, the watch provides the host computer with a limited display. It provides
two different services: active and passive. The cache-watch stays connected with the host and
waits for user input for the active service. The user input can be echoed on the watch in real-time.
For passive service, the watch communicates with the host from time to time to receive data. The
connection can be closed after data transmission but the user can still access the data cached on the
watch. The cache-watch provides its services through a simple application-layer protocol. Itis up to
the host computer to determine what and how to display and how the connection is managed using
the protocol. The cache-watch simply follows instructions from the host computer as a slave.

Hardware components The cache-watch consists of three major components: a Microchip
PIC16LF88 microcontroller, 2 x 8 monochrome character LCD, and a Bluetooth-RS232 adapter
(Promi-ESD class Il) from Initium [99]. One MAX604 linear regulator is also used. The system is
powered by a 3.6V supply with thr&®0m Ah rechargeable AAA batteries. The microcontroller is
run at alOM H z clock frequency, drawing a current of less tliagim A. It drives the LCD module
directly but controls the Bluetooth adapter through@ bps serial port. The LCD module draws a
current of aboutmA. There is no lighting for the LCD module in the prototype, a limitation of the
current implementation that can be easily alleviated. Therefore, we assume that the LCD module
can be used at night time in the following discussion.

The Bluetooth-RS232 adapter implements the simplest Bluetooth application profile, the Serial
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Port Profile (SPP). Two devices with Bluetooth SPP can communicate in the same way they would
with an RS232 serial port connection. The Bluetooth adapter has a number of operational modes.
When it is not connected or seeking a connection, itis in the STANDBY mode, drawing@haut
current, but can be turned off for more energy savings. In the following discussion, we use the
STANDBY mode to refer to both situations. When the Bluetooth adapter is seeking a connection
through a Page-Scan session, it is in the PENDING mode, drawing apoud current. In the
PENDING mode, it does Page-Scan fBss ms everyTpc ms. Tpg must be a multiple of a
625 slot. This was described in detail in Section 6.2.1. Bbth; andTpc can be configured
through commands from the RS232 serial port, leading to different average power consumption.
When the Bluetooth adapter is connected, it is in the ACTIVE mode, drawing abadtcurrent

for no data transmission and ab@8tn A during active data transmission%é K bps.

Communication design Since the data for the passive service are not time-critical, the host
buffers data for a certain period of time and a connection to the host is required only from time
to time. The communication between the cache-watch and its host computer is not data-intensive
and communication occurs only sporadically. Therefore, energy consumption due to data com-
munication is very small compared to that required to establish a connection. However, based on
our energy characterization data presented in Section 7.3, it is more energy-efficient to disconnect
and then reestablish a connection in a cooperative fashion when the connection is required more
than 30 seconds later. By “cooperative,” we mean that both the cache-watch and the host enter the
PENDING mode at the same time.

When the host is connected to the cache-watch, it schedules the next communication with the
cache-watch according to prior-history-based prediction. It then determines whether the current
connection should be maintained or closed based on when the connection will be required the next
time. If the connection needs to be closed, the host notifies the cache-watch when it will seek
a connection the next time. After receiving such a notification, the cache-watch shuts down its
Bluetooth adapter and forces it back into the PENDING mode when the specified time has elapsed.
This ensures that a connection is established in a cooperative fashion, and keeps the cache-watch

and the host synchronized with a relatively low energy overhead, as we will see in Section 7.3. If the
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2 bytes 1 byte Upto 176 bytes 2 bytes

Magic series | | Command type| Command data |Magic series |

Instructional 4 bytes
Informative  Upto 176 bytes
Management 4 bytes
Reverse 16 bytes

Figure 7.2: Command format for the communication protocol

cache-watch loses synchronization with the host, they enter the PENDING mode to re-synchronize.

Itis the host computer that is charged with communication scheduling. The cache-watch simply
follows commands. Such a task partition again simplifies the design of the cache-watch while
offering most flexibility for application development.

Communication protocol: The communication protocol, called the synchronization protocol,
for the host and watch has a critical impact on the complexity and functionality of the cache-watch,
since the cache-watch basically interprets commands from the host based on the protocol. The
protocol is interpreted by PIC. The basic communication unit is a command with the format shown
in Figure 7.2. Each command is demarcated by two sets of two bytes each, called the magic series.
Command data are formatted and interpreted according to the command type. Commands of the
first three types are sent from the host to the cache-watchinstrectionalcommands are used to
instruct the cache-watch to disconnect or switch between passive and active sdnfm@sative
commands are used to update the internal memory of the cache-watch for display. The command
data not only specify the text to be displayed but also how it should be displayetharisgement
command notifies the cache-watch about the host schedule for the next connection so that the cache-
watch can shut down the Bluetooth adapter beforehand. Unlike the first three types of commands,
areversecommand is sent from the cache-watch to the host. Every time they are connected, the
cache-watch first sends a reverse command to the host to notify the latter about what the user has
done with text messages, such as deleting or confirming a text message.

Software design The software on PIC is developed using PicBasic Pro. Timing is imple-
mented using TIMER1 in PIC, which is configured to generate an interrupt 82et388..s. In the

interrupt handler, the time and display are updated. Counting 19 interrupts as one second leads to
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an inaccuracy of about +4 seconds every 1000 seconds. This inaccuracy is taken into consideration
when the cache-watch times itself for the next scheduled connection with the host. In the main loop,
PIC reads its hardware UART and interprets the data according to the synchronization protocol. For
the passive service, the connection is closed immediately after data exchange and the cache-watch
displays the cached messages. For the active service, the connection is maintained until the host
or the user instructs it to be closed by an instructional command or a button click. Following in-
structions from the host or user, PIC can send AT commands to change modes for the Bluetooth
adapter.

Software on the IPAQ, calle@atch managerwas developed using Embedded Visual C++ and
built upon the BTAccess library [19]. The watch manager functions like a device driver. On the
one hand, it implements the synchronization protocol. On the other hand, it collects information
from different application software, such as Outlook, according to the user configuration. The
information is buffered in the watch manager and then sent to the cache-watch when it connects to
the host. Each time it is connected to the cache-watch, the manager schedules the next connection
and notifies the cache-watch through a management command.

Interface design For this prototype, we used very simple interfaces to support the targeted
services: @ x 8 monochrome LCD and three tact buttons, Buttons 1, 2, 3. The user can change
the cache-watch service mode by clicking Button 3. When the cache-watch is in the passive service
mode, a Button 3 click puts the Bluetooth adapter into the PENDING mode unless the connection
with the host is established. When the cache-watch is in the active service mode, a Button 3 click
simply closes the connection and brings the Bluetooth adapter back to the STANDBY mode to wait
for the next scheduled connection.

In the active service mode, a Button 1 click clears the display and sends a negative confirmation
back to the host, while a Button 2 click simply sends a positive confirmation. In the passive service
mode, the user can use Buttons 1 and 2 to browse the text messages cached in the cache-watch. The
interface is better represented as a finite-state machine, as shown in Figure 7.3adrothtate,
the cache-watch displays valid message entries in its message cache by rolling the text messages

through the first line of the LCD. Each message is rolled according to its meta-data, which specify
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Button 1 double-click or time-out

@ Button 1 or 2 @

Button 1 and 2

Button 2

double-click
or Button 1
or Button 2

Button 1 or 2

Figure 7.3: State-machine description of the cache-watch interface

its priority in terms of how many times it has to be repeated with each display cycle. tndheal

state, the user can use Buttons 1 and 2 to browse valid entries. Clicking Button 1 induces a skip to
the next valid entry whereas clicking Button 2 rolls the current message on the LCD by one letter.
Double-clicking Button 2 marks the entry currently on the LCD as invalid and confirmed, which is

conveyed to the host via a reverse command next time the cache-watch gets connected to the host.

7.3 Evaluation

We evaluated the prototype watch device as the wireless cache for iPAQ in order to see whether
or by how much it would improve the battery lifetime of iPAQ. Instead of using user studies and
subjective metrics, we focused on evaluating the design with related objective metrics. We first
present the energy characterization results and then an analysis of energy-efficiency improvement.

Since the non-Bluetooth components on the cache-watch are not power-managed, they draw
about2m A current all the time. Figure 7.4 presents the power consumption for the cache-watch in
terms of current consumption at 3.6V when the Bluetooth adapter is in different modes. Figure 7.5
shows how the cache-watch battery lifetime changes when the average communication interval
changes. If the Bluetooth adapter is not powered off in the STANDBY mode, the battery lifetime
for the 800m Ah battery pack is more than three days. If the Bluetooth adapter is powered off, the
battery lifetime is more than doubled.

Most of the time, the cache-watch stays disconnected from iPAQ and there is no energy cost for

Bluetooth. Assuming a typicdlK B data exchange each time a connection is made, the time for
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Figure 7.5: Cache-watch battery lifetime for different average communication intervals

data exchange is about 0.118 second. The corresponding energy cost for B2AZyig (based on

a power consumption af70 4 244 = 714mW from Figure 5.1). Lefl}, denote the time it takes the
cache-watch and iPAQ to establish a connection cooperativelyf adénote the average interval
between two communication events. Note that when iPAQ is in the PENDING mode doing Paging,
the power consumption iB},,s; = (84 + 244) = 328mW (see Figure 5.1). On the other hand, we
assume that if the cache-watch is not used, the user has to access iPAQ directly at a frgquency
with an average duration Gf,ccess (f < 1/Taccess). The average power consumptidn,, of iPAQ

during usage, is abo244 + 82 + 444) = 770mW and(244 + 82) = 326mW with and without
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the back light, respectively. L&k f denote the reduction in the iPAQ access frequehdye to the

use of the cache-watch. Therefore, using the cache-watch improves the energy efficiency of iPAQ if

84.2 + Phost-T)
Ts +0.118 + Taccess

< Ph'Af'Taccess (7-1)

where the left hand side gives the extra power consumption in iPAQ due to Bluetooth activities
and the right hand side gives the power reduction due to reduced iPAQ accesses. Figure 7.6 plots
the minimal frequency reduction in terms of number of accesses per hour for the cache device
to improve the iPAQ energy efficiency with different average communication inter¥a)sagd

average access durations,{...s). Based on our measuremerify, = 2.5s is used. It presents the

results for day-time (without the back light) and night-time (with the back light) access. Different
lines represent different average access durations &m0 seconds. The figure clearly shows

how many accesses per hour have to be outsourced to the cache device to improve the host computer
energy efficiency. For day-time usage, if the cache communicates with the host every 30 minutes
on an average, the host energy efficiency will be improved even if only two 30-second accesses or
three 15-second accesses can be outsourced in a day. For night-time usage, even half the number of

such outsourcings will still improve energy efficiency.

7.4 Design issues

We have shown how the cache-watch can improve the energy efficiency for the host with objec-
tive measures. The cache-watch is one example of wireless interface cache devices. In the following
discussion, we highlight the important issues involved in the design of such devices.

Wireless communication In terms of form factor, wireless communication between the host
and cache devices is almost mandatory. There are several wireless personal-area network technolo-
gies intended for different data rate and application scenarios. We used Bluetooth in the current
watch prototype because its availability on iPAQ and in the market facilitates prototyping. Un-
fortunately, Bluetooth, especially the iPAQ Bluetooth, imposes a high energy overhead for iPAQ
to establish a connection with the cache-watch, as is apparent from the fagiors;, in Equa-

tion (7.1). The iPAQ Bluetooth is a software implementation, which requires the whole system,
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except the display, to be on in order to establish a connection. Theréigre becomes28mW

instead oR4m V. This issue, however, can be resolved if the iPAQ Bluetooth is implemented in a
separate hardware system.Hf,.; can be reduced td00mW, Af in Figure 7.6 will be reduced

by almost three times. On the other hand, it is impossible to establish a Bluetooth connection in
much less thafl;, = 2.5s. With IEEE 802.15.4 or customized radio modules with a lower power
consumption, shorter connection establishment time or connectionless communication may be em-
ployed to replace Bluetooth since the required data rate is not high. This, however, requires extra
hardware to be added to iPAQ.

Tasks for outsourcing User studies will be critical for determining which tasks should be
outsourced to obtain the best tradeoff between the energy efficiency of the host computer and com-
plexity/cost of the cache device. First, instead of determining which tasks should be outsourced,
the cache device designer should determine which input/output services the cache device should
provide. It is important that new iPAQ applications can be developed to utilize such services, and
users can specify the applications that should be outsourced to utilize them. For example, the cache-
watch exports its display services through the synchronization protocol and any iPAQ application
can utilize such services by specifying what to display. This gives application developers and users
most flexibility. Second, even if a task itself suffers productivity degradation after being outsourced
to a cache device, energy efficiency and overall productivity may still be improved. For example,
browsing a text message from the cache-watch will be slower than reading it directly from the iPAQ
display. However, if the overhead for the user to take out the iPAQ and power it on/off is considered,
obtaining information from the cache-watch may even be faster. Another example is BlackBerry,
popular smart-phones by RIM Ltd., which can host email tasks. A BlackBerry device can be viewed
as an interface cache device for the laptop computer. Text entry on a BlackBerry device is based on
thumbing, which is much slower than text entry with a full-size keyboard on the laptop computer.
However, a study [71] funded by the manufacturer showed that with a Blackberry smart-phone, the
laptop usage decreased. The primary reason is that with a more readily accessible smart-phone ,
a user can better utilize downtime for productividyy., reading/writing emails while waiting in a

line.
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Battery partition : A simple question for our interface cache proposal would be: what if we
just give the extra battery capacity of the cache device to the host. In the prototype, such an extra
battery capacity will give iPAQ an extra operating time of about two hours. The rationale behind a
cache device is that we can achieve a longer system operating time by giving some battery capacity
to a low-power interface cache device. Therefore, when designing an interface cache device, we
must consider the usage patterns of both the cache and host devices and user’s expectations of their
battery lifetimes to achieve the best system operating time. Again, user studies will be extremely

important.

7.5 Related devices

Reducing the cost of the interface cache device improves its energy efficiency, while increasing
its hit rate makes it more useful, capable of catering to more applications. However, these two goals
are contradictory. To be energy-efficient, a device must be simple, whereas to be more useful, it
must be feature-rich. Our approach was to implement a minimal set of features/functionalities on the
cache device. Similar wrist-worn devices have been designed including the IBM Linux Watch [97]
and Microsoft SPOT watch [143]. Ericsson demonstrated years ago a Bluetooth watch, Infowear,
which can be synchronized with PCs [185]. All these watches were intended to be self-contained
computer systems. If viewed as cache devices for interfacing, they lie on the other extreme of the
spectrum, embracing a feature-rich and power-hungry design. Indeed, the author of [72] blamed
the high price and short battery lifetime for the lackluster market reception of the Microsoft SPOT
watch. They differ drastically from our design of the interface cache device, which emphasizes
a low-power minimalist approach. The TiltType wrist device demonstrated in [49] displays text
messages from the computer using an XML-like protocol [48]. With a similar minimalist approach,
it was investigated primarily as an input device based on TiltType. None of these devices was
proposed to improve the energy efficiency of the host computer.

Related to the philosophy of using a low-power interface cache device, Intel's personal server
project envisions that the personal server, a handheld computer-like device, utilizes wall-powered

displays in the environment [215]. Since it can be much more energy-efficient to transmit user
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interface specifications wirelessly than rendering and presenting the user interfaces, such a parasitic
mechanism can be another user interface solution to overcome the energy efficiency bottleneck due

to a slow user.

7.6 Chapter summary

This chapter tackled the slow-user problem in a very different way from Chapter 6. Instead of
improving user productivity, it argued that the interfacing power consumption can be reduced to
an extreme without sacrificing much user productivity. It proposed a low-power low-cost device to
which a host computer outsources simple yet frequent tasks. Such a device, serving a similar goal
as the cache does for memory, is called an interface cache. This chapter presented our design and
prototype of a Bluetooth wrist-watch, called cache-watch, that serves as the interface cache for a
mobile system. While most other digital watches are designed as complete stand-alone computer
systems, the cache-watch is designed purely to serve the host computer. The system functionality is
carefully partitioned so that only minimal functionality is placed on the cache-watch. Experiments
and analysis presented in this chapter showed that such an interface cache will be able to improve

the energy efficiency of its host computer significantly.



Chapter 8

Power Management Based on User

Delay Prediction

Chapter 6 addressed the slow-user problem by improving user productivity without much power
overhead. On the contrary, Chapter 7 addressed it by bringing interfacing power down to an ex-
treme without much user productivity overhead. This chapter tackles the slow-user problem in a
third way. As a mobile system spends most of its time and energy in idle periods, the Amdahl’s law
of energy discussed in Section 5.6 motivates us to focus on the idle periods, or user delays, during
human-computer interaction for opportunities to improve energy efficiency. This chapter addresses
power management based on user delay prediction. We first revisit the slow-user problem in Sec-
tion 8.1. We address how an interactive application can be modeled as a state-transition diagram
in Section 8.2. Based on such a modeling, we present psychology-based and history-based user
delay predictions in Sections 8.3 and 8.4, respectively. We show how the proposed user prediction
techniques can be implemented in Section 8.5. The predicted user delays can be combined with
DPM/DVS techniques to significantly reduce energy consumption. We offer a theoretical analysis
for user delay prediction-based DPM/DVS policies in Section 8.6. In Section 8.7, we describe the
system power model and power management policies that utilize user delay prediction. We de-
scribe the experimental setup and present experimental results in Section 8.8. We discuss the results

in Section 8.9 and conclude in Section 8.10.

109
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8.1 The slow-user problem revisited

Most interactive applications simply block and wait idly between user inputs. Such applications
are calledpassively interactive For example, most personal information management (PIM) and
productivity applications belong to this category. Some other applications proceed in their own way
if there is no user input, e.g., many gaming and GPS applications. Such applications are called
actively interactive In this chapter, we focus on passively interactive applications and just use the
term “interactive” to refer to them unless otherwise indicated.

Figure 8.1 shows the power trace of a typical interactive application, Qtopia (1asLlator,
on a Sharp Zaurus SL-5500 handheld computer when a user coni@ites6) +45. The handheld
is the same one as the Zaurus used in Chapter 4. The power is sampled 400 times per second. The

energy measurement system presented in Section 4.3 is used.
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Figure 8.1: Power consumption of Sharp Zaurus while runting-ulator.

Calculator is used in a manner similar to a real calculator. Its GUI presents buttons similar to
the hardware buttons on a real calculator. The user enters inputs by tapping the GUI buttons with a
stylus.

As shown in Figure 8.1, there are valleys separated by nine major power peaks, which corre-

spond toC'alculator’s responses to tappings of GUI buttons. In the valleys, the system waits for
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Table 8.1: Percentage of system time and energy spent waiting for user input

Benchmarks User || Total time (s)| Time (%) | Energy (%)
Calculator 1 48 99.4 98.5
2 49 99.8 97.8
Filebrowser| 1 188 99.1 97.6
2 106 98.7 96.4
Go 1 1,215 97.9 94.2
2 259 94.6 90.2
Solitaire 1 734 99.8 99.6
2 397 99.1 97.4

user input while the operating system (OS) does maintenance jobs like handling timer interrupts and
scheduling, which introduces small fluctuations and several minor spikes in the valley. Such power
characteristics are typical of most interactive systems.

To see how much time and energy the idle valleys take, we analyzed usage traces from two
users for four Qtopia applications shipped with the mobile system (see Section 8.8 for details). The
percentage of total time and energy the mobile system spent waiting for user input is presented in
Table 8.1. Clearly, over 90% of the time and energy was spent in waiting for user input. Similar
findings have been made in [53] but for desktop computers. This is exactly the slow-user problem.
More importantly, most of the waiting periods are longer than 500ms. Such system idle periods are
long enough for many systems to save energy by entering a low-power mode with a relatively long
exit latency, which is impossible for commonly used timeout-based power management. However,
if the system is woken up from the low-power mode by user input, the exit latencies may be too
long to go unnoticed by users, and may lead to severe degradation in user productivity [23, 140].

Therefore, to effectively utilize such opportunities and avoid sacrifice in computer responsiveness,
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Figure 8.2: Interactive application: eventloop and event handlers

two questions must be answered:

e When does the system begin waiting for user input?

e How long does it wait?

This chapter is primarily concerned with seeking answers to these questions. We next outline
our approaches.

When does the system begin waiting for user input Most interactive applications are im-
plemented in an event-driven fashion with an eventloop and a number of event handlers. When the
system is in the eventloop, it is idle, waiting for user input. Upon receiving a user input, the system
calls the corresponding event handlers to respond. After the event handlers finish execution, the
system returns to the eventloop. This is illustrated in Figure 8.2 using the Qlegpialator as
an example. Note that only the two primary event handimgrNumber(int nandstd buttons(int
n), are shown for clarity. They are invoked by user tapping a digit button and a functional button,
respectively.

Since the system starts waiting whenever it returns to the eventloop, the application can simply

notify the system when it enters the eventloop.
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How long does the system wait This question is equivalent to how long the user delay is.
Without the knowledge of what the user is responding to, it is extremely difficult to answer it.
This is exactly why most conventional DPM/DVS policies are not much successful for interactive
systems, as mentioned in Section 2.2.4. Any information from the interactive application will help.

If we know the application type, we may be able to estimate user delays better since, for example,
user delays for text typing are statistically much shorter than those for pl&aéngVe can keep

a user delay record for each application and predict its next user delay based on the application-
specific record. This will improve the predictability of user delays, yet still suffer from the fact that
the user may incur very different delays in different parts of the same application. For example, the
user delay after clicking the “File” menu in a text editor will be much longer than that after keying

in aletter.

A step further from the above monolithic view of an application would be to make a distinction
between different parts of an application that have a different impact on user delays. We propose
to model or partition the application from the user’s perspective. Each partition, stdlieih the
following discussion, presents relatively consistent information to the user, and requires relatively
similar user reactions. Therefore, such a state will have more consistent and predictable user delays

than the whole application.

8.2 Interaction modeling

In this section, we explain how an interactive application can be partitioned into states so that the
user interface is relatively consistent in any given state, making the state user delay more predictable.
State-transition diagram extraction: State-transition diagrams (STDs) [216] have been pro-
posed earlier to model computer-human interaction and specify user interface design. In this ap-
proach, an interactive application is modeled as a finite-state machine. Each state corresponds to
a unique functional stage that waits for user input. The application changes state upon a user in-
put/action. Such an STD, provided as a specification of the application, offers a design guide.
However, we need an STD extracted from the implementation in order to implement user delay

prediction.
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Figure 8.3: An STD for the Qtopi&@'alculator.

As illustrated in Figure 8.2, interactive applications are usually implemented with an eventloop
and event handlers, which define an STD. The application waits for user input in some specific
“state.” Since an event handler processes user inputs and generates new information for the user, it
transitions the application into another state (in some cases, the transition may be to the same state).
Therefore, event handlers, with their triggering user inputs/events, correspond to transition arcs of
the STD. If we assume every event handler transitions the application into a unique state, an STD is
naturally defined by the event handlers. The event handlers that lead to a state in the STD are called
state triggers The event handlers that lead the application out of a state are stdledescapers

As an example, the STD for the Qtogi&lculator is extracted as shown in Figure 8.3. There
are two statesiVumber after a digit button is tapped arddunction after a function button is tapped.

The corresponding state triggers arderNumber(int nandstd buttons(int n) respectively. These

two event handlers are state escapers for Béthnber and Function. Such acomplete STD

is actually the most detailed STD that can be extracted from the implementation. It provides the
complete system-user interaction description. Note that an event handler in the implementation
may correspond to more than one transition arc since the same event handler can be activated from

different states. Therefore, all the arcs entering a state correspond to the same event handler. In the
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complete STD, there is a one-to-one mapping between the set of states and the set of event handlers.

If we only care about some specific user delays during system-user interaction or it is hard to
derive the complete STD, we can identify event handlers which lead to the important states only.
Instead of a complete STD, we will then havewatial STD, in which there is a one-to-one mapping
between the set of states and a subset of event handlers. Moreover, an STD, whether complete or
partial, can be compacted by clustering multiple similar states into one, based on user interface
content or profiling, to form a&lusteredSTD. In a clustered STD, a state may correspond to more
than one event handler.

The event handler-based STD provides us an opportunity to implement state-specific user delay
prediction. Once we know that a set of event handlers will lead to a state, we can insert code into
these event handlers to convey to the power manager the identity of the state and the predicted user
delay. This is addressed in Section 8.5.

User delay prediction Unlike many other prediction problems, errors in user delay prediction
may have very different effects on the system and the user. In other words, the cost of errors is
heterogeneous, making solutions from standard time-series prediction theories [17] inapplicable.
If the predicted delay is shorter than the real user delay, the prediction is an underestimation and
conservative. If it is longer than the real user delay, it is an overestimation and aggressive. Un-
derestimation wastes power-saving opportunities, and overestimation may lead to user-perceptible
latencies if the system is put into a power-saving mode with a long exit latency. It has been agreed
upon in human-computer interaction research that a longer system response time may lead to user
productivity degradation and such a degradation is dependent upon users and tasks [184]. For ex-
ample, it was demonstrated in [75] that system response latencies beyond one second could degrade
user productivity by about 50% for some tasks. Such a degradation may easily get rid of any gain
in energy efficiency by using power-saving modes. Unfortunately, there are no established direct
guantitative links between energy efficiency degradation and user-perceived latencies. In this study,
we will evaluate prediction methods in terms of what tradeoffs between energy savings and user-
perceptible latencies they can make. One method can be better than another only in the sense of

Pareto optimality.
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8.3 Psychology-based user delay models

If the content of the user interface of an STD state is known, the length of the user delay can
be predicted based on what a user sees and how she or he needs to respond. There are three basic
processes involved in a user’s response to a system [25]. Duringetheptualprocess, the user
senses inputs from the physical world. In our scenario, it is the process of the user reading informa-
tion presented on the display. During tbegnitiveprocess, the user decides on a course of action
based on the input. In our scenario, it is the process of the user deciding which button to push,
which menu item to click, etc. Finally, during timeotor process, the user executes the decision by
mechanical movements. These three processes are consecutive in time. Before the user physically
touches the system input peripherals, the system is idle.

Perceptual delay For most modern computer systems, users get information from the system
through visual and auditory channels by reading and listening. In this study, we focus on the visual
channel.

Psychological studies have shown that humans read through discrete eye movements, which
consist of fizations and saccades. Fixations are the state in which the eyes are focused on a
object statically. Saccades represent rapid eye movements from one fixation location to another.
Information is absorbed only in fixation, which lasts fra@ith to 700ms. A saccade takes about
30ms. To estimate the perceptual delay, we have to estimate the number of fixations (or the number
of saccades) and the duration of each. In order not to negatively impact user productivity, we
estimate durations of these delays conservatively.

Computer display information can be categorized as graphical and textual. Graphical informa-
tion is presented through graphical objects which consist of 1) window objects, such as buttons,
radiobuttons, menus etc., and 2) pictures or figures. To simplify delay estimation, we assume each
graphical object requires one separate fixation and each fixation lasts for the néifinsalThere-
fore, for each graphical object, a delayddfns (one minimal fixation plus one saccade) is added.

For textual information, psychological studies [26] have shown that college students can raud
(read with comprehension) at a typical rate of 300 standard-length words per minute or five per

second. The standard-length word was assumed to have six characters. For a textovitls, the



117

typical time for rauding is
nxcpw  nxXcpw

T = =
Wpm x 6 30 )

wherecpw is the average number of characters per wordlandn is the rauding rate in terms of

the number of standard-length words per minute. If a text is associated with a graphical object, the
reading time is used as the fixation length for the latter. For example, the delay to get information
from a message box which contains a four-word text with an average of six characters per word,
and two buttons with “OK” and “Cancel” on them, respectively, can be estimated as

4%x6 1x2 1x6
T=0. — . — . — =1.1
0.03 + 30 + 0.03 + 30 +0.03 + 30 57 (s)

where there are three saccades and three fixations, whose lengths are estimated using the rauding
rate.
Cognitive delay. The Hick-Hyman Law [86, 96] states that the time to make a decision (the

reaction time, or RT) based a¥ distinct choices of equal probabilities is given by
RT =a-+blogg N (s) (8.1)

Parameters, andb are constants that can be empirically determined. Based on the information
in [25], we assume to be0 andb to be%. Therefore, to decide which one from two buttons to
tap, a user would approximately think forl4 second. To choose one item from a menu with four
different items, a user would approximately think fb29 second. Table 8.2 summarizes how we
apply the Hick-Hyman Law to various user interface features.

The Hick-Hyman Law can be useful only if the number of different choidésis known. Un-
fortunately, it is hard or even impossible to estimatdéor many cognitive processes. For example,
menu selection may actually involve more choices for a user than the number of menu items because
the user may evaluate the consequence of selecting an item and the possible subsequent choices to
decide whether to select that item or not. A ga&d player evaluates the current choice by con-
sidering what choices he or she would have many steps after this pending move. In this study, we
conservatively assum¥ to be the number of most direct choices.

Motor delay: It also takes time for a user to make a physical movement. In most mobile

systems, users respond by touching virtual objects on the touch-screen with a stylus. The Fitts
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Table 8.2: Number of choices for different user interface features used in the Hick-Hyman Law

GUI features Number of choices
Group of N buttons N
Group of N radiobuttons N
Each checkbox 2 (on or off)
Menu bar with N items N
A list of N items N
Contacts T2 E X
Contact Wiew Oa ﬁ £
D Mesw itact
2 Edit
ﬁ Delete
9, Find
Wirite hail To
Iy Personal Details
Arrange Edit Fieldds
Gl ~QEl <B 0 0:41

Figure 8.4: A menu window from the Qtopia applicati®antact.

Law [50, 138] states that for a normal human being, the motor time (MT) to carry out a movement

is related to the size of the target and the distance to the target as
A
MT =0.23 + 0.166 - logQ(W +1) (s) (8.2)

whereA is the amplitude of the movement alldthe width of the target as measured in the direction
of motion. We have adopted the values for coefficients from [138].

The above three models are together referred thapsychology-based modelthis chapter.
As an example, there are four items on the popup menu window shown in Figure 8.4. They will

require at least two fixations and two saccades. The perceptual process will take about 180ms. The
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Hick-Hyman Law indicates that about 290ms will be needed for making a decision from the four
choices. Suppose the hand movement altitude is about one quarter of the screen height and the
width of the target (the menu item) is about one sixteenth of the screen height. Then the Fitts Law
indicates that the motor time will be about 600ms. Altogether, this GUI state will take an average
user more than one second to respond to. User delays of such a duration are long enough to put the
system into a low-power mode with an exit latency up to several hundred milliseconds. However,
they are still too short for conventional timeout-based power management policies.

Perceptual and motor delays can be predicted relatively well. However, the cognitive delay can
be only conservatively predicted based on the Hick-Hyman Law, as mentioned before. Therefore,
the psychology-based model is used to predict the lower bound on the user delay in this study. In

the next section, we propose a history-based user delay model to predict the actual delay.

8.4 History-based user delay model

The psychology-based model is user interface content-based. It predicts user delay based on
what users will see. In some cases, it may be difficult to know the user interface content. Moreover,
it only offers one tradeoff between energy savings and user-perceptible latencies, and does not adapt
to different users and the same user at different times. Therefore, we devise a user delay model based
on past observations. Before introducing the model, we first look into the statistics of user delays.

User delay statistics Figure 8.5(a) shows the trace of user delays for the dtataberof the
QtopiaCalculator, collected over three days. Note that the X-axis is not time. The lower bound
predicted by the psychology-based model is also plotted in both figures.

As illustrated by Figure 8.5, the user delays for a state are quite randomly but tightly centered
around the mean length at which the major peak in the distribution is located. A small group of
randomly occurring long delays form a minor peak in the distribution too. Such randomness makes
accurate user delay prediction impossible. The trace also shows the learning effect over the three
days: the delay length in general declines slightly, however, in a less obvious fashion. We also
observed that the standard deviation is large if the mean is large.

History-based model If we have gathered enough history of the user delays of a state, we
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Figure 8.5: User delay statistics for St@feimber of Calculator for User 1.

can obtain the distribution similar to Figure 8.5(b). By using different percentiles of the history,
we can make different tradeoffs between overestimation and underestimation, leading to different
tradeoffs between energy savings and user-perceptible latencies. For example, if we use the minimal
value or a value at a very low percentile in the history record, we can essentially achieve a lower-
bound prediction even better than the prediction based on the psychology-based model. There are,
however, some limitations of such methods. First of all, they are not reliable until a significant
history record is available. For example, using the minimal value in the history record can lead to a
lot of overestimation before a reasonable short user delay is observed. Second, they do not capture
long-term trends such as the learning effect effectively. The tradeoff may undergo unwanted changes

over time. Therefore, although such long-term history-based methods have some value, short-term
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history-based methods are preferred since they do not require a significant history and can adapt to
long-term trends efficiently. Moreover, short-term history-based methods will be computationally
much simpler in general. Therefore, we devise a prediction method similar to the median filter
based on recent history. LEX, denote theth last observed delay for an STD statand N the total

number of past user delays recorded for that state.

The delay record is sorted to generate a new series so that
Dl <D?<.. <DV
Then we define thlabitual set®(p) as
d(p) = {DLN'pJ+1},D£N'pJ+2, ...,DLLN'(l_p)J}

where0<p<0.5 with a typical value 000.25. ®(p) contains the centraV-(1 — 2-p) items of the
sorted series. It is a set extension of the concept of a median. Whken.5, it reduces to the
median. Whemn = 0, it leads to the mean instead. et denote the mean @ (p). Then the next
user delay for the state is predicted as

D=03mg

where0 < 3. §is called thepessimism factor and is used to generate different tradeoffs between
overestimation and underestimation. There are two rationales behind using a multiplicative factor
instead of an additive one. First, different states have different mean user delays; and second, states
with larger means usually have larger standard deviations. A constant multiplicative factor works
better for different states than a constant additive factor.

History-based vs. psychology-based modeld-irst of all, the history-based and psychology-
based models are intended for different purposes. The psychology-based model is intended to pre-
dict the lower bound of the user delay length of a state. On the other hand, the history model is to
predict the true length of the next delay. By using the pessimism factor to scale the prediction, it
can achieve many tradeoffs between energy savings and user-perceptible latencies. Moreover, the
psychology-based model is intended to predict the lower bound as a constant that holds for all users
and even after enough practice. On the other hand, the history model is intended to adapt to different

users and the same users at different times effectively.
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The history- and psychology-based models also complement each other. Indeed, a history-
based model using the minimal or a small percentile of the history can achieve the same goal as the
psychology-based model to predict the lower bound on user delay length but after enough obser-
vations have been made. It is useful only when a long history is available for the user and initial
errors of overestimation can be tolerated. In the case that overestimations are not tolerable, the
psychology-based model can be used before a long history is available.

The history-based model enjoys simplicity of implementation. No knowledge about the user
interface content is required. On the other hand, the psychology-based model has to know the
user interface content, which may be complex and dynamic. Moreover, the Hick-Hyman Law has
limitations in modeling complex cognitive processes. The psychology-based model is more accurate
for user interfaces that do not involve complicated cognitive processes. Therefore, different delay
models should be used for different states and different applications to exploit the strengths of both

the history-based and psychology-based models.

8.5 Implementation of user delay prediction

In this section, we address how user delay prediction can be implemented based on the appli-
cation source code and GUI toolkit. We assume the application can convey to the power manager
the predicted user delaip, via a functional callVoti fy Delay(D). The power manager will then
determine what step to take for saving energy, which will be addressed in Section 8.7.

Fully customized implementation When the application source code is available, one can
extract the STD for important states and augment the corresponding event handlers for user de-
lay prediction. The beginning of a state’s user delay is marked by the end of its triggers, where
NotifyDelay() should be inserted. For history-based prediction, a global variabteent _state,
is added to note the current state. It is updated at the end of state triggers. A global array of
data structures is added for maintaining a delay record for each state. The array is indexed by
current_state.

The arrival of the next event, or the start of a state’s escapers, marks the finish of a user delay.

Code can be inserted into the eventloop or corresponding state escapers to estimate the real user
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delay and update the state’s user delay history.

In the Calculator example, the start and finish ehterNumber(int njand std buttons(int n)
mark the finish and start of user delays, respectively. At their start, the last user delay is estimated
and used to update the delay record accordingitoent_state. At their finish, current_state is
updated, the starting time of a user delay is marked,/od fy Delay() is inserted.

GUI toolkit-based implementation: GUI applications are usually built using GUI toolkits,
which provide implementations of the eventloop mechanism, GUI objects and their corresponding
event handlers.

The proposed user delay prediction mechanism can actually be incorporated into the GUI toolkit
so that any application built with it will have the user delay prediction capability. In this subsec-
tion, we demonstrate how this can be implemented on the Qt GUI toolkit [173] using the example
of popup menu windows like the one shown in Figure 8.4. In Qt, popup menus are instantiated as
objects of the clas®PopupMenuQpopupmenu::showgndQpopupmenu::hide@re called when-
ever a popup menu window is shown and hidden, respectively. The beginning of the user delay is
marked by the end ofhow(), into which Noti fyDelay() can be inserted.

For history-based prediction, the user delay can be estimated as the time elapsed between the
end ofshow() and the beginning dfide() by augmentinghow() andhide(). The data structures
that maintain the history can be added to thBopup M enu class. They are accessed at the end of
show() to make the prediction faWoti fy Delay() and updated at the beginning/afie() with the
newly observed used delay.

The QPopupMentclass also provides enough data through member methods for psychology-
based predictionsize() returns the size information for the popup windoeount() and text(int
id) return the number of items on the menu window and the text fofdtieitem, respectively. A

psychology-based prediction can be obtained with such information.

8.6 Theoretical analysis of DPM/DVS

In the previous sections, we discussed how to determine when a user delay occurs and how to

predict its length. We also demonstrated how user delay prediction can be implemented based on
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application source code and GUI toolkit. With tNeiti fy Delay(D) API, an interactive application
can convey the predicted user delay to the power manager. We next show how user delays can be

used to reduce energy consumption through straightforward DPM/DVS policies.

8.6.1 DPM and DVS techniques

DPM/DVS techniques change the system performance level to save power while trying to meet
soft/hard deadlines. The performance level of an interactive system can be changed by shutting
down idle components, putting the processor into different power modes, and scaling the frequency
and supply voltage. Most modern processors used in mobile computing systems support perfor-
mance level changes through software, e.g., Intel StrongARM and XScale processors [100]. Differ-
ent performance levels have different power consumptions. Transitions among levels cause delay
and extra energy consumption. This must be considered when performing DPM/DVS.

Since many GUI operations can be quite demanding, specially on mobile systems, the ideal
setting would be the lowest possible performance level during user idle time and an appropriate

higher level during system response.

8.6.2 Theoretical energy saving and latency overhead

We next present a theoretical analysis of the energy saving and latency overhead when DPM/DVS
techniques are combined with user delay prediction.

For simplicity of exposition, we consider two performance levels for a given user delay? Let
denote the length of the user deldythe system power consumption for the higher performance
level, andP’ that for the lower one. The energy consumption for the system during the user delay
without DPM/DV'S will be

E=DP

Perfect prediction: Suppose we can predict the user delay perfectly, change the system per-
formance to the lower one after the system finishes responding, and change it back to the higher
one right before the next user input. There is no latency overheadPigtand P, ; denote the

performance level transition power, afigy; and1;y denote the delay for higher-to-lower and
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lower-to-higher transitions, respectively. We assume that (T + Try). Then the energy

consumption for the system during the user delay with such a performance-level transition is given

by
Ey= (D —Tur —Tru)-P' + Tur-Pur + Tou-Pra

The energy saving is therefore

AEy=FE — E,

If we assumeP = Py, = Py, we have
AEy={D — (Tur +Tru)} - (P —P")

The energy saving ratio is calculated as

AV (Tur + Trm) P’
po=—F ={1-—F—10-75%) (8.3)
If the system changes the performance level back to the higher level upon a user input, we can

obtain the energy saving through a similar analysis as

TLH P’
P/:PO—T'F (8.4)

In this scenario, the latency overheadlisy, which can be larger than the 50-100ms human-
perceptible threshold.

Imperfect prediction: If the user delay models are used to predicas D’ and the system is
putinto the lower performance levelfif’ > (T, +7T1 ) and put back into the higher performance

level right before the predicted user delay elapses, we have

T /
po— 1L 5 D'>D + Try;

po— P52 B D<D' < D+ Typ; )
p= , , :
po — LDD‘ (1-%), (Tur+TLw)<D' < D;

0, D'<(Tyr + Trw)-



126

The latency overheads for these four situationsiare, | D’ — D|, 0, and0, respectively.

It is obvious that the energy saving ratio will increase linearl§’if P decreases. Given the two
performance levels, the energy saving ratio is only dependent on the user delay and prediction error.
Comparingp with p’, we can see that using predicted user delay is actually more energy-efficient if
Tr5 is large compared with user delay prediction errors. Note that patid o’ can be negative,
which means energy consumption may increase if performance-level transition is not properly done.

When D" > D, the performance level transition will be triggered by a user input, resulting
in a delay betwee’ — D to Tr,y. This is called dazy error. WhenT, g is larger than the
human-perceptible threshold], employing user delay prediction for DPM/DVS may introduce
user-noticeable latencies, leading to what is callegr@ous lazy errosuch errors are discussed
in greater detail in Section 8.8.2). We need to address the percentage of serious lazy errors (PSLE)
in this case. For simplicity of analysis, we assume the user délaypr a state has a triangle-
distribution,p(D), as shown in Figure 8.6. Such a distribution is a reasonable approximation to that
shown in Figure 8.5(b). The meam, denotes how fast the user is in responding to this state, while
the width, d, denotes how predictable the user is. Note that the standard deviatjgd/Bd. If

a < mis used to predict the user delay, the PSLE will be

a—H
PSLE = 100% - / p(D)dD
0

0%, a<m+ H —d;
50%-[1—(%.#1)2}, m>az2m+H —d.
It is clear that PSLE increases linearly as the predicti@pproaches the mean. It decreases
linearly as the mean increases, demonstrating longer delays have fewer serious lazy errors. It also

decreases asdecreases, showing better user delay predictability also reduces serious lazy errors.

8.7 Power models and DPM/DVS policies

Based on a predicted delay, the power manager selects an appropriate power-saving performance
level for the state. The system returns to the higher performance level either after a time interval

based on the predicted user delay, or just upon the next user input. Which of these two scenarios
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Figure 8.6: Triangle distribution of user delays for a state

is targeted depends on how aggressive dynamic power optimization needs to be. For example, the
delay overhead for performance level transitions for DVS techniques is typically lessitisgi79,
100,170]. Thus, one could just let user inputs trigger performance level transitions. However, for
more aggressive power management with an attendant increase in the delay overhead, it is often
necessary to raise the performance level for prompt system response before the user input arrives.
For example, the delay for an Intel StrongARM SA-1110 to transition from the SLEEP mode to
the RUN mode is about60ms [100]. In such cases, the predicted user delay can be used. In this
section, we first establish a system power model for the StrongARM-based Linux handheld used in

our experiments. Then we discuss possible DPM/DVS policies for it.

8.7.1 System power model

The Sharp Zaurus SL-5500 handheld has an Intel StrongARM SA-1110 processor [100], which
can run in three modes: RUN, IDLE, and SLEEP. Moreover, its core clock speed can be varied
between 59 an@06M H z in discrete steps. It is put into the IDLE mode by the Linux kernel
whenever there is nothing to run. We constructed a system power model for the handheld based
on power measurements and available industrial data. The modes of system operation and their
corresponding power consumptions are shown in Figure 8.7. Permitted mode transitions are shown

as directed arcs. The delay overhead for mode transitions is marked on the directed arcs [100].
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Figure 8.7: Power modes and mode transitions.

We assume that the front-light is always off and the display is always on with constant power
consumption of 234.4mW. We assume the power consumption is constant for each operation mode.
Notably, the display consumes about half of the system idle power.

In the system power model, RUN corresponds to the SA-1110 RUN mode when the processor
is busy executing instructions. Its power is measured when the handheld repeatedly computes the
DCT described in Section 4.3. IDLE206 and IDLE59 correspond to the SA-1110 IDLE mode with
a core clock frequency/voltage of 206H z/1.5V and 50 Hz/1.25/, respectively. IDLES9 is a
hypothetical mode for the Zaurus SL-5500 based on other SA-1100 or SA-1110 systems [79, 170,
214]. ltis estimated as the display power plus the measured non-display powenaf208caled
down using the same ratio of the power for IDLES59 to that for IDLE206 in the Itsy system power
measurement presented in [214]. SLEEP-Display corresponds to the SA-1110 SLEEP mode when
the display is left on. Therefore, its system power consumption is measured when the system is
suspended, and the display power is added thereafter. Compared to IDLES9, the SLEEP-Display
mode saves more power. However, it should be used with caution since the transition time back to
the RUN mode is large enough for a user to notice. The power measurement equipment is the same

as that described in Section 4.3.
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8.7.2 DPM/DVS policies

With the user delay information as obtained using models presented in the previous sections,
there are different ways to apply DPM/DVS based on the system power model. The following
DPM/DVS policies are considered in this study.

Linux policy: The Linux kernel automatically puts the system into the IDLE209 mode when-
ever there is no process running and returns it back to the RUN mode upon interrupt. We take this
as the baseline and report results for other techniques against it. The Qtopia environment is also
able to power-manage the front-light and system based on timeout. However, such timeout-based
policies do not benefit from user delays, which are usually no more than a couple of seconds.

Simple and lazy policies The most straightforward DPM/DVS policy would be to put the
system into the IDLE59 or the SLEEP-Display mode right after the system finishes responding
to the user and put it back into the RUN mode upon a user input. These policies are called the
stmple andlazy policies, respectively. Their energy savings can be computed using Equation (8.4).
Since the IDLE59 to RUN mode-transition time is small, there is no concern with regard to user-
perceptible latencies for the simple policy. However, a transition from SLEEP-Display to RUN will
most likely be noticed by users. The lazy policy has 100% serious lazy errors.

Perfect policy: Assuming we can predict user delays perfectly, we can choose to put the system
into the SLEEP-Display mode and wake it up right before the next user input or put the system into
the IDLE59 mode. The energy saving can be computed using Equation (8.3). This is called the
per fect policy since it gives the upper bound on energy savings based on the system power model.

Prediction policies We can also use delay prediction, discussed in the previous sections, for
DPM/DVS. The energy saving for such prediction policies can be computed using Equation (8.5).
However, there are two concerns with respect to prediction errors. First, in the case of overesti-
mation, the system will wake up from the SLEEP-Display mode upon a user input and enter the
RUN mode directly, resulting in a lazy error, which may be serious. Second, in the case of under-
estimation, the system wakes up and transfers to the IDLE59 mode after the predicted delay to get
ready for the user input and will not be able to fully exploit the idle time to reduce energy by re-

maining in the SLEEP-Display mode. Therefore, we report the average user delay underestimation
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error. We refer to the DPM/DVS policies based on user delay prediction by the history-based and
psychology-based models asstory andpsychological, respectively.

Suppose in the GUI shown in Figure 8.4, it actually takes a user 1200ms to physically touch a
menu item with a stylus. According to the system power model, the Linux Kernel DPM policy will
consume aboud.53 Joule of system energy. Using the equations from Section 8.6.2, the simple,
perfect and lazy policies will reduce it by abat%, 38%, and32%, respectively. The prediction
policies will reduce the energy up 88%, depending on the prediction error. If the prediction error
is below25%, the energy reduction will be betwe@8% and38%. In view of the 100% serious

lazy errors incurred by the lazy policy, the prediction policies are better.

8.7.3 System implementation issues

When a system is put into a energy-saving mode like SLEEP, the processor is stopped, unable
to accomplish any regular OS maintenance tasks sudtsweapdand kupdated There are two
solutions to this problem. The first solution is to treat any kernel event as a scheduled user input.
The system determines whether and how long to stay in the SLEEP-Display mode based on the
next scheduled kernel event and the predicted user delay. This is possible since maost Linux kernel
events are scheduled with intervals on the order of seconds. The second solution is to delay non-
urgent kernel event handling until the next user input or till a certain period of time has elapsed.
Another issue is that many passive interactive applications may have still maintain certain trivial
activities when waiting for user input such as a blinking cursor. Activities with a short period are
not compatible with the policies using the SLEEP-Display mode previously addressed. However,
activities with a reasonably long period can be handled as a scheduled user input. For example,
if the cursor blinks once per second, there is still enough time for the SLEEP-Display mode to
save energy. To focus on the investigation of user delay prediction, we ignored these issues in
this chapter by using experiments based on replaying pre-collected usage traces through the system

power model.
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8.8 Experiments

In this section, we describe the benchmark applications, usage traces and power measurement

setup used in this study, and present the experiment results.

8.8.1 Experimental setup

An application environment, called Qtopia [175] for Linux-based handheld systems, is shipped
with the Sharp Zaurus SL-5500 handheld. The source code for its applications is freely available
under the General Public License. We consider four applications from Qtopia version 1.5.0 as our
benchmarks. They a€alculator, Filebrowser, Go, andSolitaire. Calculator is as described
in Section 8.1. Fiilebrowser is a GUI application for listing files in the local storagé:o and
Solitaire are two popular games well known by their names.

Based on an analysis of their source code, STDs were extracted. The SThltatator is
the same as that shown in Figure 8.3. The STDHdebrowser has five states after simplification:
Menu after the user chooses one item from any mdieynClicked after the user taps an item
in the file list, Arrow after the user taps an arrow on the menu bar (to go back or go upward one
level in the directory hierarchy)Dir after the user taps “Dir” on the menu bar (it waits for the
user to select an item from the “Dir” menu), afdrt after the user taps “Sort” on the menu bar
(it waits for the user to select an item from the “Sort” menu). However, dtynClicked and
Arrow frequently appeared in the usage traces collected. The STDs foiGao#nd Solitaire
only have a single state, which waits for the user's next step: placing a stone or moving a card.
The parameter values for user delay models were derived for the perceptual, cognitive and motor
processes. Since psychology-based prediction is intended to offer the lower bound for user delays,
the parameter values were chosen conservatively. They are given in Table 8.3. The predicted delays
(Column 6) in the table are used as the initial values for history-based prediction. The statistics of
actual user delays for states with significant occurrences in the collected traces is given in Table 8.4.
The statistics show that user delays with larger means typically have larger standard deviations.
SinceCalculator requires little cognitive processing, its psychology-based prediction is close to

the mean and the standard deviations are relatively small.
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Table 8.3: Parameter values for the psychology-based model

Benchmark State Per. Cog.| Mot. Predicted
(#offix.) | (N) | (A/W) || delay (ms)
Calculator Number 1 1 0.5 420
Function 1 2 1 630
Filebrowser Menu 4 4 2 1,140
Arrow 2 2 2 820
ItemClicked 2 4 2 960
Dir 1 4 1 770
Sort 1 5 1 810
Go Main 1 1 0.5 420
Solitaire Main 2 2 1 630

Usage trace collection We collected system-user interaction traces for real usage of the bench-
marks on the handheld. We insertgdtimeo fday() at the beginning and end of the event handlers
(usuallyslots in Qt [173]) in the benchmark applications to record the time in microseconds. This
records when the system finishes its response and when it starts processing an incoming event and
changes state. The state name is also recorded. This method counts the delay of the system in gen-
erating an event (callegtgnal in Qt) after receiving a user input as part of the user delay instead of
the system busy time. Based on our experience, the error thus introduced is negligible.

Two users participated in the collection of traces. One is a male graduate student majoring
in Engineering while the other is a female graduate student majoring in Social Sciences. Both are
veteran computer users. Before trace collection, they were already familiar with real calculators and

filebrowsing applications. The male user was also familiar withRhéience game inSolitaire.
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Benchmark State User 1 User 2
Mean (ms)| Stdev. (ms)| Mean (ms)| Stdev. (ms)

Calculator Number 625 186 610 263
Function 1,026 522 640 392

Filebrowser Menu - - - -
Arrow 2,838 1,826 2,716 3,134
ItemClicked 2,271 1,482 3,295 2,846

Dir - - - -

Sort - - - -
Go Main 5,375 5,929 1,415 1,130
Solitaire Main 3,040 2,152 2,150 1,887

The female user was not. Neither of them knew how to glay They were taught the rules
for playing the games and can be regarded as beginners. They were given instructions on how to
operate the handheld and use the benchmark applications. They were also given time to play with
the benchmark applications on the handheld to get acquainted. Then they were asked to complete
the tasks as described in Table 8.5. Each user was asked to perform the tasks once per day and
for a total of three days. The total length of time of traces for each benchmark and user is given
in Table 8.1. The traces were collected in an office environment. Disturbance was reasonably
minimized. The users were told to perform the tasks in the same way that they would do in real life.
The mean and standard deviation for each STD state’s user delay are shown in Table 8.4

Trace replay: We replayed the collected traces through the system power model detailed in

Section 8.7.1. We applied the power management policies described in Section 8.7.2 in different
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Table 8.5: Tasks for usage trace collection

Benchmark Task

Calculator || Compute formula, each with three two-digit numbers and two operations

Filebrowser| Find a given file on the local storage

Go Play a new game for several minutes

Solitaire || Play a new Patience game for several minutes

replays to gauge their performance. Since the traces were pre-collected, we implicitly assumed that
user behavior remained unchanged after the users encountered perceptible latencies. Therefore, the
energy savings obtained by policies that incur user-perceptible latencies are only ideal, and are likely
to be reduced in reality due to productivity degradation. However, since the relationship between
productivity degradation and user-perceptible latencies is different in different applications, such
an assumption make our evaluation more general. Moreover, since we evaluate prediction methods
using tradeoffs between such ideal energy savings and user-perceptible latencies, we believe that
there is enough information for system designers to make tradeoffs based on the nature of human-

computer interaction in their applications.

8.8.2 Experimental results

In this section, we present experimental results using the setup described in the previous section.
Energy savings The energy consumption is obtained by running the usage traces through
the system power model with different DPM/DVS policies. In Figure 8.8, we give energy savings
against the baseline (Linux policy). These include the simple, lazy, perfect, and psychology/history-
based prediction policies. In the history-based prediction policy, the pessimismfastassumed
to be0.4 and the last seven delay records are used starting with the psychological prediction. The
percentage of lazy error (PLE) (the percentage of all predictions that are overestimations) and PSLE

are also reported in Figure 8.9 for the psychological (solid lines) and history (dashed lines) policies.
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We adopt0ms as the human perceptual threshold.

Notably, the lazy policy’s energy savings are closest to the perfect policy’s in three of the four
benchmarks. Only i€ alculator, it is less energy-efficient than the other policies due to the fact
that user delays fof'alculator tend to be much shorter and predictable (see Section 8.6.2). How-
ever, the lazy policy has 100% serious lazy errors. Therefore, it will be useful only when system
latencies are tolerable and the user delays are relatively long.

Itis worth noting that the psychological policy performs bettet@aiculator andFilebrowser
than Go and Solitaire compared to the history policy. This is due to the fact that operating
Calculator and Filebrowser is cognitively much simpler and their cognitive processes are bet-
ter modeled by the Hick-Hyman Law.

Tradeoff between lazy errors and energy savingsFor the psychological policy, the lazy er-
rors are very few since this model is pessimistic. However, for the history policy, the pessimism
factor controls the tradeoff between the lazy errors and energy saving. Figures 8.10 and 8.11 show
how the energy saving changes with the percentage of lazy errat&toulator and Filebrowser
as the pessimism factor varies fran2 to 1.3 for the history policy. It also shows the tradeoff point
for the psychological policy. To achieve the same energy saving as the psychological policy, the
history policy needs to make a lot more lazy errors. This demonstrates the superiority of the psycho-
logical policy when avoiding lazy errors is important. These figures show that psychology-based
prediction works better fo€alculator than Filebrowser compared to history-based prediction
since operating the former is cognitively much simpler.

State-awareness To show the benefit of being state-aware in history-based prediction, Fig-
ures 8.10 and 8.11 also show the tradeoff curves for state-unaware history-based prediction, which
uses the last seven observed delays of the application to predict the next delay for the same ap-
plication without knowing its states. It is application-based instead of state-based. It is clear that
state-based prediction is better in general. Moreover, the STD&bfulator and Filebrowser
are relatively simple. We expect the advantage of state-awareness to be larger for more complicated
applications with a larger number of STD states.

We also note that state-awareness does not benefit Use€C2foulator, meaning the user did
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not behave very differently when responding to the two STD states. This can also be seen from
Table 8.4. While the mean user delays for the culator states in User 1's trace differ a lot, those

in User 2's trace do not. This illustrates the difference in behavior between different individuals
when interacting with a computer.

Power-saving mode — power, transition time and policy It is obvious from the theoretical
analysis in Section 8.6.2 that the energy saving will be more when the power of the power-saving
mode decreases, given that all other aspects remain unchanged. However, as shown by the system
model in Figure 8.7, a power-saving mode with lower power usually incurs a longer transition
time back to the RUN mode. A longer transition not only increases energy overhead but may also
cause a user-perceptible latency if it is larger than the human perceptual threégmotd, First,
we would like to investigate how the power-saving mode’s power and transition time will impact
energy savings. Figures 8.12 and 8.13 plot the curves of energy saving vs. the SLEEP-Display mode
power for different policies (Perfect, Lazy, and History) and two different transition times (160ms
and 40ms), all for User 1.

For all policies, energy savings increase linearly as the SLEEP-Display mode power decreases
for all benchmarks. Fof'alculator, the user delays are relatively short, which leads to a relatively
large energy saving increase when the transition time decreases from 160ms to 40ms. For other
benchmarks, such a decrease does not bring much energy benefit. This is liécaudetor
has relatively short user delays. Therefore, decreasing transition time below the human perceptual
threshold is worthwhile only when the expected user delays are short. On the other hand, decreasing
power-saving mode’s power is always effective. For example, if there are two power saving modes
with power/transition time being 150mW/45ms and 200mW/1ms, respectively, the first one will
save much more energy than the second for most interactive applications without causing serious
lazy errors.

The lazy policy’s advantage in energy saving over the history policy increases as the power
decreases. When the transition time is smaller than the human-perceptible thresktottspthe

lazy policy can be safely used without causing user-perceptible latencies.
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8.9 Discussions

In the previous section, we showed the effectiveness of combining DPM/DVS with user delay
prediction. We discuss several related issues next.

STD extraction: As may be apparent to the reader, how an STD is extracted for an interactive
application is important for user delay prediction. For exampl€'ifculator is modeled with only
one state, which may seem natural, the user delay prediction will degrade as demonstrated for the
history-based model for User 1. Also, the not-so-good performance of user delay modgls for
and Solitaire can be partially attributed to modeling them with a single-state STD. Adding states
into the STD has the potential to improve intra-state consistency and the tradeoff between energy
savings and lazy errors.

User delay uncertainty. Since an STD state presents relatively consistent information to the
user and requires relatively consistent user reaction, we expect the corresponding user delays to be
more predictable. However, there are two factors that contribute to the uncertainty in user delays,
as discussed next.

First, the presented information may vary for different occurrences of the same state. For exam-
ple, it can be dynamic in the case of file browsers and text readers. Such intra-state inconsistency
can be reduced by using more states. The dynamic information problem can be partially solved
by obtaining information about the content, such as obtaining the number of items in the current
directory and the size of the text to be shown. The GUI toolkit-based implementation takes care of
this readily.

Second, a state may require complicated user reactions, or permit very different user reactions.
For a complicated state, the user may respond only after reading different subsets of the information
presented in a state. For example§ditaire player may not examine all stacks of cards before
responding. In other words, such a state represents multiple subtasks to a user. However, the
uncertainty is alleviated by the fact that there is usually one subtask most often performed by the
user. For example, Bilebrowser user most likely will read the file list and click a file from the list;
aWord user will type letters most of the time. Therefore, the most frequently-performed subtask(s)

can be used to build the psychology model, as we diddarand Solitaire. The history-based
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prediction policy automatically benefits from this fact.

Improving prediction accuracy: We showed in Section 8.6.2 that the energy saving ratio is
directly related to user delay prediction accuracy. The experimental results also demonstrated that
more energy can be saved when delay can be predicted more accurately. To better utilize user delays
for energy reduction, improving prediction accuracy will be important.

In this chapter, we used the psychology-based models and values of their coefficients from
previous work, which were not based on mobile systems. Since our evaluation is based on a mobile
system, this modeling discrepancy may prevent it from benefiting more from our methodology.
We expect psychological experiments on humans using mobile systems to generate more mobile
system-specific user delay models. Moreover, as we have pointed out, the cognitive delay models
based on the Hick-Hyman Law may contribute most to prediction errors for the psychology-based
model. Better cognitive delay models are likely to increase energy savings. Moreover, users may
differ from each other in their perceptual, cognitive, and motor delays, as we can see from Table 8.4.
The same user may improve his/her usage skills due to the learning process. The environment or
context may also change user behavior. Although the history-based model automatically adapts, the
psychology-based model does not. It would be interesting to see how adaptation of user delays to
changing human behavior would improve prediction accuracy and increase energy savings.

Hardware support for interactive systems Since the display has to be always on during user-
computer interaction, changing the operation mode of other components of the system should be
independent of the display. For example, the system should be able to put its processor to SLEEP
without affecting its display. To the best of our knowledge, there is no such hardware support in
commercially-available mobile computing systems. For displays that need refreshing, the frame-
buffer and the control unit transferring data from it to the display must be on too. In most systems,
these components can be on with others power-managed. For example, in the StrongARM/PXA
family systems-on-chip, the framebuffer sits in the main memory and the LCD controller is one of
the peripheral units. They can be active while many other units are power-managed [100].

Another solution is to use a display that maintains the content itself. lnS$heep work [16], an

LCD with an integrated framebuffer was used. When the system was put into the SLEEP mode, the
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LCD displayed an image in its own framebuffer automatically without support from the SA-1100

LCD controller. Moreover, bistable LCDs [114, 156, 226] can maintain the screen content even

without the power supply. However, they usually incur more time and energy overheads for screen

changes. They will be ideal for passive interactive systems that have relatively long user delays.
Other ways to benefit from user delay prediction We showed how user delay prediction can

be utilized for DPM/DVS in the scenario in which there is only one application under consideration.

In other scenarios, an interactive application may be used with other applications running in the

background. A user may enjoy music from the MP3 player, while downloading another MP3 file

and playingSolitaire at the same time. Therefore, it would be bettevdfitaire notifies the OS

about predicted user delays and the OS globally schedules all the processes. The OS scheduler

can make use of the predicted user delays to allocate time slots and performance levels to different

processes in an energy-efficient fashion.

8.10 Chapter summary

This chapter addressed the slow-user problem in a third way: by reducing the energy consumed
during user delays. It proposed an application-based user delay prediction framework. In this frame-
work, an STD is first obtained for the application to model the interaction between the system and
user. User delays are then predicted for each STD state. Within this framework, two prediction
models were proposed. The history-based model predicts the actual delay based on recent observa-
tions. Since it may overestimate the delay, it should only be used when performance level transition
time is not a large concern. In our experiments, it resulted in an average energy saving of 20.7%
with a relatively small percentage of serious lazy errors. This chapter also showed that exploiting
STD states yields a better tradeoff between lazy errors and energy savings. The psychology-based
model exploits the user interface information further and predicts the lower bound on user delays,
i.e., how long it takes the user to read, decide, and move. Our experiments showed that an average
of 21.9% energy savings can be obtained with negligible serious lazy errors. The chapter showed
that the tradeoff between lazy errors and energy savings achieved by the psychology-based model

is beyond the capacity of the history-based model. It also demonstrated how DVS can be simply
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combined with user delay prediction. An average of 17.6% system energy reduction can be easily
achieved without introducing any user-noticeable delays. For applications more tolerant of system

delays and with longer user delays, an average of 28.9% system energy reduction can be achieved.



Chapter 9

Conclusions

We conclude the dissertation in this chapter. We first summarize it in Section 9.1, then discuss
its limitations in Section 9.2, and address possible future directions for mobile system design from

the user’s perspective in Section 9.3.

9.1 Dissertation summary

This dissertation is devoted to the slow-user problem of mobile systems. That is, an increasingly
fast and power-hungry computer spends most of its time and energy in waiting for a constantly slow
human user for interactive tasks. This problem was highlighted by Chapters 3 through 5 using
theoretical analysis and experimental characterization.

The slow-user problem motivates us to address the energy efficiency issue from the user’s per-
spective and evaluate it using the product of user productivity and power efficiency. In this disserta-
tion, we presented three different approaches to tackle the problem from the user’s perspective. The
approach described in Chapter 6 was to boost user productivity without incurring too much power
overhead. We present the design and prototype of a Bluetooth-based PAN of low-power interfacing
devices. The PAN is intended to provide a user natural and energy-efficient access to the computing
capacity on a mobile system. The approach described in Chapter 7 was to bring the interfacing
power down to an extreme without sacrificing user productivity much. We presented the concept

of an interface cache and a prototype design, cache-watch. The cache-watch hosts simple, yet fre-
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guent, interactive tasks from a mobile system to save the latter’s battery lifetime. The approach
described in Chapter 8 was to reduce power consumption in the idle periods of a mobile system
during human-computer interaction. We proposed modeling of an interactive application with a
state-transition diagram, and prediction of user delays using psychological theories and history. We
then aggressively power manage the mobile system in idle periods based on the user delay predic-
tion. The user’s perspective and these three approaches represent a novel interdisciplinary endeavor

to tackle the slow-user problem and improve the energy efficiency of mobile systems.

9.2 Limitations

We next describe the limitations of our techniques.

Limitations of the work : The work included in this dissertation is the very first effort to tackle
the energy efficiency issue from the user’s perspective. Although we emphasize an interdisciplinary
approach that combines knowledge from both computer engineering and human-computer interac-
tion, we have to admit that we are not human-computer interaction researchers. As a result, work
in this dissertation is limited in its strength in terms of user studies, as is apparent in Chapters 6
through 8. Specifically, we have not yet quantitatively evaluated the user productivity improvement
in Chapter 6, conducted user studies of the cache-watch in Chapter 7, or quantitatively evaluated the
user productivity impact of serious lazy errors in Chapter 8. We have to leave these works for the
future, and seek help from human-computer interaction researchers. However, we believe that this
dissertation is complete as a computer engineering thesis that borrows knowledge from the field of
human-computer interaction.

Limitations of the approaches One of most important design principles of a complex system
is to separate concerns. That is, a designer should focus on a limited set of concerns, and a system
module should encapsulate its implementation details while providing well-defined interfaces, the
fewer, the better. Unfortunately, the approaches from the user’s perspective require system design-
ers to consider user productivity, and user interface designers to consider battery lifetime. They
also require system modules to interact with each other more, e.g., user interfaces to interact with

the battery. These approaches improve the energy efficiency of a mobile system only with more
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information about the user and user interfaces. In this sense, they are less generic as compared
to lower level low-power techniques, which save power without knowledge beyond the hardware.

Nevertheless, we believe that such an issue is likely to be alleviated after future research generates
solid guidelines for designers to address the new concern, and tools that automate the interaction

between user interfaces and power management.

9.3 Future work

As this dissertation is the very first effort to address energy efficiency from the user’s perspec-
tive, we expect more research to follow. Especially, we expect human-computer interaction re-
searchers to join us to quantitatively evaluate user productivity and conduct user studies for energy-
efficient mobile system design. To them, the message from this dissertation is clear: energy effi-
ciency must be considered as a direct consequence of user productivity; power consumption must
be taken into consideration when evaluating a user interface.

Moreover, we expect more computer engineering research on mobile systems, especially smart-
phones, for higher user productivity and more services. As illustrated in Chapters 6 and 7, we need
to examine new technologies and investigate their impact on human-computer interaction. While
human-computer interaction researchers focus on user studies of a new interfacing device, we, as
computer engineering researchers, need to invent new devices enabled by new technologies. We
call thistechnology-driven interface design

Contrary to design from the user’s perspective, past computer engineering research focuses on
design from the perspective of computing. Because of Moore’s Law, the cost of computing keeps
on dropping while the cost of human labor does not. As many researchers have argued [60,123,192,
193], it is time that we rethink computing from the user’s perspective. Instead of high-performance
computing, we need to target high-productivity computing. User productivity should no longer be
the concern of user interface designers only; it should become the concern of computer engineering
researchers as well. We call thiser-centric computing desighis dissertation is just a humble

step in this direction.
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