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Abstract
Decision theory is the study of how choices are and should be made.in

a variety of di¤erent contexts. Here we look at the topic from a formal-
philosophical point of view with a focus on normative and conceptual
issues. After considering the question of how decision problems should
be framed, we look at the both the standard theories of chance under
conditions of certainty, risk and uncertainty and some of the current de-
bates about how uncertainty should be measured and how agents should
respond to it.
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1 Introduction: Making Decisions

Decision problems abound. Consumers have to decide what products to buy,
doctors what treatments to prescribe, hiring committees what candidates to
appoint, juries whether to convict or acquit a defendant, aid organisations what
projects to fund, and legislatures what laws to make. Descriptive decision the-
ory aims to provide explanations for, and predictions of, the choices that are
actually made by individuals and groups facing choices such as these. Normative
decision theory, on the other hand, addresses the question of what decisions they
should make and how they should make them: how they should evaluate the al-
ternatives before them, what criteria they should employ, and what procedures
they should follow. Our focus will be on the latter.
Decision problems arise for agents - entities with the resources to coherently

represent, evaluate and change their environments in various possible ways -
typically within the context of ongoing personal and institutional projects, ac-
tivities or responsibilities. These projects together with the environment, both
natural and social, provide the givens for the decision problems the agent faces:
her resources for acting, her information and often her standards for evaluating
outcomes, as well as the source of the problems she must respond to. Lastly,
for agents to face a genuine decision problem they must have options: actions
that they are capable of performing and equally of foregoing if they so choose.
Some examples will illustrate the variety of forms such problems can take.

1. Take a bus? You have an appointment that you don�t want to miss. If
you walk you will arrive a little late. If you take the bus and the tra¢ c
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is light, you should arrive a little ahead of time. On the other hand if
the tra¢ c is heavy then you will arrive very late, perhaps so late that the
appointment will be lost. Is it worth risking it?

2. Another slice of cake. I have a weakness for chocolate cake which is con-
tributing to a weight problem. My host o¤ers me another slice of cake.
Should I accept? I don�t want to end up with diabetes or some other
obesity related health problem, but one slice of cake will make very little
di¤erence and bring pleasure to both me and my host.

3. Free condoms. By supplying condoms free, rates of transmission of vene-
real disease can be considerably reduced. But there is the possibility that
it will also encourage sexual activity thereby partially or even completely
o¤setting the bene�ts of a decreased transmission rate by virtue of the
increase in the number of sexual liaisons.

4. Road Building. A new motorway linking two cities will reduce travelling
time between the two of them and increase trade, with bene�ts for inhab-
itants of both cities. But those living close to the road will su¤er from
increased pollution and noise, as well as a fall in the value of their houses.
Should it be built?

Many decision problems of the kind displayed in these examples can be
described in the following way. A decision maker or decision making body has
a number of options before them: the actions they can take or policies they
can adopt. The exercise of each option is associated with a number of possible
consequences, some of which are desirable from the perspective of the decision
maker�s goals, others are not. Which consequences will result from the exercise
of an option depends on the prevailing features of the environment: whether
tra¢ c is light or heavy, how overweight I am, whether land prices are falling,
and so on.
Let us call the set of environmental features relevant to the determination of

the consequence of the exercise of any of the options, a state of the world. Then
a decision problem can be represented by a matrix showing, for each available
option, the consequence that follows from its exercise in each relevant state of
the world. In our �rst example, for instance, taking the bus has the consequence
of having to buy a ticket and arriving late in the event of heavy tra¢ c and paying
for a ticket and arriving early in the event of light tra¢ c. This decision problem
can be represented by a simple table such as the following:

Heavy tra¢ c Light tra¢ c

Take a bus
Arrive late

Pay for a ticket
Arrive early

Pay for a ticket

Walk
Arrive a little late
No ticket needed

Arrive a little late
No ticket needed

More generally if A1 through Am are the m options open to the decision
maker, s1 through sn are n possible states of the world (these must be mutually
exclusive and exhaust all the possibilities), and C11 through Cmn are the m�n
consequences that might follow from the choice, then a decision problem can be
represented by a state-consequence matrix of the following kind:
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Table 1: State-Consequence Matrix
States of the world

Options s1 s2 ... sn
A1 C11 C12 ... C1n
... ... ... ... ...
Am Cm1 C21 ... Cmn

What choices should be made when facing a decision problem of this kind
will depend on the circumstances the agent faces and in particular the amount
of information she holds about its various features. Standard presentations dis-
tinguish between conditions of certainty, when the true state of the world, and
hence the outcome of the action, is known; risk or uncertainty, when either
the probabilities of the outcomes associated with an option are known (risk) or
the agent can reach a judgement as to how probable they are on the basis of
the information she holds (uncertainty); and ignorance, when nothing is known
about the states. There are however many ways of butchering the beast and
expositors draw the line between these conditions in di¤erent places (and in-
deed sometimes use these terms di¤erently). Intermediate cases are important
too, most notably when the decision maker is partially ignorant of the relevant
probabilities - a situation commonly termed ambiguity.
When the decision maker knows the true state of the world, decision theory

says that she should pick the option she considers best. When she is uncertain as
to the actual state of the world, she must make a judgement as to how probable
it is that each of the possible states is actually the case and pick the option
whose expected bene�t is greatest relative to these probability judgements. For
instance suppose that I consider the probability of heavy tra¢ c to be one-half
and the bene�t or desirability of the various possible consequences to be as
below:

heavy tra¢ c light tra¢ c
Take a bus -2 1
walk -1 -1

Then the expected bene�t of taking the bus is a probability weighted average
of the bene�ts of its possible consequences, i.e. (�2 � 0:5) + (1 � 0:5) = �0:5.
On the other hand, walking has a certain bene�t of �1. So in this case I should
take the bus. But had the probability of light tra¢ c been a lot greater, taking
the bus would have been the better action.
More formally, let Pr be a probability measure on the states of the world and

u a utility measure on consequences (we will say more about what these measures
are and where they come from in due course). Then a state-consequence matrix,
such as that of Table 1, induces a probability-utility matrix in which options
are represented as random variables that assign a utility value to each state of
the world (intuitively, the utility of the consequence of exercising the option in
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question in that state).

Table 2: Utility-Probability Matrix
States of the world

Options Pr(s1) ... Pr(sn)
A1 u(C11) ... u(C1n)
... ... ... ...
Am u(Cm1) ... u(Cmn)

So represented, each option has an expected value that is jointly determined by
the functions u and Pr. The expected value of option A1, denoted by E(A1) is,
for instance, u(C11):Pr(s1)+ :::+u(C1n):Pr(sn). More generally, if the number
of possible states of the world is �nite:1

E(Ai) =
nX
j=1

u(Cij):Pr(sj)

Now what standard decision theory recommends is choosing the option with the
highest expected value. This is known as the maximisation of expected utility
hypothesis.
We will examine the maximisation hypothesis in greater detail later on.

First, however, we look at a number of issues regarding the formulation and
representation of decision problems. In the subsequent sections we look at the
relation between preference and choice on the one hand and preference and
utility on the other, setting aside complications arising from uncertainty. In
the third section we return to decision making under uncertainty. In the �nal
section we look at decision making under ignorance.

2 Framing Decision Problems

Decision theory makes a claim about what option(s) it is rational to choose,
when the decision problem faced by the agent can be represented by a state-
consequence matrix of the kind exempli�ed by Table 1. It is very important to
stress that the theory does not say that youmust frame decision problems in this
way. Nor does it say that agents will always do so. It just says that if they are
framed in this way, then only options which maximise expected bene�t should
be chosen. Nothing precludes the possibility that the same decision situation
can or must be framed in di¤erent ways. This is true in more than one sense.
Firstly, it may be that the problem is not naturally represented by a state-

consequence matrix. When I consider whether or not to have another slice of
cake, for instance, it is not so much my uncertainty about the consequences
of doing so that makes the choice di¢ cult for me, but the contrast between
desirability of the short term consequences (good) and the long-term ones (bad).
So this problem should be given a di¤erent representation. We discuss this issue
below in section 2.
Secondly, the problem may not be representable by any kind of decision

matrix at all because we are unable to identify the various elements of it: what
1The restriction to a �nite number of states of the world is made for simplicity, but the

expected value will still be well de�ned even if we drop it.
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our options are, what the relevant factors are that determine the outcome of
each option, or what the consequences are of exercising one or another of the
identi�ed options when these factors are present. We discuss this problem in
section 4.
Thirdly, sometimes no structuring at all may be required; for instance, when

certain actions are morally or legally obligatory or when habit dictates the course
you take. These cases don�t disprove the principle of maximising expected
bene�t. The point is rather that when the outcome of an action is certain,
deliberation is redundant: the high probability of particular events or the great
desirability (or otherwise) of particular consequences swamp the contribution
that other factors might make.

2.1 Locations of Bene�t

A two-dimensional decision matrix gives a two factor representation of a choice
problem; in Table 1, for instance, these are just the states of the world and
the consequences that follow from exercising an option in that world. But the
state of the world in which a consequence is realised is not the only factor that
matters to our assessment of its signi�cance: this can also depend on who is
a¤ected by the actions and at what time and place. As John Broome [9] puts it,
the good associated with an outcome of the exercise of an option has a number
of di¤erent locations: people, places, times, qualities and states of the world.
The desirability of being served cold beer, for instance, depends on the location
of this service: it�s good if the beer is served to me, in the evening, with a smile
and when I have not had a few too many already; bad when it�s for my children,
or �rst thing in the morning, or during a philosophy lecture.
Locations of bene�t are easily confused with perspectives on bene�t, because

many of the sorts of things that serve as the former, also serve as the latter.
A perspective is a standpoint from which a judgement is made. You and I
may reach di¤erent judgements because our standpoint di¤ers: we might have
di¤erent evidence and reasoning skills, perhaps di¤erent interests and biases,
that lead us see things di¤erently. Our standpoint also varies with time - as we
get older, for instance, our aesthetic standards �mature�- and sometimes with
place and social role. But the way in which bene�t varies with perspective need
not be the same as the way it varies with location. I might now judge that it
would be good if I were seen by a dentist next week. On the other hand, next
week I might judge that the dentist is best avoided. Thus what I judge now
to be the bene�t next week of making an appointment now to see the dentist
will be judged next week as anything but a bene�t (even though the bene�t, as
judged from any temporal standpoint, does not depend when it obtains).
A consequence, in this more re�ned picture, is something that happens at

a multi-dimensional location. Any one of these dimensions may be used to
construct a two-factor matrix representation of a decision problem. For in-
stance, when the problem is like the cake-eating one we can work with a time-
consequence decision matrix like the following, in which the consequences of
the relevant options (having or foregoing another slice of cake) at each relevant
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point in time are displayed.

Times
Actions Now Future

Another slice of cake
Pleasure from eating
Host will be pleased

Risk of obesity and ill-health

Forego more cake
Forego pleasure
Disappoint host

Likelihood of good health

A table of this kind makes it easy for the decision maker to focus on the
question of how to weigh up present and future costs and bene�ts. Similar
tables can be drawn up to assist reasoning with other locations, having di¤erent
columns for the di¤erent people a¤ected by the actions or the places at which
the consequences occur, for instance. In the road building example for instance
the salient locations are the people a¤ected by the possible policy decisions.
A person-consequence table helps the decision maker focus on the issue of the
distribution of the bene�ts and costs to di¤erent people associated with each
policy.
How decisions depend on the distribution of bene�t across di¤erent dimen-

sions of locations has been studied in di¤erent branches of decision theory:
across states in the theory of decision making under uncertainty, across peo-
ple in social choice theory, across time in intertemporal decision theory, across
di¤erent qualities in multicriteria decision theory and so on. Moreover, the for-
mal similarities between decision problems involving di¤erent locations has been
a rich source of inspiration for decision theorists and has encouraged abstract
examination of assumptions about the relationship between evaluations of con-
sequences, locations and options. For the rest of this essay however I will focus
on the decision problems in which uncertainty about the state of the world is
the central feature. In fact the focus will be even more narrow than this, for I
will say nothing about the very important case in which the events of which we
are uncertain are the actions of other agents, leaving treatment of this to the
chapter on game theory. Nonetheless many of the basic lessons drawn from the
discussion here will apply in these other �elds as well.

2.2 Choosing a Frame

It is typically possible to represent the decision problem one faces in more than
one way: for instance, by location-consequence matrices that di¤er with respect
to the locations they pick out or with regard to how �nely the locations and
consequences are individuated. In particular, they may be speci�ed more or
less �nely or precisely, with the implication that a decision problem can always
be re�ned (or coarsened) by adding detail to (or removing detail from) the
description of the states and the consequence. This raises the question as to
whether there are better and worse ways of representing a decision problem
and if so, what these are. There are two claims that I want to make in this
regard: �rstly that not all representations of a decision problem are equally
good and, secondly, that many representations are nonetheless permissible. This
latter point is of some importance because it follows that an adequate decision
theory must be �tolerant�to some degree of the manner in which the problem
is represented and that the solution it gives to a decision problem should be
independent of how the problem is represented.
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Let us start with the �rst claim, that some representations of a problem are
better than others. A representation of a decision problem should help us arrive
at a decision by highlighting certain features of the problem and in particular
those upon which the decision depends. There are at least two considerations
that need to be traded o¤when talking about the usefulness of a representation:
the quality of the decisions likely to be obtained and the e¢ ciency of obtaining
them. To make a good decision, a decision maker must give appropriate weight
to the factors upon which the decision depends. In deciding whether to take an
umbrella or not, for instance, I need to identify both the features of the possible
outcomes of doing so that matter to me (e.g. getting wet versus staying dry)
and the features of the environment upon which these outcomes depend (e.g.
the eventuality of rain). Furthermore I need to determine how signi�cant these
features are: how desirable staying dry is relative to getting wet, how probable
it is that it will rain, and so on. If my representation of the decision problem is
too sparse I risk omitting features that are relevant to the quality of the decision.
If I omit possible weather states from my representation of the umbrella-taking
decision, then I will fail to take into account factors - in particular the probability
of rain - upon which the correctness of the decision depends. So, ceteris paribus,
a representation that includes more relevant features will be better than one that
does not.
One way of ensuring that no relevant features are omitted is simply to list

all the features of possible outcomes and states of the world. But drawing up
and making use of such a list is clearly beyond our human capabilities and
those of any real agents. Reaching judgements costs in terms of time and e¤ort.
Representations that include too many features will result in ine¢ cient decision
making requiring more resources than is justi�ed.2 So, ceteris paribus, a simpler
representation will be better than a more complicated one.
Achieving a good trade-o¤ between accuracy and e¢ ciency is not just a mat-

ter of getting the level of complexity right. It is also a matter of identifying the
most useful features to represent explicitly. It is useful to represent a feature if
it is (su¢ ciently) relevant to the decision and if we can determine what signif-
icance to attach to it. A feature of the state of the world or of a consequence
is relevant to a decision problem if the choice of action is sensitive to values
that we might reasonably assign to these features. For instance, whether it is
desirable to take an umbrella with me or not will be sensitive to the probability
of rain, but not sensitive at all to the probability of a dust storm on Mars.
The second aspect of usefulness is equally important. A representation

should be appropriate to our informational resources and our cognitive capabil-
ities in specifying features of the environment that we are capable of tracking
and features of consequences that we are capable of evaluating. If the weather
is relevant to my decision as to whether to take an umbrella or not, but I am
incapable of reaching a judgement on the likelihood of rain or (perhaps I have
no information relevant to the question or I don�t understand the information
I have been given) then there is little point in framing the decision problem in
terms of weather contingencies. A good representation of a problem helps us to
bring the judgements we are able to make to bear on the decision problem.
It follows of course that whether a framing is a useful one or not will depend

on properties of the decision maker (and in more than one way). Firstly whether

2What level of resources is justi�ed will of course depend on what is at stake.
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the features of the problem it represents are relevant depends on what matters
to the decision maker and hence what sort of considerations her decisions will be
sensitive to. And secondly whether a representation facilitates decision making
will depend on the cognitive abilities and resources of the decision maker. Both
of these will vary from decision maker to decision maker and from one time and
context to another. It is clearly desirable therefore that a decision theory be
�representation tolerant�to as great a degree as possible, in the sense of being
applicable to a decision problem irrespective of how it turns out to be useful for
the decision maker to represent it.

3 Modelling Uncertainty

The modern theory of decision making under uncertainty has its roots in 18th
century debates over the value of gambles, with Daniel Bernouilli (in [4]) giving
the earliest precise statement of something akin to the principle of maximising
expected utility. The �rst axiomatic derivation of an expected utility represen-
tation of preferences is due to Frank Ramsey [40] whose treatment in many way
surpasses those of later authors. But modern decision theory descends from
Savage, not Ramsey, and it is in his book �The Foundations of Statistics�that
we �nd the �rst rigorous simultaneous derivation of subjective probabilities and
utilities from what are clearly rationality conditions on preference.
It is to Savage too that we owe the representation of the decision problem

faced by agents under conditions of uncertainty that is now standard in decision
theory. Savage distinguishes three types of object: states, consequences and
actions. States of the world completely capture all the possible facts that might
prevail in the decision situation that a¤ect the outcome of acting. Consequences,
on the other hand, are the features of the world that matter to the decision
maker, such as that he is in good health or wins �rst prize in a beauty contest
or is allowed to sleep late on a Sunday morning. Actions are the link between the
two, the means by which di¤erent consequences are brought about in di¤erent
states of the world. Formally, for Savage, they are just functions from states to
consequences.
Although this tripartite distinction is natural and useful, Savage imposes

some quite stringent conditions on these objects and the relationships between
our attitudes to them. Firstly, states are required to be causally independent
of the action the agent performs, while consequences are causally dependent
on both the action and the state of the world. Secondly, the desirability of
each consequence is required by Savage to be independent of the state of the
world in which they are realised and of our beliefs about them, and vice versa
(Binmore [5] calls this Aesop�s principle). Both these conditions must hold if the
representation of a decision problem by the kind of state-consequence matrix
given in Table 1 can be transformed into a probability-utility matrix of the kind
given by Table 2. The �rst ensures that the same probabilities can be applied
to the states in comparing acts and the second that the utilities attached to
consequences are state-independent.
The upshot is that Savage�s theory is not partition independent in the way

that I argued was desirable. Decision makers must represent the problems they
face in a way which respects the conditions of probabilistic independence of the
states from the acts and desirabilistic independence of the consequences from
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both the states and the acts. It is not always natural for us to do so. For
instance in our earlier example of a decision as to whether to walk or take a bus
we considered consequences such as paying for a ticket. But the desirability of
such consequences are not state-independent. In particular they depend on all
the possible contingencies that might arise, such as a medical emergency or an
unexpected credit card bill, that require me to spend money. If too many of
them arise a ticket would simply be una¤ordable, if not many do it may be a
trivial expense.3

3.1 State Uncertainty

A second feature of the representation of decision problems by a probability-
utility matrices requires discussion. For Savage, an agent�s uncertainty about
what to do derives entirely from her uncertainty about what the state of the
world is. This �fundamental�uncertainty is captured by a probability function
on the states of the world, measuring the degrees to which the agent judges or
believes each state to be the actual one. There are two criticisms of this view
of uncertainty that should be considered.
Firstly, the Savage model seems to ignore other forms of uncertainty and in

particular the uncertainty that we might have regarding what value to attach
to consequences and the uncertainty we might have regarding what actions are
available. Both will be examined in more detail below
Secondly, there seems to be a signi�cant di¤erence between being unsure

about when someone will arrive because one lacks precise information about
their time of departure, tra¢ c conditions, the route they have taken, and so on,
and having absolutely no idea when they will arrive because you don�t know
when or whether they have left, whether they are walking or driving or indeed
whether they even intend to come. In the former case, the information one holds
is such as to make it possible to assign reasonable probabilities to the person
arriving within various time intervals. In the latter, one has no basis at all
for assigning probabilities, a situation of radical uncertainty that we previously
termed ignorance. It may be rare for us to be totally ignorant, but situations
of partial ignorance (or ambiguity), in which the decision maker is unable to
assign determinate probabilities to all relevant contingencies, are both common
and important.
More generally, according to some critics Savage�s representation fails to

distinguish between the di¤erent levels of con�dence we might have, or have
reason to have, in our probability judgements. Compare a situation in which
we are presented with a coin about which we know nothing and one in which
we are allowed to conduct lengthy trials with it. In both situations we might
ascribe probability one-half to it landing heads on the next toss: in the �rst
case for reasons of symmetry, in the second because the frequency of heads
in the trials was roughly 50%. It seems reasonable however to say that our
probability ascriptions are more reliable in the second case than the �rst and
hence that we should feel more con�dent in them. To take this into account
our state of uncertainty might be represented not by a probability function but

3Savage was perfectly aware of this objection and drew an important distinction between
small-world and grand-world decision problems. But he never produced a theory which, to his
own and others satisfaction, explained how to convert grand-world problems into small-world
ones satifying the two requirements.
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by a set of reliability judgements over possible probabilities, or more formally,
by a function R : �! [0; 1], de�ned on a set � = fpig of probability functions
on the set of events, and such that

P
iR(pi) = 1. These reliabilities could be

incorporated into decision making in various ways, but the most natural perhaps
is to prescribe choice that maximises reliability weighted expected utility. It
is not di¢ cult to see that such a rule is formally equivalent to maximising
expected utility relative to the probability function �p =

P
i pi:R(pi). This is

not an objection to introducing second-order probabilities, but merely to point
out that use of reliabilities is more natural in the context of belief formation,
than in decision making.

3.2 Ethical Uncertainty

The distinctions between certainty, risk and uncertainty are standardly used
only to characterise the agent�s state of knowledge of the world. But it is
equally important to distinguish cases in which consequences have known, or
given, objective values and those in which these values are either unknown
and the decision maker must rely on subjective evaluations of them, or do not
exist and the decision maker must construct them. The possibility of ethical
uncertainty is typically ignored by decision theorists, because of their (often
unconscious) attachment to the view that what makes a consequence valuable
or otherwise (to the agent) is just that she desires it to some degree, or that she
prefers it to a greater or lesser extent to other consequences. If this view were
correct, talk of ethical uncertainty would be misleading as one is not normally
uncertain about what one�s own judgement on something is (just what it should
be).
There are however at least two ways in which one can be uncertain about

the value to attach to a particular consequence or, more generally, whether one
consequence is preferable to another. Firstly one may be uncertain about the
factual properties of the consequence in question. If possession of the latest
Porsche model is the prize in a lottery one is considering entering, one may be
unsure as to how fast it goes, how safe it is, how comfortable and so on. This
is uncertainty of the ordinary kind and, if one wishes, it can be �transferred�
(subject to some quali�cations discussed in the next section) from the conse-
quence to the state of the world by making the description of the consequence
more detailed. For example, the outcome of the lottery may be regarded as
having one of several possible consequences, each an instantiation of the schema
�Win a car with such and such speed, such and such safety features and of such
and such comfort�, with the actual consequence of winning depending on the
uncertain state of the world.
Secondly one can be unsure as to the value of a consequence, not because

of uncertainty about its factual properties, but because of uncertainty about
whether these properties are valuable or as to how valuable they are. One
may know all the speci�cations, technical or otherwise, of the latest Porsche
and Ferrari models, so that they can be compared on every dimension, but be
unsure whether speed matters more than safety or comfort. Once all factual
uncertainty has been stripped from a consequence by detailed description of its
features, one is left with pure value uncertainty of this kind.
When we assume that values are given, we take this uncertainty to have been

resolved in some way. This could be because we assume that there is a fact of the
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matter as to how good a consequence is or as to whether one outcome is better
than another, a fact that would be detailed by the true axiology. But it could
also be because the description of the decision problem itself comes with values
�built-in�. For instance, in a problem involving a decision between two courses
of medical treatment, it may be that a limited number of value considerations
apply in the assessment of these treatments: number of patients saved, amount
of discomfort caused, and so on. The decision theorist will be expected in such
circumstances to apply only the relevant values to the assessment of the options,
and to set aside any other considerations that he or she might �subjectively�
consider to be of importance. A large number of applications of expected utility
theory take place in this sort of environment, when the issue of what values to
apply have been settled by prior public policy debate.
In many situations, however, values are not given in any of these ways and

the agent may be uncertain as to the value she should attach to the relevant
prospects. In these circumstances the utility that the agent assigns to a con-
sequence will re�ect a subjective value judgement expressing her ethical uncer-
tainty. What kind of judgement this is is a matter of considerable controversy,
in particular regarding whether it expresses beliefs about factual properties of
the consequences on which its desirability depends, beliefs about the objective
normative properties instantiated by the consequences, or a judgement of a dif-
ferent kind to a belief. Formally, on the other hand, the only matter of concern
is whether such judgements are adequately captured by utility ascriptions. If
they are (as I believe), then considerations of ethical uncertainty will have inter-
pretative, but not formal, implications for expected utility theory. If not, new
formal tools will need to be developed.

3.3 Option uncertainty

In the state-consequence representation of a decision problem that we started
with, actions were associated with de�nite consequences, one for each state
of the world. But in real decision problems we are often unsure about the
relationship between actions, worlds and consequences in essence because we do
not know what consequence follows in each possible state of the world from a
choice of action. For instance, we may be uncertain as to whether taking an
umbrella will certainly have the consequence of keeping us dry in the event of
rain. Perhaps the umbrella has holes, or the wind will blow it inside out or
the rain will be blown in from the sides. We can put this di¢ culty in slightly
di¤erent terms. If an action is de�ned as a particular mapping from states to
consequences, then no uncertainty can arise about its consequences. But what
we will then be unsure about is which actions are actually available to us i.e.
which of the various hypothetical actions are real options. Whether we describe
the problem as uncertainty about what options we have or as uncertainty about
the consequences, in each state of the world, of exercising any of the options
we know we have, is of little substance, and I shall use the same term - option
uncertainty - to denote both.
Decision theorists tend to �push�this uncertainty into the states of the world,

by re�ning their description until all such contingencies are taken care of. They
will regard a state of the world as insu¢ ciently described by the absence or pres-
ence of rain, and argue that one needs to specify the wind speed and direction,
the quality of the umbrella, etc. There are two reasons why this strategy will
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not work on all occasions. Firstly because, according to our best scienti�c the-
ories, the world is not purely deterministic. When the conditions under which
a coin is tossed do not determine whether a coin will land heads or tails, for
instance, the act of tossing the coin does not have a predictable consequence in
each state of the world. And secondly, even if we are in a purely deterministic
set-up, it may be subjectively impossible for the decision maker to conceive of
and then weigh up all the relevant contingencies or to provide descriptions of
the states of the worlds that are su¢ ciently �ne-grained as to ensure that a
particular consequence is certain to follow, in each state, from the choice of any
of the options open to them.
There are three strategies for handling this problem. One way is to use

descriptions of the states of the world that identify the set of the conditions
su¢ cient for the determination of the consequence, given the performance of
the action, without actually enumerating the conditions. For instance, in-
stead of de�ning actions in terms of states and consequences, we could take
actions and consequences as our primitives and then de�ne states of the world
as consequence-valued functions ranging over actions. Similar strategies are ad-
vocated in the philosophical literature. Lewis [33], for instance, treats states as
�dependency hypotheses�, which are just maximally speci�c propositions about
how consequences depend causally on acts, while Stalnaker�s [45] suggests that
a state of the world be denoted by a conjunction of conditional sentences of the
form �If action A were performed then consequence C would follow; if action A�
were performed then consequence C�would follow; if ... �. By pursuit of any
version of this strategy, option uncertainty is transformed into a particular kind
of state uncertainty, namely uncertainty as to the true mapping from actions to
consequences or as to the truth of the conjunction of conditionals that describes
it.
A second strategy is to coarsen the description of the consequences to the

degree necessary to ensure that we can be certain it will follow from the exercise
of an option in a particular state. As Richard Je¤rey ([25]) points out, conse-
quences may be identi�ed by nothing more than act-state pairs, such as taking
an umbrella in the rain and taking it in the snow. In his approach the out-
comes of acts are taken to be logical consequences of act-state descriptions, but
the coarsening of consequence-descriptions necessary to ensure option certainty
need not be as radical as this.
Pursuit of this strategy converts option uncertainty, not into ordinary uncer-

tainty about the state of the world, but into uncertainty about the desirability
of the consequence as described - one part of what I previously called value
uncertainty. We may be sure that the act of taking an umbrella will have the
consequence in a rainy state of being able to protect ourselves against the rain
by opening the umbrella. But whether this is a good thing or not depends on
contingencies that by assumption we are unable to enumerate or identify. How
bad it is to get soaked, for instance, depends on how cold the rainwater is. And
rain temperature may be a variable about whose determinants we know very
little. Whatever utility value we assign to the coarse-grained consequence of
having an umbrella as rain-protection will embody this uncertainty and hence
should be susceptible to revision.
The last strategy to consider, also originating in Richard Je¤rey�s work, is

the most radical and involves embracing option uncertainty rather than trying
to reduce it to some other kind of uncertainty. This requires to think of actions
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not as functions from states to consequences, but as probability distributions
over consequences. We will discuss this strategy in greater detail later on when
presenting Je¤rey�s theory.

4 Choice and Preference

Earlier we claimed that when a decision maker faces no uncertainty she should
choose the option with the best consequences. There are two basic assump-
tions involved here. The �rst is Consequentialism: the idea that the only thing
relevant to choice in these circumstances is the outcome or consequence of so
choosing and not any feature of the means or process by which this outcome
is achieved.4 The second assumption is that there exists some value standard
applicable to the outcomes which licenses talk of one or more of them being
best. Jointly they entail that the decision maker ought to choose the action
with the best consequence.
The value standard can have di¤erent interpretations, which in turn will

imply di¤erent readings of the ought expressed by the choice principle. When
the relevant standard is a subjective one, such as that based on the decision
maker�s preferences, the ought expresses a requirement of rationality, namely
that she make a choice that is consistent with her subjective evaluation of its
outcome. When the standard is an objective one, the prescription is to choose
the action that has the outcome that is objectively best.

4.1 Preference Relations

Let us try and make these claims more exact. First, some basic vocabulary. Let
X = f�; �; :::g be a set of objects and let R be a binary relation on X. We say
that R is:

1. Transitive i¤ for all �; �; 
 2 X, �R� and �R
 implies that �R
 (and
intransitive otherwise)

2. Complete i¤ for all �; � 2 X, �R� or �R� (and incomplete otherwise)

3. Re�exive i¤ for all � 2 X, �R� (and irre�exive otherwise)

4. Symmetric i¤ for all �; � 2 X, �R� implies �R�

5. Antisymmetric i¤ for all �; � 2 X, �R� and �R� implies that � = �

6. Acyclic i¤ for all �1; �2; :::; �n 2 X, �1R�2; �2R�3; :::; �n�1R�n implies
that not �nR�1.

In conditions of certainty, the assumption of Consequentialism implies that
an option may be identi�ed with the consequence of choosing to exercise it. So
we can let the same set of alternatives represent both the options amongst which
the agent must choose and the outcome of doing so. (A note of caution: to say

4 It should be noted that the assumption of consequentialism does not rule out a role for
non-consequentialist considerations, in particular in determining the composition of the set of
options. For instance if some actions are not permissable because they would violate someone�s
rights then they would be excluded from the option set. What it does assume is that such
non-consequentialist considerations do not enter beyond this point.
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that the consequence is certain is not to say that it is fully speci�ed, so there
may be disguised uncertainty.)
The decision maker�s value standard is represented by a binary relation � on

this set. Intuitively �� � ��means, on a subjective interpretation, that � is not
preferred to �; on an objective one, that � is not better than � . In accordance
with standard terminology I will call � a weak preference relation, without
meaning thereby to impose a subjective interpretation. The strict preference
relation �, indi¤erence relation �, and comparability relation ./, all on the set
of alternatives X, are then de�ned by:

1. � � � i¤ � � � and not � � �

2. � � � i¤ � � � and � � �

3. � ./ � i¤ � � � or � � �.

It will be assumed throughout that �, � and ./ are all re�exive, that �
and ./ are also symmetric, and that � is antisymmetric. It is common to
assume that these relations are weak orders, i.e. that they are both transitive
and complete. But the status of these two properties is very di¤erent. There
are compelling grounds, on both subjective and objective interpretations, for
assuming transitivity. Some authors have even argued that it belongs to the
logic of comparative relations that they should respect it (e.g. Broome [9]).
Completeness on the other hand cannot plausibly be said to be a requirement
of rationality. Not only are we often unable to reach a judgement or don�t need
to, but on occasion it would be wrong of us to do so, e.g. when we expect
to receive decisive information in the near future. Nor are there compelling
grounds for supposing that objective betterness is complete: some goods may
simply be incommensurable.
Why then do decision theorists so often assume completeness? One reason is

that it makes the business of proving representation theorems for decision prin-
ciples a lot easier mathematically speaking. A second reason lies in the in�uence
of the Revealed Preference interpretation of decision theory. On this view hav-
ing a preference for one alternative over another just is to be disposed to choose
the former over the latter when both are available. Since agents are plausibly
disposed one way or another in any choice situation (some choice is made after
all), it follows that revealed preferences must be complete. But this interpreta-
tion has little to o¤er decision theory construed as either an explanatory or a
normative theory. For if preferences are simply choice dispositions then citing
someone�s preferences cannot provide either an explanation or a justi�cation of
what they choose.5

The third argument, that completeness should be regarded as a requirement
of coherent extendibility, is the most cogent. The idea is this: although it is not
a requirement of rationality that we should have reached a preference judgement
regarding all prospects, it should nonetheless be possible to extend our current
set of preferences to one which is both complete and consistent by reaching
judgements about new prospects. If our current judgements are coherently

5To be clear, it is the ontological doctrine just described that should be rejected, not the
associated epistemological doctrine according to which knowledge of preferences ultimately
rests on observations of choice. The latter, in contrast to the former, has much to recommend
it.
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extendible, then we can be sure that reaching new ones will not require a revision
of our current preferences in order to retain consistency. Or to put it the other
way round, if our preferences are not coherently extendible then as we reach
judgements on prospects about which we formerly had no opinion, we run the
risk of �nding ourselves with an inconsistent set of preferences. Indeed we are
sure to if we make enough new judgements. This does not give us a decisive
reason to conform to the requirement of coherent extendibility, as inconsistency
can be avoided by revising some of our old judgements when we make new ones.
But it does suggest that, ceteris paribus, it is pragmatically desirable to do so.
Suppose we accept the case for conformity with the requirement of coherent

extendibility. Then by studying the case of complete preferences we can derive
a set of constraints on our beliefs and desires that must be ful�lled in order
that they too be coherently extendible. For instance, if we can show that the
rationality of a complete set of preferences implies that our beliefs must have
some particular property P, then we can conclude that our (incomplete) beliefs
must have the property of being extendible to a set of beliefs having P.

4.2 Choice

Let X be a �nite set of alternatives and C be a choice function on }(X): a
mapping from subsets A � X to subsets ? � C(A) � A. The choice function
C will be said to be speci�c i¤ its range is restricted to singleton sets. Intuitively
C(A) is the set of objects from the set A that could be chosen: could permissibly
be so in normative interpretations, could factually be so in descriptive ones.
When C is speci�c a further interpretation is possible, namely that C(A) is the
object observed to be chosen from the set A.
We are especially interested in the case when a choice function C can be

said to be based on, or determined by, a weak preference relation �. A natural
condition for this being the case is that an object is chosen from a set if and
only if no other object in the set is strictly preferred to it. Formally:

(PBC) � 2 C(A), 8� 2 A; � � �) � � �

PBC is sometimes called the Optimality condition. With a quali�cation that
will be made a little later on, PBC seems necessary for preference based choice.
But is it su¢ cient? Sen [43] suggests to the contrary that it is not enough
that nothing be (comparably) better than what is chosen, it must also be the
case that what is chosen is (comparably) no worse than any alternative. More
formally, preference-based choice should satisfy:

(Maximality) � 2 C(A), 8� 2 A;� � �

To examine these proposals let us use the weaker criterion of optimality to derive
a set-valued function on }(X) from the agent�s preferences by de�ning, for all
A 2 }(X) :

C�(A) := f� 2 A : :9� 2 A; � � �g
Then:

Theorem 1 (a) C� is a choice function i¤ � is acyclic
(b) Choice function C� satis�es Maximality , � is complete.
(c) Choice function C� is speci�c , � is complete.
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The proof of (a) and (b) can be found in Sen [43], (c) follows immediately.
Two comments. Firstly, Theorem 1(b) shows that to require satisfaction of

Strong PBC is to make completeness of an agent�s preferences a condition for
their choices to be preference-based. But this seems unreasonable. As we have
seen, completeness has little normative appeal as a preference condition and
someone with incomplete preferences whose choices satisfy PBC can be said to
be making these choices in the light of their preferences to the maximum extent
possible. On the other hand, as Theorem 1(c) shows, neither satisfaction of PBC
nor of Strong PBC is su¢ cient for preference to determine the choice of a speci�c
alternative. For when two alternatives are incomparable or indi¤erent then both
are permissible choices. The upshot is that we should regard satisfaction of PBC
as the mark of preference-based choice, noting that only when an agent�s strict
preferences are complete will this condition su¢ ce for preference to determine
choice completely.
Secondly, there are various ways of giving substance to the notion of being

preference-based. On an explanatory reading, it means that the decision maker�s
preferences explain the choices that she makes by providing the reasons for
them. On the other hand, on a normative reading, it means that the decision
maker�s preferences rationalise or justify the choices that she makes. Revealed
Preference theorists regard neither of these interpretations as warranted and
advocate a third, purely descriptive reading, according to which �preference-
based�means no more than that a choice function can be represented by a
preference relation. The �rst two interpretations give primacy to preferences,
with PBC doing service as a principle by which we infer properties of choice
from properties of preferences. The last interpretation, on the other hand, gives
primacy to the properties of choices and to the problem of deriving properties
of preferences from them.
The main condition of Revealed Preference theory is the Weak Axiom of

Revealed Preference (WARP), which says that if � should be chosen from a set
containing �, then whenever � should be chosen and � is available, � should
also be chosen. Formally, we follow Sen [43] in breaking this down into two
conditions:

Axiom 2 (WARP) Suppose �; � 2 B � A. Then:
(Condition Alpha) If � 2 C(A), then � 2 C(B)
(Condition Beta) If �; � 2 C(B) and � 2 C(A), then � 2 C(A)

Theorem 3 Let C be a choice function on }(X). Then:
(a) C satis�es Alpha if there exists a relation � on X such that C = C�
(b) C satis�es WARP i¤ there exists a weak order � on X such that C = C�.

Proof. (a) Suppose that there exists a relation � on X such that C = C�,
that � 2 B � A and that � 2 C(A). By de�nition 8� 2 A, � � � or � 6� �.
Hence 8� 2 B, � � � or � 6� �. Then by de�nition, � 2 C(B). (Note that the
converse is not true: it does not follow that if C satis�es Alpha that C� is a
choice function.) The proof of (b) can be found in Sen [43].
Theorem 3(b) seems to give Revealed Preference theory what it needs,

namely a characterisation of both the conditions under which the agent�s pref-
erences are �revealed�by her choices and of the properties of these preferences.
In particular if her choices respect WARP then a transitive and complete weak
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preference relation can be imputed to her which, together with PBC, determines
these choices. But this observation is of very little normative signi�cance in the
absence of a reason for thinking that choices should satisfy the WARP axiom.
The problem is that, unless � is complete, a preference-based choice function
need not satisfy condition Beta. Suppose, for example, that the agent cannot
compare � and �, but that no object in B is preferred to either. So both are
permissible choices. Now suppose that A = B [ f
g and that 
 is preferred to
� but not comparable with �. Then � is a permissible choice but not �. Since
it is no requirement of rationality that preferences be complete, I take it that
WARP is not normatively compelling. Hence preferences are not fully revealed
by the choices they determine.
Condition Alpha is sometimes called the Independence of Irrelevant Alterna-

tives condition in view of the fact that it implies that the framing of the choice
set shouldn�t in�uence an agent�s preferences. The fact that it is implied by
PBC, in the sense given by Theorem 3(a), is grounds for thinking it should be
respected by choices. But as Sen has pointed out, the composition of the choice
set itself can matter. When o¤ered the choice between staying for another drink
or leaving the party, I might choose to stay. But if o¤ered the choice between
leaving the party, staying for a drink or staying to participate in a satanic ritual
I may well choose to leave.
It seems therefore that what preference-based choice requires is something

more subtle than picking non-dominated alternatives relative to a given prefer-
ence relation. It is this: that we should not choose any alternative from a set,
when there is another in that set that it strictly preferred to it, given the set
of alternatives on o¤er. Making this criterion for preference-based choice for-
mal is tricky. Nonetheless, as we shall see later on, it has important conceptual
implications.

5 Utility Representations

Preference relations that are weak orders can be represented numerically, thereby
allowing for an alternative characterisation of rational choice. More exactly, let
us call a function U : X ! R, a utility representation of the weak order �, i¤
for all �; � 2 X:

� � � , U(�) � U(�)

Then:

Theorem 4 Suppose that the preference relation � is a weak order on a count-
able set X. Then there exists a function U that is a utility representation of
�. Furthermore U 0 is another such a utility representation i¤ U 0 is a positive
monotone transformation of U i.e. there exists a strictly increasing function
f : R! R such that U 0 = f � U .

See Kranz et al [29, Section 2.1] for a proof of this theorem. In case X is not
countable, numerical representability is not assured for weak orders unless X
has a �dense�subset - one containing elements lying (in the weak order) between
any two prospects in X. When the preference order is lexicographic for instance
this condition will be violated. In contrast, any continuous weak relation on a
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connected topological space is numerically representable by a continuous func-
tion (see Kreps [30] for details), where the continuity of a relation is de�ned as
follows:

Continuity : For any subset f�ig such that �1 j= �2 j= ::: j= �n and � % �n %

, � % �i % 
, for all large i.

These representation results have an obvious weakness: the assumption that
preferences are complete. But it is in fact simple enough to generalise the result
to all transitive preference relations, complete or otherwise, by de�ning a utility
representation of the transitive relation � to be a set U of utility functions such
that for all �; � 2 X, � � � i¤ for all U 2 U , U(�) � U(�). Such a set U may
be constructed by placing in it, for each possible �completion�of �, a utility
function that represents the resultant weak order. It follows that the set will
inherit the uniqueness properties of its elements i.e. that U will be unique up to
positive monotone transformation. More formally, let us say that a preference
relation � on a set X is represented by a set of real-valued functions � just in
case for all �; � 2 X;

� % � , F 2 8F 2 �; F (�) � F (�)

Then:

Theorem 5 (Evren & OK [13, p.5]) Let % be a weak order on a set X:Then
there exists a set � of real-valued functions that represents �.

Theorem 4, together with the discussion in the previous section, implies that
choices that are preference-based, in the sense of satisfying Strong PBC, are util-
ity maximising. But one must be careful not to attach too much signi�cance to
this characterisation of utility maximisation. The mere existence of the function
U that represents preferences does not in itself explain the agent�s preferences,
nor does it justify them. It merely describes them numerically. The contrast
with belief is instructive. Under certain conditions (which will be described
later on), a correspondence can be established between beliefs and preferences
over speci�c alternatives, namely those whose desirability depends on the truth
of the contents of the beliefs in question. In this case we are inclined to speak of
the beliefs being the cause or reason for the preference. This is because we have
independent scienti�c grounds for attributing causal powers to beliefs. Similarly
for preferences. But we have no such grounds for attributing causal or justi�ca-
tory powers to the utilities of alternatives distinct from the agent�s preferences
for them. We might speak, as I will do, of a utility judgement and the consid-
erations upon which it is based. But this is no more than shorthand for talk of
preferences, in which transitivity and completeness are taken for granted. Such
talk has its dangers: in particular it can encourage one to read more into the
numbers than is allowed by the representation. But it is also convenient; hence
our interest in being clear about their content.
Theorem 4 is rather weak, as the uniqueness properties of the utility repre-

sentation it establishes make manifest. With stronger assumptions about the
set of alternatives and preferences over them, more interesting properties of the
utility representation can be derived and its uniqueness increased. In the next
couple of sections we will characterise the conditions on weak orders under which
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there exists an additive utility representation of it. Since our primary interest is
in the normatively signi�cant properties of preference relations and correspond-
ing utility representations, and not with problem of numerical representation
itself, I will be somewhat cavalier in my statement of the more technical con-
ditions on preference orders. For example, to obtain a cardinal representation
of a weak order it is typically necessary to assume an Archimedean condition;
to ensure, in e¤ect, that any two objects in the domain of the weak order are
comparable, no matter how far apart they lie in that order. The exact condition
required will depend on the nature of the set of alternatives being assumed, and
for this reason I will not spell it out each time. For the details on these, the
most comprehensive source is Krantz et al [29].

5.1 Conjoint Additive Structures

For a �rst extension we return to our initial representation of a decision problem
as a matrix of locations and consequences. The objects of choice here are ordered
sets of outcomes, one for each possible state of the world or, more generally,
location. Consequently the set of alternatives forms a product set of the form
X = X1 �X2 � ::: �Xn, where each Xi is the set of possible outcomes at the
ith location. A pro�le (x1; x2; :::; xn) 2 X could be a set of attributes of a good,
for instance, or a set of allocations to individuals, or a set of events at di¤erent
times.
This structure allows for stronger assumptions about rational preference and

a correspondingly richer utility representation of them. For any subset K of the
set of possible locations, let XK :=

Q
j2K Xj . For any partitions fK;Lg of the

set of locations, let (a; c) be the member of X where a 2 XK denotes the values
of the locations in K and c 2 XL denotes the values of the locations in L. Then
consider:

Axiom 6 (Strong Separability) For all partitions {K,L} of the set of locations
and for all a; b 2 XK and c; d 2 XL :

(a; c) � (b; c), (a; d) � (b; d)

The axiom of strong separability appears in di¤erent contexts under a wide
variety of names, most notably Joint Independence (Krantz et al [29]) and the
Sure-Thing Principle (Savage [42]) for the case where locations are states. It
has a strong claim to be the most interesting and important of the conditions
regularly invoked by decision theorists. On the one hand, it does not have the
same normative scope as the transitivity condition. For instance, consider its
application to allocations to di¤erent individuals. In this context Strong Sepa-
rability rules out a direct sensitivity to inequality, such as might be manifested
in a preference for (a; a) over (b; a) and for (b; b) over (a; b). Similarly in appli-
cations to decisions with outcomes at di¤erent temporal locations it rules out a
preference for novelty over repetition, such as might be manifested in a prefer-
ence for (a; b) over (b; b) and for (b; a) over (a; a). On the other hand, in many
applications and when outcomes are carefully described, the axiom does seem
normatively compelling. We return to this in the discussion of decision making
under uncertainty.
Let us say that a location l is essential just in case there exist xl and yl such

that (x1; ::; xl; :::; xn) � (x1; ::; yl; :::; xn) for all x1; :::; xn 2 XN�l. And let us
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say that � is solvable on X just in case (x1; ::; �xl; :::; xn) � (y1; ::; yl; :::; yn) �
(x1; ::; xl; :::; xn) implies that there exists an xl such that (x1; ::; xl; :::; xn) �
(y1; ::; yl; :::; yn). If the preference relation � is Archimedean and solvable on X,
then we call the pair hX;�i an additive conjoint structure. Then:

Theorem 7 Let hX;�i be an additive conjoint structure with at least three
essential locations. Assume that � satis�es Strong Separability. Then there
exists a utility representation U of � on X such that for all (x1; x2; :::; xn) 2 X:

U(x1; x2; :::; xn) =
nX
j=1

uj(xj)

for some family of functions uj : Xj ! R. Furthermore if U 0 and the u0j
are another such a family of utility representations, then there exists constants
a; b; aj ; bj 2 R such that U 0 = aU + b and u0j = aj :uj + bj.

The proof of this theorem involves three main steps (see Krantz et all [29] for
details). First, we observe that by application of Theorem 4, there exists a utility
representation U of � on X, unique up to positive monotone transformation.
The second step is to derive location-relative preference relations from �, in
which essential use is made of Strong Separability. In the light of Theorem 4
this implies the existence of location-relative utility functions - the uj - also
unique up to positive monotone transformation. The �nal step is to show that
judicious choice of scales for the uj permits U to be expressed as a sum of them.6

Theorem 7 has many applications. For a historically important example sup-
pose that the Xj are di¤erent individuals and the xj allocations that are made
to them. Then Theorem 7 asserts the existence of an additive utility representa-
tion of any set of strongly separable preferences over allocations to individuals.
This is typically called a utilitarian representation of social decisions.

5.2 Linear Utility

We now consider an even richer structure on the objects and a stronger restric-
tion on preferences su¢ cient to ensure the existence of a linear representation
of them. A set of objects X is said to be a mixture set i¤ for all �; � 2 X and
any 0 � k � 1, there exists an element in X, denoted by k� + (1 � k)�, such
that:

1. If k = 1 then k�+ (1� k)� = �

2. k�+ (1� k)� = (1� k)� + k�

3. For all 0 � l � 1, l(k�+ (1� k)�) + (1� l)� = lk�+ (1� lk)�

Axiom 8 (Linearity) For all �; �; 
 2 X and any 0 � k � 1:

� � � , k�+ (1� k)
 � k� + (1� k)

6 It is important to note that it�s essential to the possibility of an additive representation

that no cross-locational comparisons are possible. For such comparisons would constrain the
co-scaling of the uj and there would then be no guarantee that the permitted co-scaling
allowed for an additive representation.
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Axiom 9 (Archimedean) For all �; �; 
 2 X, if � � 
 � � then there exist k
and l such that:

k�+ (1� k)� � 
 � l�+ (1� l)�

Theorem 10 (Herstein and Milnor, 1953) Assume that X is a mixture set and
that � is an Archimedean weak order on X that satis�es the Linearity axiom.
Then there exists a utility representation U of � on X such that for all �; � 2 X:

U(k�+ (1� k)�) = kU(�) + (1� k)U(�)

Furthermore U 0 is another such a utility representation i¤ U 0 is a positive linear
transformation of U i.e. there exists constants a; b 2 R such that U 0 = aU + b.

One very important application of the idea of a mixture space is to lotteries.
Let Z be a (�nite) set of outcomes or �prizes�and let the set of lotteries � = fpig
be a set of a probability mass functions on these outcomes i.e. each pi 2 � is a
function from the z 2 Z to the interval [0; 1] such that

P
z pi(z) = 1. For any

pi; pj 2 �, let kpi + (1 � k)pj , called the k-compound of pi and pj , denote the
member of � de�ned by:

(kpi + (1� k)pj)(z) := kpi(z) + (1� k)pj(z)

It follows that � is a mixture set of lotteries.
When applied to lotteries the Linearity axiom is typically called the Inde-

pendence axiom: it says that if two lotteries pi and pj are equally preferred then
a k-compound of pi and pk is equally preferred to a k-compound of pj and pk.
The Archimedean condition amounts to saying that no matter how good pi is
(how bad pj is) there is some compound lottery of pi and pj which gives pi such
small (large) weight that pk is strictly preferred to it (it is strictly preferred to it
pk). Or more pithily, everything can be traded o¤ if the probabilities are right.

Theorem 11 (Von Neumann and Morgenstern) Let � be an Archimedean weak
preference order on � that satis�es the Independence (Linearity) axiom. Then
there exists a utility representation U of � on � and a function u : Z ! R such
that for all pi 2 �:

U(pi) =
X
z2Z

pi(z):u(z)

See Kreps [30] for an instructive proof of this result. Von Neumann and
Morgenstern�s theorem is usually considered to belong to the theory of decision
making under uncertainty and its appearance here bears out my earlier claim
that the distinction between certainty and risk is a matter of perspective. When
making decisions under risk we know what situation we face, even if we don�t
know what the �nal outcome will be. This makes it a convenient bridgehead to
the topic of uncertainty.

6 Decisions under Uncertainty

It is now time to make more precise the claim that in situations of uncertainty,
choices should maximise expected utility. Although this prescription is still
consequentialist in spirit the explicit introduction of uncertainty requires a more
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nuanced expression of what Consequentialism entails in these circumstances.
More speci�cally, in these circumstances, the choice-worthiness of an action
depends not only on the consequences of the action but also on the relative
likelihood of the possible states of the world in which the consequences might
be realised. The prescription to maximise expected utility is made relative to
a speci�cation of the probabilities of states of the world and utilities of the
consequences. There are thus two relations that need to be examined: the value
relation that we discussed before and a possibility or probability relation on the
states of the world expressing the decision maker�s state of uncertainty. Both
the properties of these relations and of the quantitative representations of them
are relevant to the derivation of the expected utility principle.
Like the value ordering, the possibility ordering can be given both a subjec-

tive and objective interpretation, as can the numerical probabilities based on
it. This means that in principle the prescription to maximise expected utility
is amenable to four di¤erent readings with quite di¤erent normative implica-
tions. If both are construed objectively (as in, for instance, Broome [9]) then
the principle prescribes action which maximises the objective expectation of
goodness. If preferences are subjective but probabilities are objective (as they
are in Von Neumann-Morgenstern decision theory [47]) then the principle pre-
scribes maximisation of the objective expectation of subjective preference. If
both are construed subjectively (as in Savage [42]) then the prescription is to
maximise the subjective expectation of subjective preference and so on.
As the normative claims of these di¤erent interpretations of expected utility

theory are rather di¤erent, one should not expect that one type of argument
will serve to justify all of them. What we can do however is to build a common
platform for such arguments by identifying the properties of the two ordering
relations that are necessary and su¢ cient for the existence of an expected utility
representation that justi�es (either by rationalising or by normatively validat-
ing) the decision maker�s choice. By an expected utility representation, I mean
an assignment of utilities to consequences and probabilities to states of the world
such that the agent�s preferences over options cohere with their expected utility.
More formally, let 
 be a set of consequences, S = fs1;s2;:::g be a set of

states of the world and F = fA;B;C; :::g be the set of subsets of S, called
events. Finally let � = ff; g; h; :::g be the set of actions, where an act is function
from S to 
. In the light of an earlier remark that the di¤erence between states
and consequences is pragmatic rather than ontological, it makes sense to treat
the latter as a type of event, rather than following Savage in treating them as
logically distinct. Formally this means that 
 � F .
Let � be a preference relation on the set of actions. A function V : �! R

is called an expected utility representation of � i¤ V is a utility representation of
� and there exists a real valued function u : 
! R and a probability function
Pr : F ! R such that for all f 2 �:

V (f) =
X
si2S

Pr(fsig):u(f(si))

Our examination will be conducted in two steps. In the �rst we apply the
Von Neumann and Morgenstern theory to decision making under risk, i.e. to
conditions in which probabilities are given. And in the second we present Sav-
age�s derivation of such a probability from the agent�s preferences.
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6.1 Expected Utility Theory

Suppose that our decision problem takes the form given by Table 1. We want
to know under which conditions a preference relation over the available options
has an expected utility representation. Consider �rst a situation in which the
probabilities of the states of the world are known, a circumstance to which
Von Neumann-Morgenstern utility theory is usually applied. It is important to
note that to do so we must assume that the decision problem we face can be
adequately represented as a choice between lotteries over outcomes. For this it
is not enough that we know the probabilities of the states, we must also assume
that the only feature of these states which matters for our choice of action is
their probability. In particular, the fact that an outcome is realised in one state
or another must not in�uence its desirability. This is known as the assumption
of state-independence. It appears in an explicit form in the axiomatisations of
expected utility theory given by Savage and by Anscombe and Aumann, but
is merely implicit in the adoption of the Von Neumann-Morgenstern theory in
situations of risk.
Let us call an act that satis�es these assumptions a lottery act. Then, on

the basis of Theorem 11, we can make the following claim:

Proposition 12 If preferences over lottery acts are linear and Archimedean
then they have an expected utility representation.

Normatively the implication is that, given a value relation on outcomes and
a probability on states of the world, the only permissible actions are those that
maximise the expectation of a utility measure of the value relation. Note that
the utility representation is itself constrained by the assumption that preferences
are linear because these imply that the manner in which outcomes are weighed
against each other is sensitive in a particular way to their probabilities i.e. the
assumption encodes a view about how value articulates with probability. This
will be re�ected, for instance, in the fact that if a preferred outcome has half
the probability of a less preferred one, then its value (as measured by utility)
must be twice that of the latter if the decision maker is to remain indi¤erent
between the two.
The manner in which utility is cardinalised imposes signi�cant constraints

on how utility is interpreted. Suppose for instance that an agent is risk averse
with respect to money in the sense that she prefers £ 50 for certain to a gam-
ble yielding £ 100 with 50% probability and £ 0 with 50% probability. Then an
expected utility representation of her preferences requires that the utility di¤er-
ence between receiving £ 50 and receiving £ 100 will be greater than the utility
di¤erence between receiving nothing and receiving £ 50.
Both Arrow [3] and Sen [43] make the following objection. This way of

cardinalising utility mixes up the intrinsic value to the agent of the money
received with her attitude to risk taking. For it doesn�t allow us to distinguish
cases in which the agent prefers the £ 50 for certain to the gamble because of the
diminishing marginal value of money from the case in which she does because
she dislikes taking risks and is not willing to endanger the £ 50 for an even chance
of doubling her money. Defendants retort that the notion of the intrinsic value
being invoked in this argument lacks clear meaning. To give it a content we
must be able to say how, at least in principle, we could separate the value
component of preferences from the risk component that distorts it, leading to a
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decomposition of utility into a risk and a value component. This challenge has
not, in my opinion, been completely met to this date. But the conceptual point
remains valid: there may be more than one type of factor contributing to an
agent�s preferences (apart from her beliefs).
A quite di¤erent line of criticism concerns not the interpretation of the ex-

pected utility representation, but the claims about rational preference upon
which it sits. The main focus of attention in this regard has been the axiom
of Independence and its violation in the so-called Allais�paradox. To illustrate
the paradox, consider two pairs of lotteries yielding monetary outcomes with
the probabilities given in the following table.

Lottery

Table 3: Allais�Paradox
Probability 0.01 0.1 0.89

I $1000,000 $1000,000 $1000,000
II $0 $5000,000 $1000,000

III $1000,000 $1000,000 $0
IV $0 $5000,000 $0

Allais [1] hypothesised that many people, if presented with a choice between
lotteries I and II would choose I, but if presented with a choice between III
and IV, would choose IV. Such a pattern of choice is, on the face of it, in vi-
olation of the Independence axiom since the choice between each pair should
be independent of the common consequences appearing in the third column of
possible outcomes. Nonetheless Allais� conjecture has been con�rmed in nu-
merous choice experiments. Moreover many subjects are not inclined to revise
their choices even after the con�ict with the requirement of the Independence
axiom is pointed out to them. So the �refutation�seems to extend beyond the
descriptive interpretation of the axiom to include its normative pretensions.
There are two lines of defense that are worth exploring. The �rst is to

argue that the choice problem is under-described, especially with regard to the
speci�cation of the consequences. One common explanation for subjects�choices
in these experiments is that they choose I over II because of the regret they would
feel if they chose II and landed up with nothing (albeit quite unlikely), but IV
over III because in this case the fact that it is quite likely that they will not win
anything whatever they choose diminishes the force of regret. If this explanation
is correct then we should modify the representation of the choice problem faced
by agents so that it incorporates regret as one possible outcome of making a
choice. The same would hold for any other explanation of the observed pattern
of preferences that refers to additional non-monetary outcomes of choices.
The second line of defensive argument points to the gap between preference

and choice. As we noted before, the speci�cation of the choice set can in�uence
the agent�s attitudes. This is just such a case. In general the attitude we take
to having or receiving a certain amount of money depends on our expectations.
If we expect $100, for instance, then $10 is a disappointment. Now the expec-
tation created by presenting the agent with two lotteries to choose from is quite
di¤erent in the case where the choice is between lotteries I and II and the one in
which the choice is between lotteries III and IV. In the �rst case they are being
placed in a situation in which they can expect to gain a considerable amount of
wealth, while in the second they are not. In the �rst they can think of them-
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selves as being given $1000,000 and then having the opportunity to exchange it
for lottery II. In the second case they can think of themselves as being handed
some much lesser amount (say, whatever they would pay for lottery III) and
then being given the opportunity to exchange it for lottery IV. Seen this way
it is clear why landing up with nothing is far worse in the �rst case than in the
second. It is because of what one has given up for it. In the �rst case landing up
with nothing as a result of choosing II is equivalent to losing $1000,000 relative
to one�s expectations, whereas in the second case it is equivalent to losing some
much smaller amount.
Both of these defences are unattractive from the point of view of constructing

a testable descriptive theory of decision making under uncertainty. The �rst
approach makes it very hard to tell what choice situation the agents face, since
the description of the outcomes of the options may contain subjective elements.
The second approach makes it di¢ cult to use choices in one situation as a guide
to those that will be made in another, since all preferences are in principle
choice-set relative. But from a normative point of view they go some way to
supporting the claim that the Independence axiom is a genuine requirement of
rationality.
If we accept the normative validity of the Independence axiom, then we can

draw the following conclusion. When the choices that we face can be represented
by lotteries over a set of outcomes then rationality requires that we choose the
options with maximum expected utility relative to the given probabilities of
their outcomes and a given value/preference relation. What this leaves unan-
swered is why we should think that decision making under uncertainty can be
so represented. To answer it we must return to Savage.

6.2 Savage�Theory

Savage [42] proves the existence of an expected utility representation of pref-
erence in two steps. First he postulates a set of axioms that are su¢ cient to
establish the existence of a unique probability representation of the agent�s be-
liefs. He then shows that probabilities can be used to construct a utility measure
on consequences such that preferences amongst gambles cohere with their ex-
pected utilities, �rst on the assumption that the set of consequences is �nite and
then for the more general case of in�nite consequences. Since the second step
is essentially an application of Von Neumann and Morgenstern�s theory, we will
focus on the �rst and in particular on his derivation of a qualitative probability
relation over events.
Savage takes the preference relation to be de�ned over a very rich set of acts,

namely all functions from states to consequences. Because of its importance, I
have �promoted�the de�nition of the domain of the preference relation to being
an additional postulate.

P0 (Rectangular �eld assumption7): � = S � 


P1 (Ordering) � is (a) complete and (b) transitive.

For any events F;G 2 F , let acts �f and �g be the corresponding constant
acts such that for all states s, f(s) = F and g(s) = G: Given this de�nition it

7 I take this term from Broome [9].
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is straightforward to induce preferences over consequences from the preferences
over acts by requiring that F � G i¤ �f � �g.
Savage�s next step is to assume that the preference relation is separable

across events i.e. that the desirability of a consequence of an act in one state
of the world is independent of its consequences in other states. He does so by
means of his famous Sure-Thing principle. Consider the actions displayed in the
table below.

Events
Actions E E0

f X Y
g X� Y

Then action f should be preferred to action g i¤ consequence X is pre-
ferred to consequence X�. This is because f and g have the same consequence
whenever E is not the case, and so should be evaluated solely in terms of their
consequences when E is the case. Consequently any other actions f 0 and g0

having the same consequence as f and g respectively whenever E is the case,
and identical consequences when E is not, should be ranked in the same order
as f and g. More formally:

P2 (Sure-Thing Principle) Suppose that actions f , g, f 0 and g0 are such that
for all states s 2 E, f(s) = f 0(s) and g(s) = g0(s) while for all states
s =2 E, f(s) = g(s) and f 0(s) = g0(s). Then f � g i¤ f 0 � g0

In view of P2 we can coherently de�ne the conditional preference relation
�is not preferred to, given B�, denoted �B , by f �B g i¤ f 0 � g0, where the
acts f 0 and g0 are as de�ned in P2. Given P2, it follows from this de�nition
that the conditional preference relation is complete and transitive. This puts us
into territory familiar from the discussion of conjoint additive structures. Given
P0 - P2, Theorem 7 implies that there exists an additive utility representation
of preferences over acts that is unique up to positive a¢ ne transformation, i.e.
such that the value of each act is the sum of the state-dependent utilities of its
consequences.
This representation does not disentangle the contributions of the probabili-

ties of states from the desirabilities of the consequences. To go further, assump-
tions that ensure the comparability of the state-dependent utilities are needed.
Let us call an event E 2 F a null event i¤ f �E g, for all f; g 2 �. Then Savage
postulates:

P3 (State Independence) Let B 2 F be non-null. Then if f(s) = F and
f 0(s) = G for every s 2 B, then f �B f 0 , F � G

The state independence assumption ensures the ordinal uniformity of prefer-
ences across states, but is not strong enough to ensure the cardinal comparability
of the state-dependent utilities. The next step is the crucial one for ensuring
this as well as for obtaining a probability representation of the agent�s attitudes
to events. First Savage de�nes a �more probable than�relation, D, on the set of
events. Consider the following pair of actions:

Events
Action A A0

f X Y

Events
Action B B0

g X Y
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Actions f and g have the same two possible consequences, but f has the
preferred consequence whenever A is the case and g has it whenever B is the
case. Now suppose that consequence X is preferred to consequence Y . Then f
should be preferred to g i¤A is more probable than B because the action which
yields the better consequence with the higher probability should be preferred to
one which yields it with lower probability. More formally:

De�nition 13 (Qualitative probability) Suppose A;B 2 F . Then A D B i¤
f � g for all actions f and g and consequences X and Y such that:
(i) f(s) = X for all s 2 A, f(s) = Y for all s =2 A,
(ii) g(s) = X for all s 2 B, g(s) = Y for all s =2 B,
(iii) X � Y

In e¤ect the circumstances postulated by this de�nition provides a �test�for
when one event is more probable than another. A further postulate is required
to ensure that this test can be used to compare any two events in terms of their
relative probability.

P4 (Probability Principle) D is complete

To apply Theorem 7, our earlier representation theorem for additive conjoint
structures, we need to con�rm that the derived �more probable than�relation
is not only complete, but transitive and quasi-additive. In fact this follows
straightforwardly from P0 - P4 and the de�nition of the �more probable than�
relation. Two further structural axioms are required to ensure that the quali-
tative probability relation de�ned by P4 can be represented numerically.

P5 (Non-Triviality) There exists actions f and g such that f � g.

P6 (Non-Atomicity) Suppose f � g. Then for all X 2 F , there is a �nite
partition of S such that for all s 2 S :
(i) (f 0(s) = X for all s 2 A, f 0(s) = f(s) for all s =2 A) implies f 0 � g.
(ii) (g0(s) = X for all s 2 B, g0(s) = g(s) for all s =2 B) implies f � g0.

P6 is quite powerful and implies that there are no consequences which are so
good or bad, that they swamp the improbability of any given event A. Nonethe-
less neither it nor P5 raises any pressing philosophical issues. And using them
Savage proves:

Theorem 14 There exists a unique probability function Pr on F such that for
all A;B 2 F :

Pr(A) � Pr(B), A D B

It is not di¢ cult to see how in principle this theorem can serve as the basis
for deriving an expected utility representation. In essence what needs to be es-
tablished is a correspondence between each act f and a lottery which yields each
possible consequence C 2 
 with probability, Pr( f�1(C)). Then since Savage�s
postulates for preferences over acts with a �nite number of consequences imply
that the induced preferences over the corresponding lotteries satisfy the Von
Neumann and Morgenstern axioms, the utility of each such act can be equated
with that of the expected utility of the corresponding lottery. The proof of this
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is far from trivial and we won�t examine it here - see Savage [42] or Kreps [30]
for details.8

6.3 The Status of Savage�s axioms

In evaluating Savage�s axioms it is useful to distinguish, in the manner of Sup-
pes [46], between those axioms expressing a requirement of rationality and those
that play a technical or structural role in the proof of the representation the-
orem. In Suppes� view only P5 and P6 are structural axioms and the rest
rationality conditions. In support of this classi�cation, he notes that only these
two conditions make existential demands on the environment and that neither
is implied by the existence of an expected utility representation of preference.
Joyce [26] adds P0, the rectangular �eld assumption, and P1a, the completeness
assumption to the list of structural axioms. It is clear that neither is a ratio-
nality condition. Furthermore both make existential claims - respectively about
the richness of the action space and about the judgemental state of the agent -
and neither is necessary for the existence of a numerical representation, though
the latter is implied by expected utility representations.
The only axioms that are unambiguously principles of rational preference

are P1b, the transitivity condition, and P2, the Sure-Thing principle. P4, the
Probability Principle is plausibly a principle of rationality, but it is not really
a fundamental principle of rational preference. Rather it is rationality con-
straint on the relation between belief and preferences. The status of P3, State-
Independence, is even less clear: should it be regarded as a pure rationality
claim, or as a constraint on the interpretation of consequences and states?
I shall argue that neither the Sure-Thing principle nor the State-Independence

assumption can plausibly be said to be unconditional rationality constraints.
Both require restrictions on the objects to which they refer if they are to be nor-
matively binding. The Sure-Thing principle is valid only if states are probabilis-
tically independent of the actions being compared, while State-Independence
only holds if consequences are given su¢ ciently �ne-grained descriptions, rela-
tive to those of the states, as to determine all aspects relevant to the agent�s
assessment of their desirability. Neither condition can be expressed without
reference to the very attitudes of the agent whose existence is supposed to be
established by the representation theorem. To get around this problem it may
be better to interpret these axioms as partly structural and as jointly assum-
ing the existence of a state-consequence representation of the decision problem
which satis�es these conditions.

The Sure-Thing Principle The most controversial of Savage�s axioms is
undoubtedly the Sure-Thing Principle, Savage�s version of the separability con-
dition that appears with di¤erent names in di¤erent contexts. Although the
Independence axiom of Von Neumann and Morgenstern�s decision theory is not
implied by the Sure-Thing principle alone (P3 in particular is also required),
the criticism based on Allais�paradox is clearly applicable here as well as are
the lines of defence previously sketched. We will not repeat this discussion.

8Savage in fact introduces one further postulate necessary for the extension of the expected
utility representation to in�nite consequences sets. This �nal postulate is very much in the
spirit of the Sure-Thing principle and as it does not raise any additional conceptual issues, I
will not state it here.
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But it is worth drawing attention to one further issue. As is evident from the
informal presentation of the Sure-Thing principle, it is essentially a principle of
weak dominance. That is to say that its intuitive appeal rests on the thought
that since only the consequences of an action matter to its evaluation, if the
consequences of one act are as least as good as those of another, and are better
in at least one event, then this act is better overall. But this application of
Consequentialism is mistaken. For it matters not just what consequences an ac-
tion has, but how probable these outcomes are and in particular how probable
it makes them. Two actions can have identical consequences but if one of them
brings about the better consequences with a higher probability than the other
then it should be preferred.
The upshot of this is that the Sure-Thing is not unconditionally valid as a

principle of rationality. It is binding only if the states of the world are probabilis-
tically independent of the acts being compared by reference to these states. But
this presents Savage with a very signi�cant problem. Amongst other things,
his representation theorem is supposed to establish conditions under which a
probability measure of belief can be attributed to the decision maker. But it
now seems that the attribution process depends on being able to establish what
the decision maker�s beliefs are in order to determine whether the Sure-Thing
principle is applicable. So Savage needs to assume precisely that which he hopes
to deduce. Remarkably this fundamental di¢ culty has been all but ignored in
the wide ranging decision-theoretic literature on belief identi�cation.

State-Independence The axiom of State-Independence requires that if con-
stant act f is preferred to constant act g, given some non-null event E, then
f is preferred to g, for any other non-null event F . It is not hard to produce
counterexamples. Consider an act which has the constant consequence that I
receive £ 100 and suppose I prefer it to an act with the constant consequence
that I receive a case of wine. Would I prefer receiving the £ 100 to the case of
wine given any event? Surely not: in the event of high in�ation for instance,
I would prefer the case of wine. One could retort that receiving £ 100 is not a
genuine consequence since its description fails to specify features relevant to its
evaluation. Perhaps �receiving £ 100 when in�ation is low�might be closer to
the mark. But then the rectangular �eld assumption forces us to countenance
actions which have this consequence, namely my receiving £ 100 when in�ation
is low, in states of the world in which in�ation is high. Such acts seems non-
sensical however and it is hard to see how anyone could express a reasonable
preference regarding them.
An objection of this kind was famously made by Robert Aumann in a letter

to Savage in 1971.9 Savage�s reply is interesting. He suggests that �a conse-
quence is in the last analysis an experience�[11, p. 79], the implication being
that experiences screen out the features of the world causing them and hence
have state-independent desirabilities. This is unpersuasive. Even the desirabil-
ity of experiences are contingent on the state of the world. On the whole I
prefer that I be amused than saddened (or experience amusement to experienc-
ing sadness), but I surely do not prefer it, given that a close friend has died. A
second objection is more fundamental. To identify consequences with subjective
experiences is to risk confusing the outcome of an action with one�s evaluation

9Printed, along with Savage�s letter in reply, in Drèze [11, pp 76-81].
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of it. When I want to make a decision, say about whether to go for a swim,
I need to know �rst what the outcome of this decision will be in the various
possible states of the world. Then I try and evaluate these outcomes.
To the objection that his theory countenances nonsensical or impossible acts,

Savage retorts that it is not necessary that the such acts �... serve something like
construction lines in geometry�[11, p. 79], and that they need not be available
in order for one to say whether they would be attractive or not. But he seems to
under-appreciate the problem. Consider the decision whether or not to buy a life
insurance policy that pays out some sum of money in the event of one�s death.
Now the pay-out is not a state-independent consequence in Savage�s sense, for
I am not indi¤erent between being paid while alive and being paid while dead.
However the natural re�nement gives us the consequence of �pay-out and dead�
which patently cannot be achieved in any state of the world in which I am alive.

State-Dependent Utility Although the assumption of state-independence
is essential to Savage�s representation theorem (and many others, including the
widely used Anscombe-Aumann theory [2]), it is not intrinsic to the principle
that rationality requires picking the option whose exercise has greatest expected
bene�t. Indeed Savage�s theory can be generalised to a state-dependent version
in the following way. For each state of the world sj let vj be a real-valued
(utility) function on consequences measuring their desirability in that state of
the world. Then the probability-utility matrix induced by the decision problem
takes the form:

States of the world
Options Pr(fs1g) ... Pr(fsng)
A1 v1(C11) ... vn(C1n)
... ... ... ...
Am v1(Cm1) ... vn(Cmn)

The expected bene�t on any option is given, as before, by the expected value of
the random variable which speci�es its consequences. In this case this is de�ned
by:

EU(Ai) =
nX
j=1

vj(Cij):Pr(sj)

Proving the existence of such a representation is straightforward: as we observed
earlier, given P0, P1 and P2 we can apply Theorem 7 to establish the existence of
uj such that U(Ai) =

Pn
j=1 uj(Cij) and then for any probability mass function

Pr on the states of the worlds de�ne vj :=
uj

Pr(sj):
: The problem is that the choice

of probability function Pr here is arbitrary and there is no reason to think that
it measures the decision maker�s degrees of belief. 10

7 Decision Theory: Evidential and Causal

This discussion of Savage�s axioms reveals that three conditions must be sat-
is�ed for the maximisation of expected utility to be a rational basis for choice
10See, for instance, Drèze [11], Karni et al [28] and Karni and Mongin [27] for a discussion

of this issue.
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(assuming the absence of option uncertainty). Firstly, there must be no option
uncertainty. Secondly, the desirability of each of the consequences must be in-
dependent both of the state of the world in which it obtains and the action that
brings it about. And thirdly, the states of world must be probabilistically inde-
pendent of the choice of action. Taken separately it is often possible to ensure
that for all practical purposes these conditions are met by taking care about
how the decision problem is framed. But ensuring that all three are satis�ed
at the same time is very di¢ cult indeed since the demands they impose on the
description of the decision problem pull in di¤erent directions. For instance
option uncertainty can be tamed by coarsening the description of outcomes, but
eliminating state-dependence requires re�ning them.
This problem provides strong grounds for turning our attention to a rival

version of subjective expected utility theory that is due to Richard Je¤rey and
Ethan Bolker. Je¤rey [25] makes two modi�cations to the Savage framework.
First, instead of distinguishing between the objects of preference (actions), those
of belief (events) and those of desire (consequences), Je¤rey takes the contents
of all of the decision maker�s attitudes to be propositions. And secondly, he
restricts the set of actions to those propositions that the agent believes he can
make true at will.
The �rst of these modi�cations we have already in e¤ect endorsed by ar-

guing that the di¤erence between states and consequences is pragmatic rather
than logical. Furthermore, if the contents of propositions are given by the set of
worlds in which it is true, then Je¤rey�s set of propositions will simply be Sav-
age�s set F of events, the only di¤erence between the two being that there is no
restriction of consequences to maximally speci�c propositions in Je¤rey�s frame-
work. This small modi�cation has a very important implication however. Since
states/events and consequences are logically interrelated in virtue of being the
same kind of object, consequences are necessarily state-dependent. This means
that Je¤rey�s theory is not subject to the second of the restrictions required for
Savage�s theory.
The second modi�cation that Je¤rey makes is more contentious and requires

a bit of explanation. If he followed Savage in de�ning actions as arbitrary
functions from partitions of events to consequences, the enrichment of the set
of consequences would lead to an explosion in the size of the set of actions.
But Je¤rey argues that many of the actions so de�ned would be inconsistent
with the causal beliefs of the decision maker. Someone may think they have the
option (which we previously named �taking the car�) of making it true that if
the tra¢ c is light they arrive on time, and if it�s heavy they arrive late, but not
believe that they have the option of making it true that if the tra¢ c is light they
arrive late, and if it�s heavy they arrive on time. Yet Savage�s rectangular �eld
assumption requires that such options exist and that the agent takes an attitude
to them. But if the agent doesn�t believe that such options are causally possible,
then any attitudes we elicit with regard to them may be purely artifactual.
We can look at this issue in a slightly di¤erent way. As we noted in the

discussion of option uncertainty, an agent may be uncertain as to what con-
sequences its performance yields in each state of the world. So they may not
know what actions qua mappings from states to consequences are available to
them. Je¤rey�s solution is to conceive of an action, not as a mapping from states
to consequences, but as a subjective probability distribution over consequences
that measures how probable each consequence would be if the action were per-
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formed. This means that when evaluating the act of taking an umbrella for
instance, instead of trying to enumerate the features of the state of the world
that will ensure that I stay dry if I take an umbrella, I simply assess the prob-
ability that I will stay dry if I take the umbrella and the probability that I will
get wet anyhow (even if I take it). I should then perform the act which has the
greatest conditional expected utility given its performance
Two features of this treatment are noteworthy. Firstly, it is no longer re-

quired that the states of the world be probabilistically independent of the avail-
able actions. On the contrary, actions matter because they shape probabilities.
This dispenses with the third constraint on the applicability of Savage�s theory.
Secondly, agents are not able to choose between arbitrary probability distrib-
utions over consequences but are restricted to those probability distributions
that they consider themselves able to induce through their actions. To put it
somewhat di¤erently, we may think of both Savage�s and Je¤rey�s actions as
inducing Von Neumann and Morgenstern lotteries over consequences. But Jef-
frey only countenances preferences over lotteries which conform with the agent�s
beliefs. This solves the problem of option uncertainty by endogenising it. The
agent is not option uncertain about an action because what action it is (what
probability distribution it induces) is de�ned subjectively i.e. in terms of the
agent�s beliefs.

7.1 Desirability Representations

Let us now turn to the representation of preferences in the Bolker-Je¤rey theory.
Recall that for Je¤rey the content of both beliefs and desires are propositions.
To emphasise the contrast with Savage, let us model propositions as sets of
possible worlds or states of the world. Then an agent�s beliefs are measured, as
in Savage, by a probability measure Pr on F , the set of all propositions, while
her degrees of desire are represented by a real valued (desirability) function V
on F � f?g, the set of non-contradictory propositions, that satis�es:
Axiom 15 (Desirability) If X \ Y = ?, and Pr(X [ Y ) 6= 0, then:

V (X [ Y ) = V (X):Pr(X) + V (Y ):Pr(Y )

Pr(X [ Y )
The notion of a desirability function on the set of propositions extends the

quantitative representation of the agent�s evaluative attitudes from just the
maximally speci�c ones (that play the role of consequences in Savage�s theory)
to the full set of them. The basic intuition behind the extension encoded in the
desirability axiom is the following. How desirable some coarse grained proposi-
tion is depends both on the various ways it could be realised and on the relative
probability of each such realisation, given the truth of the proposition. For in-
stance, how desirable a trip to beach is depends on how desirable the beach is
in sunny weather and how desirable it is in rainy weather, as well as how likely
it is to rain or to be sunny, given the trip.
What properties must preferences on prospects satisfy if preferences are to

have a desirability representation i.e. such that X � Y , V (X) � V (Y )?
There are two:

Axiom 16 (Averaging) If X \ Y = ?, then:
X � Y , X � X [ Y � Y
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Axiom 17 (Impartiality) If X \ Z = Y \ Z = ?, X � Y 6� Z and X [ Z �
Y [ Z, then for all Z 0 2 
 such that X \ Z 0 = Y \ Z 0 = ?, it is the case that
X [ Z 0 � Y [ Z 0.

The Averaging axiom say that if X is preferred to Y then X should be
preferred to the prospect that either X or Y is the case, since the latter is
consistent with Y being the case while the former is not. It has a somewhat
similar motivation to the Sure-Thing principle, but is much weaker. In particular
it is not directly vulnerable to the Allais�paradox.
The impartiality axiom allows for a partial separation of beliefs and desires.

The idea is as follows. Suppose propositions X and Y are equally preferred
and that Z is some proposition disjoint from and preferred to both. Then the
disjunction of X and Z will be equally preferred to the disjunction of Y and Z
i¤ X and Y are equally probable. If X were more probable than Y then the
probability of Z conditional on X [ Z would be less than the probability of Z
conditional on X [ Y . And so the prospect of X [ Z would be less desirable
that than of Y [ Z since it would yield the more desirable prospect (Z) with
lower probability.

Theorem 18 (Bolker [6]) Let F be an atomless Boolean algebra of proposi-
tions. Let � be a continuous weak preference order on F . Then there exists
a probability measure Pr and signed measure U on 
 such that for all X;Y 2
F � fFg; such that Pr(X) 6= 0 6= Pr(Y ):

X � Y , U(X)

Pr(X)
� U(Y )

Pr(Y )

Furthermore Pr0 and U 0 are another such pair of measures on 
 i¤ there exists
real numbers a; b; c and d such that (i) ad � bc > 0, (ii) cU(T ) + d = 1, (iii)
cU + dPr > 0, and:

0
Pr = cU + dPr

U 0 = aU + bPr

The uniqueness properties here are considerably weaker than in Savage�s
framework and this is perhaps the reason for the unpopularity of Je¤rey�s theory
amongst economists and applied decision theorists. It is not an insurmountable
problem however for there are ways of strengthening Bolker�s representation
theorem, either by postulating direct probability comparisons (see Joyce [26])
or by enriching the set of propositions by conditionals (see Bradley [7] and [8]).

7.2 Causal Decision Theory

Je¤rey�s decision theory recommends choosing the action with maximum desir-
ability. Two closely related questions arise. Firstly, is this the same recommen-
dation as given by Savage�s theory? And secondly, if not, which is correct? The
answer to the �rst question is less clear cut than might be hoped. On the face
of it the prescriptions are di¤erent: Je¤rey requires maximisation of the condi-
tional expectation of utility, given the performance of the action, while Savage
requires maximisation of unconditional expectation of utility. But since they
represent actions di¤erently these two prescriptions are not directly in con�ict.
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In fact, there is a way of making them perfectly compatible. The trick is to
represent a Savage-type action within the Je¤rey framework by an indicative
conditional of the form �If the state of the world is s1, then the consequence
is C1; if the state of the world is s2, then the consequence is C2; ...�. Then,
given some reasonable assumptions about the logic of conditionals and rational
preferences for their truth, the desirability of action-conditionals will just be the
expected desirability of the consequence to which it refers, relative to the prob-
ability of the states with which the consequences are associated. (See Bradley
[8] for details.)
On this interpretation, Savage and Je¤rey�s theories are both special cases of

a larger Bayesian decision theory. Most causal decision theorist reject this view
and regard Savage�s theory as a precursor to modern causal decision theory,
which prescribes not maximisation of desirability but maximisation of causal
expected utility. The distinction is brought out rather dramatically by the
famous Newcomb�s paradox, but since this example raises issues tangential to
the main one, let us use a more banal example. Suppose that I am deliberating
as to whether to eat out at Chez Posh next week. Chez Posh is very expensive,
so not surprisingly the probability of being rich given that one eats there is high.
I now apply Je¤rey�s theory as follows. There are three prospects of interest:
A: I have a good meal, B: I will be rich and C: I eat at Chez Posh. Then
assuming that eating at Chez Posh guarantees a good meal:

V (C) = V (A \B \ C):Pr(BjC) + V (A \ :B \ C):Pr(:BjC)

Since both P (BjC) and V (A \ B \ C) are high, Je¤rey�s theory recommends
going. But if I cannot a¤ord to go, this will be very bad advice!
The problem is easy to spot. Although the probability of being rich given

that one eats at Chez Posh is high, deciding to eat there won�t make one rich.
On the contrary it will considerably aggravate one�s penury. So desirability is
a poor guide to choice-worthiness in this case and indeed in any case when the
performance of an action is evidence for a good (or bad) consequence but not a
cause of it. Causal decision theory proposes therefore that actions be evaluated,
not in terms of desirability, but in terms of the e¢ cacy of actions in bringing
about desired consequences.
More formally for each option Ai let Pr

i be a probability mass function on
states of the world with pij being the probability that sj would be the state of
the world were option Ai exercised. Let uij be the utility of the consequence
that results from the exercise of action Ai in state sj . Then a decision problem
can be represented by the following probability-utility matrix.

States of the world
Options s1 ... sn
A1 (p11; u

1
1) ... (p1n; u

1
n)

... ... ... ...
Am (pm1 ; u

m
1 ) ... (pmn ; u

m
n )

In this general case, the requirement of rationality to pick the option whose
exercise has greatest expected bene�t is made precise by causal decision theory,
as the requirement to choose the option with maximum causal expected utility
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(CU), where this is de�ned as follows:

CU(Ai) =
nX
j=1

uij :p
i
j

In the special case when pij equals Pr
i(�jAj) then the value of an action is given

by its conditional expectation of utility, V , where this is de�ned by:

V (Ai) =
nX
j=1

uij :
i

Pr(fsigjAj)

This is just Je¤rey�s desirability measure. So on this interpretation Je¤rey�s
theory is special case of causal decision theory, applicable in cases where the
probability of a consequence on the supposition that an action is performed is
just the conditional probability of the consequence given the action.

8 Ignorance and Ambiguity

The agents modelled in the decision theories described in the previous two sec-
tions are not only rational, but logically omniscient and maximally opinionated.
Rational in that their attitudes - beliefs, desires and preferences - are consis-
tent both in themselves and with respect to one another; logically omniscient
because they believe all logical truths and endorse all the logical consequences
of their attitudes; and opinionated because they have determinate belief, desire
and preference attitudes to all prospects under consideration either because they
possess full information or because they are willing and able to reach judgements
on every possible contingency.
Relaxations of all of these assumptions have been studied both within em-

pirical and normative decision theory. Firstly there is a growing literature on
bounded rationality which looks at the decision making of agents who follow
procedural rules or heuristics. Most of this work has descriptive intent, but
some of it retains a normative element in that it seeks to show how bounded
agents, with limited computational resources, should make decisions given their
limitations.11 Secondly, the problem of logical omniscience has been tackled in
di¤erent ways by either modelling agents�reasoning syntactically and restricting
their ability to perform inferences or by introducing possible states of the world
that are subjectively possible, but objectively not.12 Finally, there has been a
long standing debate about how agents should make decisions when they lack
the information necessary to arrive at precise probabilistic judgements, which
we look at below. More recently this has been supplemented by a growing lit-
erature on the requirements on rationality in the absence of the completeness
assumption. With some notable exceptions this literature is almost entirely
focused on incomplete probabilistic information.

8.1 Decisions under Ignorance

Let us consider the extreme case �rst when the decision knows what decision
problem she faces but holds no information at all regarding the relative likeli-
11See for instance, Simon [44], Gigerenzer and Selten [18], and Rubinstein [41].
12See for instance, Halpern [21] and Lipman [34].
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hood of the states of the world: a situation termed ignorance in the literature.
There are four historically salient proposals as to how to make decisions under
these circumstances which we can illustrate with reference to our earlier simple
example of the decision as to whether to take a bus or walk to the appointment.
Recall that the decision problem was represented by the following matrix.

heavy tra¢ c light tra¢ c
Take a bus -2 1
walk -1 -1

1. Maximin: This rule recommends picking the option with the best worst
outcome. For instance, taking the bus has a worst outcome of -2, while
walking has a worst outcome of -1. So the rule recommends walking.

2. MaxMean: This rule recommends picking the option with the greatest
average or mean utility. For instance, taking the bus has a mean utility
of -0.5, while walking has a mean utility of -1. So on this rule taking the
bus is better.

3. Hurwicz Criterion: Let Maxi and Mini respectively be the maximum
and minimum utilities of the possible outcomes of action �i. The Hurwicz
criterion recommends choosing the option which maximises the value of
h:Maxi + (1 � h)Mini where 0 � h � 1 is a constant that measures
the decision maker�s optimism. In our example, for instance, the rule
recommends taking the bus for any values of h such that h > 1

3 : roughly
as long as you are not too pessimistic.

4. Minimax Regret : Let the regret in a state of the world associated with
an action � be the di¤erence between the maximum utility that could
be obtained in that state of the world, given the available actions, and
the utility of the consequence of exercising �. The minimax regret rule
recommends picking the action with the lowest maximum regret. For
instance, in our example the regret associated with taking a bus is 1 if the
tra¢ c is heavy and 0 if its light, while that associated with walking is 0 if
the tra¢ c is heavy but 2 if it is light. So the rule recommends taking the
bus.

Each of these criteria faces serious objections. Minimax Regret violates the
aforementioned Independence of Irrelevant Alternatives condition and for that
reason is widely regarded as normatively unacceptable (but note that we criti-
cised this condition on the grounds that the composition of the choice set can
be relevant). With the exception of Maximin, none of the rules give recom-
mendations that are invariant under all positive monotone transformations of
utilities. But in the absence of probabilistic information how are the utilities
to be cardinalised? The Maximin rule seems unduly pessimistic. For instance,
even if taking a bus has utility of 1000 in case of light tra¢ c it recommends
walking. The Hurwicz criterion seems more reasonable in this regard. But both
it and Maximin face the objection that re�nements of the decision problem pro-
duce no reassessment in situations in which it should. Consider for instance the
following modi�ed version of our decision matrix in which we have added both
a new possible state of the world - medium tra¢ c - and a new option.

36



heavy tra¢ c medium tra¢ c light tra¢ c
Take a bus -2 -2 1
walk -1 -1 -1
Car -2 1 1

On both the Hurwicz criterion and the Maximin rule, taking a bus and
driving a car are equally good, even though taking a car weakly dominates
taking the bus. So they seem to give the wrong prescription. It is possible to
modify these two rules so that they deal with this objection. For instance, the
Leximin rule adds to Maximin the condition that if two options have equally
bad worst outcomes then they should be compared on the basis of their second
worst outcomes, and if these are equal on the basis of their third worst, and so
on. A lexicographic version of the Hurwicz criterion is also conceivable. But the
possibility of ties amongst worst and best outcomes pushes us in the direction
of considering all outcomes. In which case we need to consider what weights to
attach to them. The answer implicitly assumed by the Maxmean rule is that we
should give equal weights in the absence of any information by which they can
be distinguished (this is known as the Principle of Indi¤erence). Unfortunately
this procedure delivers di¤erent recommendations under di¤erent partitionings
of the event space, so Maxmean too is not invariant in the face of re�nements
of the decision problem.
The fact that all these proposals face serious objections suggests that we are

asking too much from a theory of decision making under ignorance. In such
circumstances it is quite plausible that many choices will be permissible and
indeed that rationality does not completely determine even a weak ordering of
options in every decision problem. If this is right we should look for necessary,
rather than su¢ cient, conditions for rational choice. I have already implicitly
helped myself to an obvious candidate for such a condition - Weak Dominance -
in arguing against the Hurwicz criterion. Weak Dominance says that we should
not choose action � when there exists another action � such that in every state
of the world s, �(s) % �(s) and in at least one state of the world �s, �(�s) � �(�s).
But however reasonable Weak Dominance may look at �rst sight, it is only valid
as a principle in circumstances in which states of the world are probabilistically
independent of the acts. And by assumption in conditions of complete ignorance
we have no idea whether this condition is met or not. It is not that we cannot
therefore use dominance reasoning, but rather that it cannot be a requirement of
rationality that we do. The same applies to every kind of dominance principle.
And I know of no other plausible candidates for necessary conditions on rational
evaluation of options other than transitivity. Since no consistent set of beliefs
is ruled out in conditions of complete ignorance, it is possible that there are no
further constraints on preference either.

8.2 Decisions under Ambiguity

We use the term ambiguity to describe cases intermediate between uncertainty
and ignorance i.e. in which the decision maker holds some information relevant
to the assessment of the probabilities of the various possible contingencies but
not enough to determine a unique one. Cases of this kind provided early coun-
terexamples to expected utility theory. Consider the following example due to
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Daniel Ellsberg [14] in which subjects must choose between lotteries that yield
monetary outcomes that depend on the colour of the ball drawn from an urn.
The urn is known to contain 30 red balls and 60 balls that are either black or
yellow, but in unknown proportions.

Table 4: Ellsberg�s Paradox
Ball Colour

Lottery Red Black Yellow

I $100 $0 $0
II $0 $100 $0

III $100 $0 $100
IV $0 $100 $100

When asked to choose between lotteries I and II and between III and IV,
many people pick I and IV. This pair of choices violates the Sure-Thing prin-
ciple, which requires choices between the pairs to be independent of the prizes
consequent on the draw of a yellow ball. One plausible explanation for this pat-
tern of choices is what has since been termed �ambiguity aversion�. The thought
is that when choosing between I and II, people pick the former because this gives
them $100 with a known probability (namely one-third) while lottery II yields
the $100 with unknown probability or, more precisely, with a probability that
could lie between zero and two-thirds. Similarly when asked to choose between
III and IV they choose the one that yields the $100 with a known probabil-
ity, namely IV. They make these choices because, ceteris paribus, they prefer
gambles in which they know what they can expect to get over gambles that are
ambiguous in the sense that they don�t know what they can expect from them.
So much is largely common ground amongst decision theorists. What is

much less settled are the normative and explanatory implications of this result.
Two closely related proposals are that subjects choose according to the principle
of maximising Choquet expected utility (CEU) and that they choose according
to the rule of maximising the minimum expected utility (MEU). Both involve a
departure from the way in which uncertainty is represented in Savage�s theory,
though not from the more basic thought that subjective uncertainty is a prop-
erty of the agent�s beliefs. Recall that Savage models uncertainty by the agent�s
subjective probabilities on states of the world. But in the type of situation
now under consideration the uncertainty faced by agents is more profound than
this and they are unable to attach de�nite probabilities to the states. On the
other hand, they can plausibly attach either probability intervals or probability
bounds to the states. If this is so, then their state of uncertainty can be repre-
sented by either a family of probability measures (equivalently an interval-valued
additive function) or by a single non-additive belief function. These respectively
support the MEU and CEU representations of preferences.
Consider �rst the idea that an agent�s state of uncertainty is represented by a

family of probability measures. If she has de�nite utilities for consequences then
the family of probability measures on states induces a corresponding family of
expected utility functions on acts. On the MEU criterion the act that should be
chosen is the one that has the maximum minimum expected utility relative to
this family. For instance suppose that the state of uncertainty of an agent facing
the Ellsberg problem is given by a family of probability measures each assigning
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some value p in the interval [0; 23 ] to the probability of Black and corresponding
value 1�p to Yellow. Then while lottery I has expected utility 1

3�U($100)+
2
3�

U($0), lottery II has expected utility in the range [U($0); 23 :U($100)+
1
3 :U($0)].

The minimum value here is U($0) (assuming that utility is a positive function
of money), so lottery I is better according to the MEU criterion. On the other
hand lottery IV is better than lottery III since it has expected utility of 23 �
U($100) + 1

3 � U($0) while III has
1
3 � U($100) +

2
3 � U($0).

These new developments in the theory of decision making under ambiguity
raise many interesting questions. Although the MEU criterion o¤ers a plausible
explanation for typical preferences in Ellsberg-type problems its normative sta-
tus is less clear. In particular, it is doubtful that the kind of ambiguity aversion
that it instantiates is a requirement of rationality. This is for much the same
reasons that it is doubtful that Maximin is the only reasonable criterion for
decision making under ignorance. Other criteria are equally or more plausible
- for instance the use of an �optimism-pessimism�index on the lower and upper
expected utility values induced by the family of probabilities countenanced by
the agent - but have received little attention thus far. In any case, the exis-
tence of di¤erent possible criteria for choice under ambiguity raises the question
as to what considerations of rationality, if any, can be brought to bear on the
evaluation of them.
There is a related methodological issue. Should we regard the choices the

agent makes in situations of ambiguity as expressions of her preferences or as
expressions of some other non preference-based reason for choice? If we take
the former view then we may regard her ambiguity attitude as a further psy-
chological constituent of her preferences, but leave intact the standard theory
of the relation between preference and choice with its implication that prefer-
ences are complete. If we take the latter view, then we can leave in place the
standard view about the relation between preference, belief and desire and treat
ambiguity attitudes as an additional determinant of choice. The former view
is the one taken by the majority of decision theorists working in the �eld, per-
haps because of a deep commitment to revealed preference theory. But it seems
philosophically more satisfactory to regard preferences themselves as potentially
incomplete whenever beliefs are less than fully determinate. But which view it
is best to take depends in part on what is discovered about ambiguity attitudes:
how stable they are, how responsive are they to information, as so on. So it is
premature to draw any strong conclusions.
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