1. Philosophy

1.1 The concept of consciousness

1 The Folk Psychology of Consciousness Adam Arico, Fiala, Brian; Nichols, Shaun
<arico@u.arizona.edu> (Philosophy, Tucson, AZ, U.S.A.)

Part of the traditional problem of other minds focuses on the question: “What leads us to think
that other individuals have minds?” This way of posing the problem emphasizes the psychological
mechanisms by which attributions of mentality are produced, and brackets issues about the
epistemic status of those attributions. There have been several proposed solutions to the problem of
other minds, so posed: perhaps our attributions of mentality are grounded in analogical inference
(Mill), inference to the best explanation (Pargetter 1984), or a dedicated mechanism or faculty that
causes the attributions (Reid). Psychologists and philosophers of psychology have recently begun
to investigate the more refined question, “What leads us to think that other individuals have con-
scious minds?” We might dub this question the problem of other conscious minds. Gray Gray &
Wegner (2007), Knobe & Prinz (2007), Robbins & Jack (2006), have all recently contributed inter-
esting and important work on the problem of other conscious minds. Here we develop a new model
for understanding the problem of other conscious minds. Following Reid, we advance a version of
the ‘dedicated mechanism’ approach that we dub “The Agency Model.” According to The Agency
Model, there are specific superficial cues that suffice to dispose a subject to attribute conscious
mentality to a target. This draws on the work of Heider and Simmel (1944) and follows closely the
model of agent-detection proposed by Susan Johnson (2003), who postulated dedicated mecha-
nisms to explain our attributions of agency and mentality more generally. According to the Agency
Model, once a person identifies an object as an AGENT (e.g. by superficial cues), that will suffice
to produce a prepotent tendency to attribute conscious states to the object. In order to test the
Agency Model, we ran a reaction-time study in which subjects were presented with a sequence of
Object/Attribution pairs. Attributions specified properties such as Happy, Made of Metal, Pain,
Living, and White. Objects were drawn from categories such as Artifacts, Birds, Insects, Mam-
mals, and Plants. For each Objection/Attribution pair, subjects were asked to respond (Yes or No)
as to whether the object in the pair could have the property in the pair. The Agency Model predicts
(i) that subjects should be more willing to attribute mental states to entities that typically trigger our
agent-detection mechanism than to entities that typically do not, and (ii) that subjects should take
longer to respond negatively for phenomenal attributions to entities that typically trigger the
agent-detection mechanism than for phenomenal attributions to non-agent entities. The results con-
firm our basic predictions. However, we found an interesting anomaly: RT’s did not differ between
phenomenal attributions to Insects and phenomenal attributions (e.g., PAIN) to Plants. This result
suggests that, although Plants do not display the cues that typically dispose us to attribute Agency,
subjects are nonetheless disposed to attribute (some) phenomenal consciousness to Plants. We ar-
gue that this result does not undermine The Agency Model, but does suggest that the model is
explanatorily incomplete. We conclude by considering some options for elaborating the
model. C16

2 The Reach of Phenomenal Consciousness Tim Bayne <tim.bayne @ gmail.com> (Philoso-
phy, University of Oxford — St. Catherine’s College, Oxford, United Kingdom)

What kinds of mental states can be phenomenally conscious? Some theorists — ‘phenomenal
conservatives’ — holds that phenomenal consciousness is restricted to sensory and low-level per-
ceptual states. Others — ‘phenomenal liberals’ — argue that high-level perception, such as the identi-
fication of an object as a tomato or as a face, involves proprietary phenomenal character. Indeed,
some liberals even argue that purely cognitive states — such as judgments, entertainings, intendings
and desirings — possess distinctive phenomenal character. This paper both clarifies the contrast be-
tween phenomenal conservatism and liberalism and presents some arguments in favour of the latter
view. C2

3 What It Is Like to Think. On Cognitive Phenomenology, Functionalism, and
Externalism Marius Dumitru <marius.dumitru@chch.ox.ac.uk> (Faculty of Philosophy, Uni-
versity of Oxford, Oxford, United Kingdom)

The very idea of cognitive phenomenology is considered by many as a non-starter, because of a
definitional restriction of phenomenology to non-cognitive states. But perhaps we should clarify
the intension of the concept first and determine its extension on that basis, and not start with an ex-
clusivist extension followed by the assignment of a concept to it. It seems to me that the concept of
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phenomenology allows cognitive phenomenology in its extension. If we agree on the cogency of
the very idea of cognitive phenomenology, there is a further question about its specification. One
could hold that cognitive phenomenology just is a) the phenomenology of inner speech (Carruthers
2006, Jackendoff 2007) or b) the phenomenology of mental images, emotions, or feelings (of ef-
fort, conviction, understanding, etc.) conjured by thoughts. Fringe phenomenology (such as the
tip-of-the-tongue phenomenon) may challenge the specification in terms of the phenomenology of
inner speech. It seems to me that even if we bracket a) and b), which are typically present, we are
still left with a phenomenological core: the phenomenology of cognitive meaning. Many authors
(among others, G. Strawson, Ch. Siewert, D. Pitt) converge on a specification of cognitive phenom-
enology in terms of grasp of intentional contents and the experience of semantic comprehension,
while others (Horgan & Tienson, B. Loar) emphasize the grounding of all content in a phenomenal
basis (mental paint for Loar). I agree with a specification in terms of the experience of semantic
comprehension, with the qualification that we should not consider it simpliciter, but as the end
product of a complex process involving the mastery of conceptual structures. My claim is that if
there is intrinsic cognitive phenomenologys, it has to be functionally exhausted to a great extent. Ar-
guments are presented against exclusively equating it with the phenomenology of inner speech,
and the feelings of comprehension and conviction, on the ground that these phenomenal aspects en-
gender certain anomalies if considered separately as accounting for the phenomenology of
thoughts. Functional exhaustion for the case of cognitive phenomenology is shown to be immune
to inverted spectra and absent qualia objections, because from the point of view of inferential in-
volvement, colour concepts are constructs derived from experience, and zombie arguments are not
free from prior assumptions of separability between functional and phenomenal aspects in the case
of thoughts. This specification of cognitive phenomenology in (narrow) functionalist terms may
entail an internalist view of mental content. C2

4 From Phenomenal Overflow to Inaccessible Phenomenal States: Filling a Gap in Block’s
Argument. Bernard Kobes <kobes@asu.edu> (Philosophy, Arizona State University, Tempe,
AZ)

Ned Block claims, in “Consciousness, Accessibility, and the Mesh Between Psychology and
Neuroscience”, that we have evidence for consciousness within Fodorian modules and in deeply
inaccessible states of Rees’s visuo-spatial extinction patient GK. He cites in support of his claim a
neural explanation of how phenomenology overflows access in the Sperling paradigm and in
so-called change blindness. I show how the neural explanation can be accepted while remaining ag-
nostic about Block’s conclusion, so that a gap appears in the argument. I suggest a way in which the
gap may be filled and Block’s conclusion supported. The resulting picture is framed by an account
on which our generic notion of phenomenal consciousness ramifies into three specific notions, de-
termined by varying constraints on phenomenal access. C16

5 The Phenomenal Concept Strategy Without Co-Reference Dylan Murray
<murray.dylan@gmail.com> (Northwestern University, Chicago, IL)

Even if the only we can think about phenomenal properties is with phenomenal concepts and we
cannot refer to them with physicalistic concepts, it does not follow that phenomenal properties
aren’t ontologically physical. Current versions of the Phenomenal Concept Strategy (PCS) connect
identity theory physicalism, which claims that phenomenal and physical properties are identical, to
the claim that physicalistic and phenomenal concepts refer to the same property. They don’t need
to. PCS is meant to defuse the antiphysicalist arguments and open the possibility that phenomenal
properties are ontologically physical; whether it does so doesn’t hinge on whether physicalistic
concepts can refer to phenomenal properties. A concept’s being physicalistic isn’t the same as its
being physical, which Terence Horgan’s (1984) distinction between the ontologically physical and
the explicitly physical clarifies. On Horgan’s distinction, something is explicitly physical or
physicalistic if expressed in the terms of the current physical or natural sciences’ lexicon. Some-
thing is ontologically physical if the entities and properties it refers to are physical. Concepts are
thus distinguished by the type of explicit conception they afford; properties by what they ontologi-
cally are. The physicalist can claim that everything is ontologically physical, but doesn’t have to
claim that all concepts are physicalistic. It’s not that phenomenal concepts wouldn’t be included in
an ideal, completed science, but that they’re a sui generis kind of concept. Different versions of
PCS point to different special features of phenomenal concepts that distinguish them from
nonphenomenal, physicalistic concepts without the feature. Advocates of PCS claim the explana-
tory gap is only caused by this conceptual distinctness and cognitive independence, not also by a
metaphysical gap as dualists claim. Physicalism maintains that phenomenal-physical property
identities are a posteriori but nonetheless necessary, and PCS is invoked to open this possibility
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past the antiphysicalist arguments. Since Brian Loar (1990/1997) proposed it, every version of PCS
suggests that phenomenal and physicalistic concepts could refer to the same property without it be-
ing transparent that they co-refer. It’s overlooked that PCS also opens the possibility of
psychophysical identities without co-reference. Maybe only phenomenal concepts can conceive of
phenomenal properties, not physicalistic concepts without the special features PCS posits. In that
case, phenomenal and physicalistic concepts don’t refer to the numerically same properties, but
that’s not to say that phenomenal properties aren’t identical to physical properties, only that they’re
not identical to any physical properties there are physicalistic concepts of. Property monism is
compatible with different kinds of concepts not co-referring to the same property. Physicalists are
free to insist that properties be individuated ontologically, not on the basis of the type of concept
they’re picked out by. Physicalism claims that all properties are ontologically physical, not neces-
sarily that there are physicalistic concepts of all phenomenal properties. If the Phenomenal Con-
cept Strategy defuses the antiphysicalist arguments, the simpler, more consilient inference is that
phenomenal concepts pick out physical, not nonphysical properties, regardless of whether or not
those properties can also be referred to with explicitly physicalistic concepts. P1

6 Two Conceptions of Subjective Experience Justin Sytsma, Edouard Machery
<jms124 @pitt.edu> (Philosophy, University of Pittsburgh, Pittsburgh, PA)

Do philosophers and ordinary people conceive of subjective experience in the same way? The re-
ceived view is that they do: the philosophical concept of phenomenal consciousness coincides with
the folk conception. In this article, we argue that the received view is mistaken. We offer experi-
mental support for the hypothesis that philosophers and ordinary people conceive of subjective ex-
perience in markedly different ways. We then explore experimentally the folk conception,
proposing that for the folk, subjective experience is closely linked to affectivity. We conclude by
considering the implications of our findings for a central issue in the philosophy of mind, the hard
problem of consciousness. P7

See also:

253 The Nature of Consciousness and the Meaning of Life
287 The Historical Context of Consciousness Studies as a Research Tool
48 Consciousness without Subjectivity
59 Two key questions about consciousness
227 Consciousness: New Definition
216 A Grand Unified Theory of Consciousness? Why Understanding and Explaining
Consciousness Will Inevitably Lead To One
343 Change in the energetic matter of my human body following the new order of my
energy body, my dream body
298 How to Explain the Fringes of Consciousness?
55 Peripheral Self-Awareness and Higher-order Content
162 “Consciousness and Emotions: Radical or Moderate Embodiment?”
29 1It’s About Time
200 Time-consciousness and Normal, Everyday consciousness
14 A Novel Argument for Panpsychism
233 The Top Down Consciousness-Mind-Matter Ontology
24 Can Cartesian Duality and Monism Co-Exist?
13 Complexity Theory and Theories of Consciousness: the Supervenience Hypothesis:
Preface to a Theory of Complex Neurofunctionalism

1.2 Ontology of consciousness

7 Embodied Cognition: Dualism Redux? Andrew Bailey <abailey @uoguelph.ca> (Philoso-
phy, University of Guelph, Guelph, ON, Canada)

This paper examines the consequences of recent movements in cognitive science — attention
newly being paid to embodiment — for the theoretical status of phenomenal consciousness. I pro-
vide an analysis of the thesis of embodied cognition, developed by considering the sources of em-
pirical evidence typically adduced for embodiment (as a distinctive thesis from classical
cognitivism), and distinguish six different key claims that may form part of an embodiment hypoth-
esis: ® partialness of mental models; ¢ action-orientation of mental models; ¢ off-loading off cogni-
tive work to the environment; * non-representational mental models; * embodiment constraints on
cognitive capacities; ® rejection of organism-environment dualism. I consider some of the ways in
which these claims may be — and have been — combined, and some of the ways in which they are in
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mutual tension. I identify a particularly central philosophical cluster of embodiment theses — com-
mon, I argue, between such important recent embodiment hypotheses as enactivism and
neurophenomenology. I argue that this form of embodiment, though often touted as anti-Cartesian
and opposed to various out-dated dualisms, in fact introduces a new form of dualism (or, alterna-
tively, reintroduces an old dualism in a new form). This is a dualism between consciousness and
mind. C17

8 Action and Visual Consciousness Michael Bruno <mbruno@u.arizona.edu> (Philosophy,
University of Arizona, Tucson, AZ)

In this talk, I’ll defend the enactive theory of perception’s commitment to there being a constitu-
tive relationship between action and conscious visual perception. After briefly motivating the
enactive theory generally, I'll present an objection that this commitment is incompatible with a
prominant theory in cognitve neuroscience. I'll defend the enactive theory by arguing that the rele-
vant experimental data fails render its commitment to a constitutive relationship problem-
atic. C17

9 There is No Unconscious — Going Beyond Panpsychism: Consciousness As A Given of the
Way the World is. Ross F. Grumet <rfg@psychiatryatlanta.com> (Atlanta Psychiatric Special-
ists, PC, Atlanta, GA)

Hypothesis: Consciousness, experience, conscious experience — these are given features of
how the world works, in the same way that matter-time-space are given features. Conscious experi-
ence indicates that something is now happening in the world. Our vivid scenarios of sensory quali-
ties, of being Here, of being Now- these naturally occur whenever we encounter anything. The
brain or mind is an evolved machine for elaborating consciousness, just as other machines may
elaborate matter, energy, or time. Conscious experience does not require a particular structure such
as amind or a brain, it only requires that the world be as it is. There is always a “something it is like”
subjectivity for any creature or object or thing which is in the process of interacting in any way with
any other thing. We hypothesize that there is no additional faculty, but that consciousness is an in-
dication that something is happening in the present in the world. Consciousness is the same sort of
datum that matter or time is. The human brain elaborates the consciousness default starting point
into a mind, perhaps using the circuity of strange loops and multiple drafts. We no longer have to
keep reminding ourselves to keep asking the endlessly repeating question “But who is it, who does
the perceiving of this hallucinated self” etc. The hallucination of a self is sensed and experienced by
the rest of the universe, the reason being that when anything occurs it could not be otherwise than
being experienced. Arguments for and against this hypothesis are presented. Other points elabo-
rated in the paper: 1) The dual substance approach is probably unnecessary. 2) Zombies appear to
be inconceivable. 3) Scientific study can explore consciousness without the big But of the hard
problem. 4) The brain has evolved and modified phenomenal consciousness, not created it. 5) sub-
jectivity is not related to a substance or ingredient; it is a fact of the matter and will always be with
us. 6) What would an other universe be like without this fact of consciousness? P1

10 Some difficulties of naturalistic approach Alexander Matckevich <anaidl @yandex.ru>
(Moscow, Russia)

All the efforts to find out whether there is a correlation between mental and physical powers are
up to date and easily introduced into the system of naturalistic. Many scientists nowadays consider
consciousness to be the product of brain. One can’t say that such an approach is a new one. In the
XVIII century we can easily find the whole bunch of such theories — La Metri and Holbach in
France, Hiessman in Germany and etc. And still this does not mean that the modern philosophers
are doomed to repeat the former ideas. Just a brief outlook shoes great difference in the opinions of
the “old” and “new” psychological naturalists. The “old” ones tried to give some basis to the asser-
tion that the mental processes depend on the physical state, and the “new” ones take this thesis as
the basis for their research work. Saying all this we may speak of further development of the ideas
of the ancestors by the modern consciousness philosophers. And one of the main things to do is to
find out where this development can lead. We shall see that the development of the new processes
and procedures leads not to the answers, but reveals much more questions. Sometimes much better
thing seems to be the admission of Hume’s confession which he made in his application to the third
book of “Treatise of human nature”. There he said that all the hopes for the harmony of the theory
of the mental world, which he had had in the first book turned to dust. As a starting point we may
speak of Searle who says that consciousness or mental states are the causal product of brain. It’s ob-
vious that the separate neuron does not induce consciousness, as Searle says. Consciousness is a
system phenomenon compared with such an attribute of matter as its fluidity, instability. The sepa-
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rate molecules can’t be called fluid, but taken together they present fluidity. The same thing with
neurons when their whole presents the high-leveled attribute — consciousness. The problem is that
this position has got a big defect and it comes out while asking a simple question — what is there in
brain cells that allows them to produce consciousness? And if we think over this question properly,
the only answer that comes to our mind is that consciousness produced by our brain is not the result
of the matter it is made of (for our brain is made of the same particles as the whole world), but of the
way these particles are organized and what are their basic functions. The recognition of this fact
brings us to the final decision that consciousness is not the result of the existence of the brain itself,
but of its functional organization which can be also realized on some other basis. It also puts before
us an ontological dilemma whether the mental states are the basic functions realized by the brain, or
they represent some other kind of the reality correlated with the last. P7

11 Monism: A Phenomenological and Neuroscientific Perspective Stephen Pearce
<steve.pearce @utoronto.ca> (University of Toronto, Toronto, Canada)

This paper is an investigation into what David Chalmers has called Type-F monism (Chalmers
2003). Such views can be seen as a middle path between physicalism and dualism; accepting the
aesthetics of a reality composed of only one type of ‘stuff’(eg. object or property) from
physicalism, while at the same time accepting the dualist intuitions that physical descriptions can-
not account for consciousness. These ‘middle path’ views will be further delineated between what I
call atomistic and non-atomistic. Bertrand Russell’s view of protophenomenal properties being the
intrinsic nature of elementary particles is a paradigmatic example of an atomistic view, while Al-
fred North Whitehead’s metaphysics of process can be considered a case of non-atomistic Type-F
monism. These two contrasting formulations will be subjected to analysis from a
phenomenological and neurodynamical perspective. From the phenomenological perspective, I
will argue that non-atomistic views cohere nicely with the holistic nature of conscious experience,
while it is not obvious how to account for part-whole relationships under an atomistic framework .
From a neurodynamical perspective, I will consider the modern neuroscientific hypothesis for how
the integration of information is achieved in the brain: neural synchrony I will argue that atomistic
views cannot provide a metaphysical account of such properties of brain processing, while
non-atomistic views can. This will lead to the conclusion that a non-atomistic middle path between
physicalism and dualism, the holistic nature of experience, and neural synchrony are all mutually
supporting, suggesting that such Type-F monistic views deserve serious philosophical consider-
ation. Chalmers, D. (2003). Consciousness and it’s Place in Nature. In Stich, S., and Warfield, F.,
eds. Blackwell Guide to the Philosophy of Mind. Malden, MA: Blackwell Pub. P1

12 Outline of A Metaphysics of Hedonic Tone Mark Pestana <pestanam@gvsu.edu> (Phi-
losophy, Grand Valley State University, Allendale, Michigan)

In this paper I develop a functionalist information-theoretic account of the qualitative character
of pleasure and pain. This account draws upon the metaphysical insights of Aristotle (On The
Soul), Spinoza (Ethics, Book III) and Kant (Anthropology From A Pragmatic Point Of View) con-
cerning the ultimate nature of these two fundamental feeling states. My attempt in this paper is to
weave their metaphysical characterizations of pleasure and pain together with current homeostatic
conceptions of biological functioning, current representationlist theories of mind, and current in-
formation theoretic conceptions of mental functioning. Section one contains an explanation of
physical systems that exhibit the complexity in structure and function necessary for being in states
of activity that either enhance the continued existence and functioning of the system or diminish
the ongoing functioning and (ultimately) existence of the system. This is further characterized in
terms of deviations from and returns to homeostatic equilibrium and in terms of overall diminish-
ment and enhancement of the ability of a system to maintain homeostatic equilibrium in a variety of
environments. Section two contains an account of pleasure and pain in representational terms. As
complex organic systems have evolved, part of the function of maintaining homeostatic equilib-
rium has become mediated by representations that organisms form of their own inner states and of
entities in their environs (that cause deviation from/return to equilibrium). These representations of
the inner condition of the organism (as a whole or in some part) constitute its being in pain/in plea-
sure and cause the organism to either maintain its condition or change its condition. Section three
translates the biological and representational accounts of pleasure and pain into functional infor-
mation theoretic terms. Aristotelian hylomorphism and efficient causality provides the basic meta-
physical framework for the analysis — complex entities are metaphysically constituted out of form
and matter and forces are deployed by such entities that bring about changes in their very configu-
ration. I explain how configurations of materials can be representations and how complex systems
can form within themselves information states that are representations of their own states. I then
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characterize how states that are formal representations efficiently cause changes in the states of
such systems (how forms canalize forces). Finally, I elucidate how an information structure that is a
representation of the homeostatic state of the very system forming that information structure,
brings about the deployment of forces that changes that structure. The final section of the paper at-
tempts to match phenomenological insights concerning pleasure(s) and pain(s) with the metaphysi-
cal analysis. Here I refer to standard distinctions used by psychologists between the degrees of
pain, acute/intermittent/chronic pains, etc. and to work by phenomenologists on tonal feeling
flows. In summation, I demonstrate how pleasure/pain appearances in the phenomenal field can be
explained in terms of the metaphysical account. P1

13 Complexity Theory and Theories of Consciousness: the Supervenience Hypothesis:
Preface to a Theory of Complex Neurofunctionalism Matthew Piper <i @matthewpiper.com>
(Graduate Interdisciplinary Program, SSU, Santa Rosa, CA)

I will here defend the view that a correct scientific theory of consciousness will supervene upon a
correct theory of complexity. The argument will proceed as follows: According to cutting-edge sci-
ence, brain activity is accurately describable in the language of complexity theory, which is readily
explained by the uncontentious posit that the brain is a complex adaptive system. Given the
physicalist premise that the mind supervenes upon, is realized in, or reduces to the brain, a stance I
will call “complex physicalism” asserts that the mind supervenes upon, is realized in, or reduces to
complex system activity. Accordingly, scientific theories of consciousness will supervene upon ac-
curate theories of complexity. More specifically, from a naturalistic perspective, theories of con-
sciousness will supervene on complexity theory insofar as they, minimally, assume, and are
congruent with, its metaphors and some subset of its logicomathematical language. Neuroscientific
theories understood in the light of complexity theory can be considered variants of Complex
Neurofunctionalism. It is suggested that both philosophy and neuroscience are converging
thereto. P1

14 A Novel Argument for Panpsychism William Seager <seager @utsc.utoronto.ca> (Philos-
ophy, University of Toronto, Toronto, Ontario, Canada)

One traditional argument for pansychism begins from the observation that phenomenal states of
consciousness are intrinsic properties. What, exactly, intrinsic properties are remains very unclear
and there is a lively philosophical debate about the issue which has been going on for some time.
Roughly speaking, intrinsic properties are the properties things have ‘in themselves’, properties
that are had without the ‘metaphysical help” of any other thing. Note, this characterization does not
imply that intrinsic properties are uncaused. The question is about the status of a property once an
object has it; I tried to indicate this with the somewhat peculiar phrase ‘metaphysical help’. States
of consciousness seem to be excellent candidates for being intrinsic properties. Descartes noticed,
to his distress, that no matter what might be happening apart from or ‘outside’ one’s conscious
mind, one’s experience could be exactly as itis. The ‘what it is like’ of conscious experience seems
to something ‘in itself” not logically or metaphysically (though of course in general causally) de-
pendent on any other thing. A duplicate of me would have experiences despite, for example, not be-
ing an uncle. If I was the only thing that had ever existed I would still have conscious experiences
(so long as I survived). The venerable argument for pansychism referred to above claims that sci-
ence reveals only the relational properties of the physical. The most significant of these — maybe all
of these — are of course the causal powers of the physical. This observation undercuts any pretense
that properties such as charge, spin or mass are truly intrinsic — they are but the nominal shadow of
the relation we call causation. Versions of this argument are very interesting, but to many they are
not very convincing. The option of accepting some unknowable but presumably non-mental physi-
cal intrinsic ground is for many more attractive than attributing mentality to electrons and quarks.
But another argument can be readily constructed from the assumption that states of consciousness
are intrinsic properties, if we accept a recent amendment or extension of the idea of intrinsicality
proposed by Ted Sider. This involves the idea of ‘maximality’ which is that feature of objects such
that none of their parts are themselves objects (even if they have ‘all it takes’ to be an object of the
relevant sort were they existing alone rather than as a part of an object). Sider argues that
maximality entails that consciousness is not an intrinsic property. I take issue with Sider’s claim
here, and note that there is a way to retain the intrinsicness of consciousnesss in the face of the
maximality challenge, which does not deny the maximality condition. What is especially intriguing
about this approach is that it quite naturally leads to a view of consciousness which is essentially
panpsychist in nature. In the end, it is interesting that such an intuitively bizarre theory as pan-
psychism provides a way to maintain two highly plausible or even commonplace views about the
nature of consciousness. C8
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15 Reassessing the Incompatibility of Ontological Emergence and Microphysical Realiza-
tion: A Way to Advance the Debate over Nonreductive Physicalism? J.R. Shrader
<wshrader@iusb.edu> (Philosophy, Indiana University at South Bend, South Bend, IN)

A theory of ontological emergence, as I understand it, entails at a minimum that there exists a
class of properties E (the ontologically emergent properties) such that (1) instantiations of the
members of E are ultimately determined by the instantiation of microphysical properties, and (2)
instantiations of the members of E are still causally efficacious and causally autonomous (in that
the causal powers of these emergent properties are not identical or reducible to microphysical
causal powers). Several authors, e.g., Sydney Shoemaker and Brian McLaughlin, have argued that
it is impossible for ontologically emergent properties to be realized by microphysical properties.
The purpose of this paper is to reassess this conclusion. I identify two distinct characterizations of
what it is for one property to realize another property. Both of these characterizations are consistent
with the general desiderata for realization offered in the literature and both are strong enough, or so
T will argue, to satisfy physicalists. I then show that it is only on one of these characterizations of re-
alization that a property’s being emergent is incompatible with its being realized by microphysical
properties. The upshot is that there is a way to formulate realization, consistent with the general
perception of how the relation should be characterized and consistent with physicalism (as most
conceive it) according to which realization and emergence are compatible. I then introduce and ex-
plore two recent nonreductive accounts of mental properties and show that, in each of these ac-
counts, mental properties are described in such way that they are both ontologically emergent and
realized by the microphysical. These two accounts are those of Derk Pereboom in his “Robust
Non-Reductive Physicalism”, Journal of Philosophy (2002) and Carl Gillett in his “Strong Emer-
gence as a Defense of Non-Reductive Physicalism: A Physicalist Metaphysics for ‘Downward’
Determination,” Principia (2002). I then raise a significant problem for each account. I show that
Gillett’s account is plagued by an internal inconsistency, and thus cannot be true. I then raise a cou-
ple of questions about the justifications Pereboom gives in support of his account, justifications
that I think are insufficient. The view, however, very well could be true and may be persuasive to
some if stronger justifications were provided. Pereboom’s insights are worth exploring, and do
open the door to understanding ontological emergence in a different light — as a view that is com-
patible with realization and thus compatible with a robust nonreductive physicalism. I conclude by
offering some final reflections on where the debate should go from here. P1

16 State space dynamics and a hylonoetic theory of mind David Skrbina
<skrbina@umd.umich.edu> (Philosophy, University of Michigan — Dearborn, Northville, MI)

The human brain is a complex nonlinear feedback system, and as such is amenable to dynamical
analysis, especially via state space techniques. Following the lead of Paul Churchland (1986), such
analysis is shown to be effective in illuminating the dynamics of mind and consciousness. Here, a
straightforward qualitative analysis of the brain leads to interesting correlations with experiential
qualities, including unity of consciousness, quasi-stability of personality, and qualia. It further-
more casts new light on mind-brain causality and the ‘hard problem’. Following this analysis, it is
conjectured that qualities of mind are logically associated with all dynamical systems, and hence
all physical systems — resulting in a new approach to panpsychism. Thus we may say that complex-
ity of mind is correlated with dynamical system complexity. This notion was actually anticipated
by C. S. Peirce in 1892, but the mathematical tools were not yet in place. Following Skrbina (2001),
this general approach to mind is labeled ‘hylonoism’: mind as inherent to matter, or mass-energy
more generally. It is a strong form of panpsychism. C8

17 Being a Non-Reductionist about Consciousness when Modal Arguments Fail: An exami-
nation of Thomas Metzinger’s Dynamicist-Connectionist attack on Qualia and a Reply in Fa-
vour of Neutral Monism Sean M. Smith <sean.smith@utoronto.ca> (Philosophy, University of
Toronto — St. George Campus, Toronto, Ontario, Canada)

Much of contemporary philosophy of mind is concerned with modal arguments for dualism.
Whether your are a non-reductionist, a physicalist or an eliminativist about consciousness, every-
one involved seems to be quite clever in arguing for their positions. The unfortunate fact about
these debates (whatever side you are on), is that whether or not your claims are true seems to rest on
two things: (1) a coherence principle by which the arguments provided are judged and (2) a modal
intuition about just what it is you can or cannot conceive (e.g. Zombies). Nearly everyone involved
satisfies (1) while having a different foundation for (1) in (2). Suffice it to say, it is a difficult situa-
tion. This paper will frame the debate of the nature of consciousness in terms of a reductionistic vs.
non-reductionistic views. It is my desire to approach the problem from another direction. My rea-
sons for this are as follows: (1) I do not wish to engage this debate in the usual fashion of arguing
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against one side from another, for fear of the argumentation turning on pedantic details about infer-
ential entitlement (e.g. from conceivability to genuine metaphysical possibility). (2) I believe that
the debate arises out of an assumption which has no grounds. Namely, that the concept of matter is
ontologically sufficient to serve as the epistemological grounds for a rigorous mind to body reduc-
tion. That is, that we have something to reduce the mind to. I propose to give the most systematic
and sophisticated reduction of qualia that I can by examining the position of Thomas Metzinger as
outlined in his monograph, Being No One. He does something profound in his reduction of qualia
by shifting the debate to empirical grounds and by making a distinction between phenomenal possi-
bility and logical possibility. Suffice it to say, the project of non-reductionism is a hard road to hoe.
Having made these general opening remarks, I can now state my position with clarity. I propose
that we do not have an epistemologically rigorous concept of matter that is sufficient for a
mind-body reduction. In order to reduce X to Y, Y must be sufficiently defined. I believe that for
matter this is not the case. To put it simply: there is no substance in matter. As such, I will conclude
with the help of Bertrand Russell, that a neutral monism is what is needed. I will argue that the
events or time slices which are the ontological primitives of contemporary physics, are in fact neu-
tral. In continuing work in both the physical and cognitive sciences. I believe that temporal gestalts
are the best candidate for explaining reality in a way that is respectful to both physical and psycho-
logical laws whilst satisfying non-reductive intuitions simultaneously with reductive ones.
Metaphysical naturalism does not entail materialism (in the rigorously reductive sense). P7

18 Consciousness Tuning Stewart Erik, Christian Whittall <possum @n-space.org> (Anar-
chist Free University, Toronto, ON, Canada)

How consciousness is created often seems like an unsolvable puzzle. Many models of con-
sciousness suggest the brain is an advanced network of logic-gate like cells. The nature and
complexity of these interactions, somehow giving rise to consiousness. However, for many of us, it
is difficult to see how consciousness can emerge from a bunch of logic gates regardless of their na-
ture or complexity. This paper examines an alternate model of consciousness which is more in line
with Alfred Whitehead, or Eastern spiritual traditions. It suggests that rather than being somehow
created in the complexities of the brain, perhaps consciousness is a fundamental force that exists in
the universe independently of brains or other conscious beings. This independent consciousness
likely doesn’t exist in an advanced self-aware form as it is found in humans, but perhaps in a raw,
primal form. Rather than give rise to consciousness, the brain in particular — and perhaps life in gen-
eral — harnesses that already existing primal consciousness. The paper explores some of the impli-
cations to philosophy, science, and technology if consciousness is indeed a force to be tapped,
rather than a mechanism to be created. If taken seriously, this view of consciousness does not actu-
ally “solve” the consciousness hard-problem. However, it would move the question of the exis-
tence of consciousness to the same nature of question as the other metaphysical questions of
existence such as: “Why is there matter?”. In science, the seemingly impossible task of distinguish-
ing between computer- or brain-like apparatuses that are conscious and ones that are merely intelli-
gent zombies, is transformed to a study of what substances are able to harness the consciousness
force. This new problem is a more familiar one in science with (for example) similarities to receiv-
ing radio broadcasts. The paper then looks for evidence of this point of view in various experiments
in psychology, quantum physics, biology, and para-psychology. Finally, it proposes further experi-
ments to help clarity the likelihood of this view-point. P7

19 Panpsychism or Neutral Monism Leopold Stubenberg <stubenberg.1 @nd.edu> (Philoso-
phy, University of Notre Dame, Notre Dame, IN)

We are currently witnessing a surge of serious discussions of panpsychism in the mainline ana-
Iytic literature. In making the case for panpsychism, a number of authors rely on a view that
Bertrand Russell made prominent. It is the thesis of the inscrutability of matter, the thesis that, con-
trary to common opinion, we know next to nothing about the nature of matter. All the information
provided by physics concerns structural or relational features of matter. Physics tells us nothing
about the intrinsic nature of matter. This, the panpsychist argues, opens up the possibility that mat-
ter is, in some sense, intrinsically mental. Given a number of other assumptions about reduction,
emergence, and simplicity the panpsychist argument arrives at the conclusion that all things —even
the ultimate particulars that compose everything else — have a mind. This is usually taken to mean
that all things are sentient or have experiences of some sort. This view strikes many as absurd. And
many seem to think that Russell himself embraced this conclusion. While a superficial reading
Russell’s texts may seem to confirm the panpsychist suspicion, I shall argue that Russell’s way of
“filling matter with experience” does not yield panpsychism. According to his view, we may con-
jecture that there is experience “in” every ultimate. But these ultimates sense or experience noth-
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ing, they are not experiencers, they have no mind. The experience that is “in” the ultimates is,
instead, the raw material from which they are constructed. This suggests an idealist rather than a
panpsychist picture: experience is seen as the ultimate or basic reality. This view also strikes many
as absurd. So I shall end by arguing that Russell is neither a panpsychist, nor an idealist, but a neu-
tral monist. Experience, according to Russell, is best understood as neither mental nor physical but
as neutral between the two. Both mental and physical entities are then seen as constructions from
these neutral elements. Those who judge panpsychism and idealism to be absurd will, I fear, be
only too happy to extend the same courtesy to neutral monism. But even so there is some progress
here: if one is going to think that Russell’s metaphysics is absurd, it is best to think so based on a
correct understanding of what his actual views were. C8

See also:

262 How to Feel and Act Like an Amoeba: Neo-psychism, Self-Organization, and
Collective Orchestration
66 Multiple Drafts or Anatman? Neuroscientific and Buddhist Conceptions of the Self
and Language
27 Deduction, Necessitation, and Consciousness
198 Temporal Experience and the Counting Problem
210 On a Fundamental, Nondeterministic Problem Solving Mechanism Explaining the
Wholeness of Perception
83 Strong Representationalism and Selective Attention
88 Extended Consciousness?
263 Road Rage: An Indicator of Evolutionary Augmentation
61 Consciousness and Laws in the Physical World
4 From Phenomenal Overflow to Inaccessible Phenomenal States: Filling a Gap in
Block’s Argument.
87 Perception, Language and Culture in a Semantic Turn: Consciousness as Meaning
5 The Phenomenal Concept Strategy Without Co-Reference
347 Evolution, Neuroplasticity, and the Beatific Vision
342 We show that the contradiction in consciousness definition by different schools of
philosophies is a necessary condition for the unified concept of consciousness! We
then present a unified definition.
264 Consciousness Ontogenesis: the Radical-Emergence-versus-Panpsychism Dilemma
and its Solution by Means of an Irreducible Field Principle
238 Embryology and Vascular Correlates of Consciousness. From Quanta to Qualia,
From Semiotics to Semantics.
240 Primitive element transformed and reflected method in consciousness
364 Theory of Consciousness Theory of Knowledge
231 Naturolism: Seeing organizing principles of life and consciousness at the depth core of
nature — rather than what’s robotic/mechanical/mathematical.

1.3 Materialism and dualism

20 Boundary Conditions for Theories of Consciousness: Satisfaction by a Dualistic
Interactionist Theory J. Kenneth Arnette <jkarnette @hotmail.com> (Spokane Falls Commu-
nity College, Social Science, Spokane, WA)

Dualistic theories of consciousness and the mind-body relationship have suffered intense criti-
cism from materialists, ever since Descartes made his famous proposals, on a variety of grounds
such as: dualism is unscientific; it is inconsistent with evolution, neuroscience, and common sense;
and it is vague, lacks detail, and proposes no mechanism of mind-body interaction. The present
work reframes these criticisms. Rather than being reasons why dualism is incorrect, the material-
ists’ objections constitute constraints on an interactionist theory that any such theory must satisfy:
boundary conditions. If an interactionist theory can meet these conditions, then it should warrant
serious consideration as a viable theory of consciousness. Materialists would no longer be able to
complain that dualists had avoided the hard questions and wrapped their ideas in mystery. The fol-
lowing set of eight principles, derived from materialists’ objections to dualism, represents reason-
able boundary conditions for any dualistic interactionist theory. The theory must: (1) employ
appropriate, specific, scientific terminology, and define its terms as clearly as possible; (2) be
based, insofar as possible, on empirical data; (3) specify the nature of the non-material “mental sub-
stance” in terms of positive attributes; (4) give a coherent mechanism of mind-body interaction; (5)
be consistent with evolutionary theory; (6) be consistent with the fields of neuroanatomy and
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neurophysiology; (7) be composed of logically related rules or propositions having the same onto-
logical status as the laws of physics and chemistry; and (8) generate hypotheses that are in principle
empirically testable. In a series of publications, the present author (1992, 1995, 1999) has con-
structed a dualistic interactionist theory, the theory of essence. The present paper demonstrates that
the theory meets the boundary conditions stated above. The theory, based on empirical data from
the near-death experience (NDE), holds that mind is composed of two substances, one matter (the
brain) and the other a different substance (the essence) that interacts with matter electromagneti-
cally. The essence is composed of a substance resembling closed-loop strings (string theory). The
essence originates in a different (parallel) universe and travels to and from this one via relativistic
wormholes. The complete theory meets the boundary conditions by: (1) using specific and appro-
priate scientific terminology; (2) employing the empirical NDE data to form the basis of the theory;
(3) using relativity, string theory, and cosmology to formulate a physical basis for the existence and
properties of the non-material substance; (4) proposing an interaction mechanism in terms of stan-
dard, well-known principles from physics, chemistry, and neuroscience; (5) embracing evolution
as the process by which the organic interface (brain) between body and essence is created and im-
proved over time; (6) identifying anatomical and physiological aspects of the brain that serve as lo-
cations and mechanisms for essence-brain interaction; (7) synthesizing a model from principles of
all major areas of physical and biological science, connecting them to each other in a logical and
consistent way; and (8) generating empirically testable predictions. The singular success of the
theory of essence in accounting for human anomalous experiences is discussed. P7

21 Zombies and the Phenomenal Concept Strategy Dave Beisecker <beiseckd @unlv.ne-
vada.edu> (Philosophy, University of Nevada — Las Vegas, Las Vegas, NV)

In this paper, I challenge the considerations Chalmers has recently raised against Type-B materi-
alism, or the “phenomenal concept” strategy (“Phenomenal Concepts and the Explanatory Gap,” in
Phenomenal Concepts and Phenomenal Knowledge, Alter and Walter (eds.), OUP, 2007).
Chalmers characterizes the Type-B materialist as one who generally endorses or accepts zombie
and Mary intuitions, yet nevertheless argues that due to peculiarities in the way we talk or think
about phenomenality, the epistemic gaps revealed by these intuitions need not ramify into an onto-
logical one. In order to set up a dilemma for the Type-B materialist, Chalmers invokes another layer
of conceivability considerations to determine whether the peculiarities inhering in phenomenal
concepts are themselves materially explicable or not. If these peculiarities in our phenomenal con-
cepts are materially explicable, then they cannot explain the alleged epistemic difference between
us and zombies. If, on the other hand, they are not, then the phenomenal concept strategy clearly
hasn’t bridged the explanatory gap, so much as presuppose it. It seems clear enough to me that
type-B materialists should maintain that the possession of phenomenal concepts is not materially
mysterious. So in my estimation, they should grasp the first horn of Chalmers’ dilemma and chal-
lenge the alleged distinction between the epistemic situations of us and zombies. Indeed, I've gone
so far as to claim that the type-B materialist really ought to claim that we are the zombies Chalmers
has taken such great pain to conceive. If so, then consciousness (at least for us) is a wholly material
affair. What is conceivable but non-actual are not zombies, but rather “angelic” beings, who pos-
sess an acquaintance with non-material phenomenal states. I find it odd (to say the least) that
Chalmers insists so strongly on the conceivability of the zombie hypothesis, and then turns around
and just as stridently insists on its non-actuality. If we are being appropriately open-minded about
the nature of consciousness, it should take more than arm-chair reflection to rule out the admit-
tedly-conceivable hypothesis that ours is a zombie world. To support his contention that our
epistemic distinction is so markedly different from that of zombies, Chalmers bids us to consider a
zombie in the same position as Jackson’s Mary. Upon release, Chalmers contends, while “Zombie
Mary” might acquire some new knowledge concerning her inner states, she just couldn’t come to
have the full-fledged first-person knowledge that we have of genuinely phenomenal states. To sup-
pose that she could acquire such knowledge is, in Chalmers’ eyes, not to have an accurate concep-
tion of a zombie. In short, the peculiarities Chalmers finds to inhere in our genuinely phenomenal
thoughts turn out to be epistemic. So just like Descartes, it would appear that Chalmers’ dualism is
ultimately motivated by an inability to see how we can have such privileged epistemic access to
states that wind up being material (or how our concept of a state whose primary and secondary
intensions collapse could turn out to be the concept of a material state). However, if type-B materi-
alists can tell a materialistically acceptable story about how (and also why) our phenomenal con-
cepts exhibit these epistemic peculiarities — and I’ll present some reasons to think they can — then
the phenomenal concept strategy will prove every bit as hard to kill as Chalmers’ zombies. C16
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22 Two-Dimensionalism and the Knowledge Argument: No Fit Sherlock Sam Coleman
<samueljcoleman @hotmail.com> (Philosophy, University of Hertfordshire, Hatfield, Herts,
United Kingdom)

Jackson and Chalmers, among others, have employed Two-Dimensionalism to defend the
Knowledge Argument against attacks by physicalist conceptual dualists, who hold that Mary
knows the experience of redness via two incommensurable conceptual routes. Using the leading
example of Sherlock Holmes, I demonstrate a problem for Jackson and Chalmers’ strategy. In
brief, two-dimensional defence of Mary would require her to possess both the phenomenal concept
of an experience of red and a scientific concept of it, while imprisoned in her black and white room.
But it is widely held that she can only have the latter in this situation. Thus it seems that
Two-Dimensionalism cannot rescue Mary from the conceptual dualist. Having explained the diffi-
culty, I survey possible solutions: for example, dropping the knowledge argument from the
anti-physicalist cause, or arguing that folk concepts can be derived from scientific concepts where
these co-refer. C1

23 The Modal Argument and the Complexity of Phenomenal Experiences Craig
DeLancey, Craig DeLancey <delancey @oswego.edu> (Philosophy, SUNY Oswego, Oswego,
NY, 13126)

I argue that many of our anti-physicalist intuitions about phenomenal experience can be ex-
plained with the assumption that phenomenal experiences are very complex physical states. I use
Kripke’s Modal Argument to illustrate my point. Kripke claims our “Cartesian intuitions” put a
special explanatory burden upon any attempt to identify a phenomenal experience with some body
state, because we have special access to the phenomenal experience. Heat is molecular motion, and
this identity is contingent because other things could cause the sensation of heat. But any other sen-
sation than pain would not be pain, and so any identity of pain with some physical state must be
necessary. Using the notion of Kolmogorov Complexity to provide a rigorous measure of descrip-
tive complexity, I show that Kripke’s argument misses an important distinction. The claim that a
heat sensation could have “qualitative analogs” is equivalent to the claim that the sensation of heat
does not contain enough information to distinguish between various possible causes. We can grant
Kripke’s claim that one’s self-conscious reflection upon the sensation of pain provides all the rele-
vant information there is about that self-conscious sensation of pain — but the thing we aim to ex-
plain is not our reflective understanding of the phenomenal experience, but rather the experience.
We have no reason to believe that all of the information of every phenomenal experience can be
discerned by and articulated by our abilities for theoretically reason. Instead, if some phenomenal
experiences were very complex, we would expect our reflective understanding of those experi-
ences to be incomplete. To deny this is to assert that our self-conscious understanding of our phe-
nomenal experiences tells us everything there is to know about each phenomenal state, and thus
that the relevant sensations can be wholly grasped by and subsumed to our faculties of reflective
reason. Given this, we can understand one’s self-conscious understanding of the sensation of pain
as not containing enough information to tell whether the phenomenal experience is caused by or
identical with some particular brain event or not. The Cartesian intuition is thus explained: we see
possibilities where there is too little information to allow us to rule out these possibilities, and we
assume we have special access to our phenomenal states when we assume (improbably, and with-
out justification) that our phenomenal experiences contain no more information than the self-con-
scious understanding of our reflection upon those states. I conclude with the observation that the
hypothesis that phenomenal experiences are very complex physical states is more conservative that
its rivals, and is testable. C1

24 Can Cartesian Duality and Monism Co-Exist? Stephen Anthony Farah <ste-
phen@andromeda.ws> (Red Sun Foundation, Johannesburg, Gauteng, South Africa)

1. Consciousness has five fundamental, and ubiquitous, qualities: 1. awareness of an object, 2. a
sensory component, 3. differentiation, 4. subjectivity: a. Consciousness always has an internal,
subjective reference point b. Awareness of subjectivity emerges at a certain point in the evolution
of consciousness, individual and collective. c. Along with subjective awareness comes: i. Subjec-
tive experience, it is always ‘like something’ to be a subject. ii. An awareness of self; to quote, “I
think therefore I am.” 5. it is contextualized: a. Consciousness is always a consciousness of context,
which is to say it is an emergent property of certain contexts. b. Consciousness is not a state or qual-
ity than can exist independently of its context. c. A changing context produces an equally changed
consciousness. 2. Consciousness is never singular in nature, but always dualistic. Giving rise to
Cartesian duality, and its propensity to appear in the study of the phenomenology of consciousness.
Even if in a fundamental objective sense reality has a Monistic nature, in phenomenology it will al-
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ways appear dualistic. 3. Even in the Nirvanic state of ‘pure awareness’ as spoken about in the
Vedantic metaphysical tradition both subject and objects exist. For it stands to reason that there is
awareness of the state of awareness, without which in what sense could the subject be said to be
aware, or state afterwards I have experienced a state of pure awareness. 4. The term consciousness
is best understood as describing as a vast number of states of awareness that have the capacity to
differentiate. The following list whilst not meant to be complete, illustrates the aforementioned
concept: a. Differentiation without accompanying experience: i. Organic: single cell organisms or
plant life reacting to external stimulus. ii. Machine consciousness performing pure computational
function. b. Experiential consciousness: i. Consciousness which is has the quality of feeling tones;
it feels like something in this state of consciousness c. Consciousness in which a sense of self
emerges. d. Consciousness from which culture emerges, the memetic tradition. 5. Consciousness is
dynamic. 6. Reality is an emergent property of consciousness. a. Consciousness holds a unique po-
sition in the study of phenomenon. For unlike anything else in the field of phenomenon, of what-
ever nature, consciousness is a prerequisite for study to commence. b. Reality, in as much as realty
is phenomenal in character, emerges from consciousness and is dependent on consciousness for its
phenomenological existence. c. So in this, consciousness has an irreducible nature; much like
space and time it is a fundamental property of existence and our universe. d. So we may equally say
that the inverse of Dave Chalmers’ ‘hard problem’ of consciousness is true; how is it that objective
reality emerges from subjective experience? e. To put it in terms of Quantum physics: ® Objective
reality exists as a wave function until the point that it intersects with consciousness. ¢ It is the differ-
entiating consciousness that collapses the wave function or state of superposition:
phenomenological reality is = the point at which time + space + differentiating measurement,
interact. P1

25 From Dualism to Materialism and Back Again? Nataliya Garntseva
<garntseva@gmail.com> (Philosophy, Moscow, Russia)

Daniel Dennett (1969) wrote that history of philosophy of mind to most of its critics seems to be
ameaningless swing of pendulum from dualism to materialism and back. This pendulum continues
to move till today and even faster than ever. In my opinion, this motion isn’t meaningless and fruit-
less because the evolution of both materialism and dualism is hard to describe as contingent and the
progress in understanding of the nature of consciousness and the mind-body problem isn’t some-
thing that is so easy to deny. However, for a long time materialism and dualism weren’t equal in
rights. Physicalistic materialism used to be the official doctrine in understanding of mind which
caused false reduction of consciousness to physical phenomena, leaving out the essential subjec-
tive character of conscious experience. It’s natural that dualistic doctrines were energetically re-
pressed by materialists those days. The criticism was focused on such defects of dualism as
postulation of additional mental substance along with physical substance, inability to explain the
mechanism of causal interaction between body and mind without breaking the principle of causal
closure of the universe, violation of basic physical laws, in particular the law of conservation of en-
ergy. And nevertheless dualism has survived and fortified its positions by launching a retaliatory
attack on materialism, constructing a series of weighty arguments which can be roughly classified
as the Explanatory Argument, the Conceivability Argument and the Knowledge Argument. These
arguments appeared to many convincing, and physicalistic materialism nowadays has lost its status
of “orthodox” stance in the analysis of consciousness while dualism is treated as a respectable the-
ory. Of course, modern dualistic conceptions notably differ from Cartesian dualism and lack most
of its drawbacks. Moreover it’s not an exaggeration to say that interaction between materialism and
dualism is becoming more close. Some of those who were convinced materialists are obliged to
transform partly their views and do not avoid dualistic implications in their theories. For example,
Jaegwon Kim (2005) asserts that phenomenal mental states (or qualia) are irreducible and
epiphenomenal. Dualists in their turn are paying tribute to materialism. David Chalmers (2003), for
instance, says that his doctrine shares the spirit of dualism and “fits the letter of materialism” at the
same time. I suppose, in the light of the processes which take place in philosophy of mind at pres-
ent, that the border between materialism and dualism is gradually diminishing and both of them are
renewing. In my opinion, further intercommunication between materialism and dualism in search
of their mutual benefit will lead to the detectable progress in our understanding of the most topical
issues concerning mind and consciousness. References: Dennett, D.C. 1969. Content and Con-
sciousness: An Analysis of Mental Phenomena. London: Routledge & Kegan Paul. Kim, J. 2005.
Physicalism, or Something Near Enough. Princeton: Princeton University Press. Chalmers, D.J.
2003. Consciousness and its Place in Nature, in: Stich, S.P. and Warfield, T.A. (eds.). The
Blackwell Guide to Philosophy of Mind. Oxford: Blackwell, pp. 102-142. P1
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26 Bridging a Gap Within The Gap: Strengthening the Link Between Primary and Second-
ary Possibility Angie Harris, Melissa Ebbers <arharrisuofu@aol.com> (Philosophy, Rutgers
University, Jersey City , NJ)

David Chalmers argues that conceivability is a guide to metaphysical possibility. In his “The
Two Dimensional Argument Against Materialism”, he employs the two dimensional semantics
framework to motivate his claim that phenomenal zombies are conceivable. In this paper, we dis-
cuss conceptual entailment as it relates to Chalmers’ conceivability argument. We focus on the re-
quirements of competence with a concept and raise an epistemic worry for the link between
primary and secondary conceivability: given Chalmers’ account of the a priori, we claim that even
if ideal primary negative conceivability is a guide to primary possibility, for any given world that
satisfies the primary intensions of ‘P’ (a microphysical description on our world), we are not justi-
fied in concluding that this world satisfies the same secondary intensions of 'P’ (in other words,
that the values of the secondary intensions are the same in both our world and z-world). We argue
this epistemic link plays a crucial role in justifying one’s conclusion that one has conceived of a
metaphysically possible world. In our concluding remarks, we discuss two ways in which the
epistemic link between the values of the primary and secondary intensions could be strengthened
along with what follows for the conceivability argument on each alternative. C1

27 Deduction, Necessitation, and Consciousness Robert Howell <rhowell @mail.smu.edu>
(Philosophy, Southern Methodist University, Dallas, TX)

The two most influential arguments for property dualism, the knowledge argument and the
conceivability argument, implicitly rely on the following principle: if an ideally informed ideal rea-
soner cannot deduce q from p, then p does not necessitate q. On the face of it, this is a surprising
claim: deduction is a process of reasoning between propositions, while necessitation is a metaphys-
ical relation between facts. In this paper, I argue that the close tie between propositions and facts on
the one hand, and deduction and necessitation on the other, involves substantive metaphysical and
epistemological commitments. I claim, however, that these commitments are not usually problem-
atic, but that we should expect them to be problematic precisely when it comes to reasoning about
consciousness. I argue that is a large part of the source of the “hard problem” of conscious-
ness. C1

28 A Postmodern Physicalism That Can Accommodate Experience Anand Rangarajan
<anand @cise.ufl.edu> (Department of CISE, University of Florida, Gainesville, FL)

‘While most previous physicalist approaches to the problem of experience run afoul of Chalmers’
logical supervenience argument, there is no a priori reason — as Stoljar has shown — for all varieties
of physicalism to be ruled out tout court. However, since the bar has been raised rather high, any
new physicalism must show why it is accompanied by experience. Otherwise, the explanatory gap
remains. We address this problem using two moves. Drawing upon recent work in quantum grav-
ity, we begin with the notion of the physical world as a quantum computer — or more simply as a
multiverse. We point out that the quantum computer conception of the multiverse is incomplete
since it merely specifies a measure on a set of possibilities — or possible worlds — with no actual
events. In our second move, we note that the postmodern critique of experience faults phenomenol-
ogy for not seeing the importance of perspective. The postmodernist argues that raw experiences
are never to be found. Instead, experience is always situated within a particular perspective. Based
on this, we allow a set of physical perspectives to operate on the multiverse, thereby generating —
among other events — experience. Our new physicalism comprises a set of perspectives and the
multiverse — with both being entirely physical. While physical perspectives may be counter-intu-
itive at first, we argue that they are natural candidates to complete the physicalist picture and simul-
taneously accommodate experience. An obvious question to ask at this juncture is: Why should
physical perspectives and their interaction with the multiverse generate experience? First, we can
and will argue that the definition of a physical perspective includes the generation of experience; an
experience occurs when a perspective interacts with the multiverse. Next, the incompleteness of
the multiverse allows us to specify a new entity — perspectives — to complete the physicalist picture.
To see why physicalism can accommodate perspectives, it is important to realize that the
multiverse merely specifies a measure on possibilities. Actual events occur only when perspectives
— in their interaction with the multiverse — convert possibilities into actualities. In this way, per-
spectives and possibilities form an interacting base that is necessary for actual events. Furthermore,
we can expect a perspective to divide the multiverse into an interior and exterior. Experience then is
an interior event which is accessible only from a particular perspective and exterior events are those
which are accessible from different perspectives. This notion of access — when an event is accessi-
ble and from which perspective — plays an important role in our scheme [and we note that it plays an
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important role in the philosophy of relativism (Hales, Kolbel, Bennigson) as well]. However, this is
entirely to be expected given the asymmetry of experience. The crucial difference is that rather than
posit a self or a first person point of view to explain this epistemic asymmetry, we instead offer per-
spectives and accessibility. The result is a postmodern physicalism with experience and processes
being supervenient on perspectives and the multiverse. P1

29 It’s About Time Arthur Smith <drsmith@noetichealth.com> (Noetic Health Institute,
Foothill Ranch, CA)

Human experience is both dualistic and monistic. It is monistic in that everything is experience,
but dualistic in that it involves both knower and known. Since Socrates, an axiom of Western phi-
losophy has been that rational discussion begins with defining what that subject matter is. We could
say that consciousness (or at least ordinary human consciousness) is experience as a knower-self
(noesis) that experiences known-others (noema). Both are essential aspects of experience. Without
the noesis, consciousness would be unconscious. Without the noema it would be conscious of noth-
ing, i.e., also unconscious. Thus human experience is noetically dualistic in its distinction of
knower and known, but ontologically monistic in being all experience. In that sense, empirical sci-
ence itself, even when it studies distant galaxies, is part of the “science of consciousness,” because
it can study only phenomena in consciousness. However, not everyone would call this a “science of
consciousness.” Some want a science of the knower without reference to the known, and this is
where it gets tricky. As soon as we make consciousness an object of study, it becomes the known,
and the people studying it, the knowers, and an infinite regress of self-reference ensues. One way to
circumvent this paradox is to deny the dualistic nature of consciousness in some form of monism,
usually by explaining away one side of the dualism in terms of the other. With idealism, matter, the
noema, is explained away as a figment of the mind. With materialism or epiphenomenalism, the
noesis is explained as an effect or property of matter. A few have embraced the monism of pan-
psychism or panexperientialism to avoid having to deny one side of the dualism or the other, but
most find the claim that all knowns are also knowers implausible. Meanwhile, others can accept
none of the above and stubbornly defend dualism, typically in its Cartesian form of mental and
physical substances existing independently. In this essay, I argue that there is a better way. First, we
accept that ordinary experience is noetically dualistic but ontologically monistic. We drop the Car-
tesian dualism of two substances with no common attributes and replace it with a dualism of gram-
matical time, in which the knower is first person, singular, and present tense, and the known is third
person, plural, and past tense. Under this model, brain activity is not the knower, but that which is
known most immediately. We also stop attempting to reduce the knower to the known, as in reduc-
ing the knower to brain activity, or vice versa. But there is still much to be learned about conscious
from studying it. Both neuroimaging and controlled studies of introspection can tell us much about
the ways consciousness works. P1

30 Property Dualism Entails Substance Dualism Khaldoun Sweis, Khaldoun A. Sweis
<sweis2003 @sbbcgloba.net> (Humanities, Kaplan University, Chicago, IL)

This paper is divided into three parts, part one is about the problem of the coherence of mental
and physical properties and part two is concerning what a substance is. In part three, I argue that the
properties that make up consciousness (or our unity of consciousness) fit the criteria of a substance
in their own right. It is not my goal here to prove that substance dualism is true; rather I aim to show
that substance dualism is still a reasonable and viable option. P1

See also:
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17 Being a Non-Reductionist about Consciousness when Modal Arguments Fail: An
examination of Thomas Metzinger’s Dynamicist-Connectionist attack on Qualia and
a Reply in Favour of Neutral Monism

93 “Retooling Sense Datum Theory: On the Existence of Abstract and Imaginary Sense
Data”

1.4 Qualia

31 The Brand New Physical World of Swamp-Mary Chien-Hui Chiu <st.lynn@gmail.com>
(Life Sciences, National Yang Ming University, Taipei, Taiwan, Taiwan (Republic of China))
Whether Frank Jackson’s all-knowing scientist-Mary, upon experiencing color for the same
time, learns new knowledge and thus defeats physicalism, depends on whether Mary is really
all-knowing in regard to physical facts. Arguments tackling this point question whether her being
in such confined condition in the black-and-white room, depleted from all know-how, sensori-mo-
tor, or non-propositional knowledge is still capable of all-knowing. Reports such as the difficulties
of understanding visual stimuli after congenital blind patients gain vision, the loss of discrimina-
tion abilities in animals that have been deprived of experiencing certain visual stimuli during de-
velopment stages, etc. have shown that many concepts that are required for understanding input
information can only be constructed through experience and interaction with the world. Therefore,
there are facts that a non-experiencing Mary wouldn’t know even though those facts are physical.
The new phenomenal facts might be such facts. If we can let Mary gain these types of physical
knowledge without experience, then Mary will have complete knowledge and learn nothing new
when experiencing red for the first time. However, I argue that once this thought experiment is
done, then physicalism will introduce subjective components into their objective physicalism
framework. Let Swamp-Mary be a swampman-duplicate of a real Mary, who has experienced ev-
erything, and has all the knowledge given in the room. Swamp-Mary, born in a black-white room,
has no red color experiences at all, but has all the required neural-circuits corresponding to the con-
cepts, know-hows, non-propositional, or sensori-motor knowledge that can only be formed
through experience, thanks to her duplicate. The crucial question would be-does Swamp-Mary
gain new knowledge when she opens her eyes to the color for the first time? Will she learn some-
thing that the real Mary has but Swamp-Mary doesn’t? Since there is no difference in brain states
between Swamp-Mary seeing red for the first time, and the real Mary seeing red for the nth time af-
ter duplication, Swamp-Mary will not have learned anything new. Therefore, the knowledge argu-
ment fails for Swamp-Mary and physicalism holds. For traditional physicalists, physical
knowledge can only be gained objectively. However, for Swamp-Mary to gain complete physical
knowledge, the only way is to be the duplicate of an experienced Mary and possess and exercise
whatever she has upon seeing red. There is no way any other person in the same room could gain
such complete physical knowledge without becoming Swamp-Mary herself. Therefore, the knowl-
edge of Swamp-Mary, though not gained through experience, is still subjective in the sense that
only she can obtain such knowledge — that there exists red phenomenon — by being a subject that
has these experiences before. Therefore, traditional physicists would have to either admit that
physicalism should include subjective components, or refute their own claims that these types of
knowledge are physical, and thus admit that the original knowledge argument holds. P7

32 Emergence in the Global Neuronal Workspace Model:A Neurocognitive Hypothesis of
Qualia Carlos de Sousa <carlosphi@yahoo.de> (Philosophy, Universitit Konstanz, Konstanz,
Baden-Wiirttenberg, Germany)

Understanding consciousness has become the final achievement in science. For centuries philos-
ophers were busy with this problem. The typical philosophical question was “how consciousness
can fit into the natural world.” But it is misleading, because regards the existence of a gap between
physical and non-physical entities in the world. This conception supposes that consciousness is not
a biological phenomenon occurring in the natural world. On the other hand, scientists and some
philosophers are currently discussing about the possibility of a science of consciousness; in this re-
gard, there are no doubts that consciousness is based on neural activities in the brain. However
neuroscientific findings are not able to explain yet how the qualitative hallmark of conscious expe-
rience emerges from mere neural activities. Particularly, it seems that neural events are necessary
conditions for the emergence of qualia, but they are not sufficient for their occurrence. Following
this reasoning, some philosophers like to conclude that qualia are special properties irreducible to
neural activities in the brain. Though no-one is trying to reduce qualia to neural events, but is trying
to find the neural correlates of such experiences. Presently there are some tentative models of con-
sciousness. One is the Global Neuronal Workspace Model (GNW) proposed initially by Bernard
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Baars and extended by Stanislas Dehaene and others. Nevertheless the GNW does not say anything
about emergence. The authors just make some en passant commentaries on qualia. Regardless of
this fact, the GNW could be used to explain the emergence of qualitative properties. In order to ac-
complish such a task, necessary would be further developments of the model by providing suffi-
cient conditions. Then it would be possible the visualization of how qualia do emerge from the
informational processing in the neuronal networks. The hypothesis says that qualia emerge from
the so-called ‘qualitative-loop’ occurring after the availability of information in the GNW. Specifi-
cally, when information is globally accessible for the whole system, it is immediately related to the
register in the memory. The register modulates so to speak, the processed information according to
family resemblances, by assigning some qualities. At this very moment occurs the qualitative-loop,
i.e., when objective information is converted into qualitative one. In sequence the emergent
qualitative character becomes available for the whole system. P1

33 Representational Content and the Knowledge Argument Hyo-eun Kim
<qualia9 @ gmail.com> (Seoul National University, Seoul, Korea)

The purpose of this presentation is to offer a response to Jackson’s Knowledge Argument in
terms of conceptual and non-conceptual contents. I argue that Mary’s perceptual experience out-
side of the cell in Jackson’s thought experiment is partly conceptual and partly non-conceptual.
The overall argument is that my reformulation of Mary’s ‘Aha!” moment preserves both physicalist
and dualist intuitions on the perceptual experience of Mary while explaining what it is like to have
such an experience. The Knowledge Argument has ceaselessly been discussed as the main chal-
lenge to physicalism despite its unsound reasoning from the epistemological premise to the onto-
logical conclusion. This is because the argument inspires reflection on the nature of consciousness.
Likewise, several responses to the Knowledge Argument are still viable despite having their own
problems. This is because each proposal makes some convincing claims about the nature of ‘what it
is like to have that kind of experience’. I argue that both physicalist and non-physicalist responses
to the Knowledge Argument provide interesting interpretations on the representational states of
Mary. The Ability Hypothesis is implausible in that the ability to imagine an experience is neither
necessary nor sufficient, but the hypothesis at least offers a base condition on which a subject can
performs actions. The New Knowledge/Old Fact view assumes a mode of presentation which re-
quires distinct reference-fixing, but simply having a mode of presentation is not equivalent to hav-
ing the experience itself. The Acquaintance Hypothesis provides the pre-linguistic aspect of
qualitative state of consciousness but it does not give substantive information of what the content
of that experience is. Based on these lessons, I reformulate Mary’s ‘aha!” moment as multi-level
representational states involving conceptual and non-conceptual content. Stages of epistemic prog-
ress that Mary goes through outside of the black-and-white room are presented. I argue that my re-
sponse to the Knowledge Argument overcomes the shortcomings of many current responses. P7

34 Objection to Quining Qualia Ying-Tung Lin <joejoe0227 @hotmail.com> (Taipei, Tai-
wan)

Daniel Dennett claimed that qualia should be “quined” since they do not exist. Qualia are the
ways things seem to us while to quine qualia is to deny resolutely the existence of qualia. Dennett
rejects the feature of qualia — infallibility, by an intuition pump — Chase and Sanborn. Chase and
Sanborn were coffee tasters of Maxwell House who were happily responsible for ensuring constant
taste of coffee, but one day they found out that they did not like the coffee as they used to; Chase be-
lieved that his taste had changed while Sanborn held that his tasters had changed. With this intu-
ition pump, Dennett argued that no one would disagree that Chase and Sanborn might be in the
cases that their tastes had changed, their tasters had changed or the taste of coffee had change; since
itis impossible to differentiate the different possibilities from the first-person perspective of Chase
and Sanborn, that means they might be mistaken about whether they have the same qualia or not.
This presents a challenge to the “infallibility” of qualia. I would like to argue that Dennett made a
confusion. In the case of Chase and Sanborn, they could be wrong about the contents of their judg-
ments; nevertheless, Chase and Sanborn could not deny that there was qualia while tasting the cof-
fee, for what they were not sure was the content, not the existence of qualia. We could be mistaken
about the content of our own from the first-person perspective, but at the moment, we are still defi-
nitely sure that we did experience the qualia, this we could not be wrong. Dennett mixed up the con-
cept of “content” with “the existence”; thus he could not deny the feature of qualia — infallibility
and therefore deny qualia. P7

35 Three Kinds of Transparency William Robinson <wsrob@iastate.edu> (Iowa State Uni-
versity, Ames, [A)
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I contrast the experiences we have (1) when listening to music on one’s stereo in the ordinary
way, and (2) when listening to the same music while trying to evaluate the contribution of a new
stereo component. I contrast both with (3) the “experiences” that Moore claimed to be “diapha-
nous”. All of these cases have a kind of transparency, but these transparencies are of different
kinds. If we carefully attend to these differences, we can do justice to transparency without having
to draw strongly representationalist conclusions. Several ways of avoiding or objecting to this view
are considered (including two based on points in Tye, 2002). They are shown to be ineffective
against the view being advanced. It is concluded that we can, after all, attend to the qualities of our
experiences. Reference: Tye, M. (2002) “Representationalism and the transparency of experi-
ence”, Nous 36:137-151. C9

36 Transparency Explained Chen Yu-Jen <r95124002@ntu.edu.tw> (Taiwan, Kaohsiung,
Taiwan)

Transparency is the thesis that the introspection of experiences reveals awareness of mind-inde-
pendent objects of experience but does not reveal awareness of intrinsic features of experiences
themselves. If there are mental properties such as qualia, how is it that we cannot be aware of qualia
qua qualia, but are only aware of them belonging to mind-independent objects? Thus transparency
poses a challenge to the notion of qualia. I will argue that Daniel Dennett’s argument against qualia,
especially against qualia being immediately apprehensible in consciousness, can shed light on the
problem of transparency. The thought experiments given by Dennett, like coffee tasters Chase and
Sanborn, strongly suggest that there are no qualia separate from our reactions to them. The nature
of our experience is such that no introspective resources can help us to identify which qualia we are
experiencing, and it follows there are no qualia that can by itself be introspected by us. Transpar-
ency is thus well explained. However, the thesis of transparency is not wholly uncontroversial. Phi-
losophers disagree with each other about whether they can give examples of introspectible
phenomenal difference without represented difference in the objects of experience. For example,
Ned Block maintains that blurriness is such an example. I argue that Dennett’s argument can be
used to settle this controversy. Different thought experiments sharing spirit with Dennett’s suffice
to defeat these examples and to prove the soundness of the thesis of transparency. In sum, Dennett’s
argument doesn’t merely help explain transparency of experience, but also help to settle issues
about it. The transparency is a natural consequence of his argument. I argue no such satisfying ac-
count of transparency can be afforded by any theory containing the notion of qualia. Therefore
Dennett’s theory is a more satisfying theory of experience on this respect. P7

See also:
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1.5 Machine consciousness

37 A Proposal for a Turing Test of Emotion. Michael Cerullo <cerullom@hotmail.com>
(Psychiatry, University of Cincinnati, Cincinnati , OH)

This paper will discuss a new proposal for a Turing Test of emotion. A specific and
operationalizable set of criteria will be developed to determine if a machine is experiencing emo-
tion. Key to any such proposal is a clear definition of what is meant by “experiencing” and “emo-
tion”. Unlike Turing’s original test, “experiencing” will be defined to include subjective elements,
specifically qualia. Emotion will be defined to include both the cognitive and dispositional ele-
ments of affect. Before discussing the proposed test, it is worth examining a straightforward modi-
fication of Turing’s original test for intelligence as a test for emotion. Place a computer and a
human in hidden rooms and have an interrogator/judge communicate with them via a computer
screen. The judge questions both about current and past emotions they have experienced. If the
judge can’t distinguish between the contestants, then the computer is said to experience emotion.
There are two major problems with this test. First, it assumes that emotions are purely cognitive and
transparent; both controversial positions in affective science. Second, it shares the same problem
with Turing’s original test; it assumes rather than proves a functionalist theory of mind. In the paper
I will also demonstrate the limitations of a modified version of the Lovelace Test, itself a modifica-
tion of the Turing Test. In contrast to the certainty offered by the Turing Test, the best we should
hope for is the high probability of machine emotion. This should be not surprising given the limita-
tions in epistemology (there is no sure way even to refute solipsism). Yet even such a limited Tu-
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ring Test of emotion could be of vital importance in the near future. We have developed three rules
a machine (or any system) should satisfy before we have confidence that it experiences emotion.
The rules are not absolute; rather the closer the system satisfies the rules, the more likely emotion is
granted to that system. The rules are the following: 1. The system should behave as if it is experi-
encing an emotion. If the system claims it is experiencing emotion X, then it should behave consis-
tently with what we know about other systems that experience emotion X (those other systems are
limited to human beings and certain animals at the present time). 2. No deception is allowed. The
inner workings of the machine must be examined, and the behaviors exhibited in rule 1 must be in
response to a larger environment than simply passing the test (i.e. canned responses would be ruled
out). 3. The informational processing of the system must be isomorphic to the computational and
structural elements of other systems that experience emotion (again currently limited to human and
animal brains). Work in the neural correlates of consciousness will give us appropriate computa-
tional (e.g. symbolic vs. connectionist processing) and structural models (e.g. are quantum level
description needed?). Current computers would have a very low probability (approaching 0) of
experiencing emotion based on this test. Whether future machines can pass the test is an empirical
question. P1

38 Artificial Agents and Moral Status: The role of Consciousness Present and Ab-
sent. Steve Torrance <s.torrance@mdx.ac.uk> (Informatics, University of Sussex, Brighton,
UK)

Machine Ethics addresses how Al agents are increasingly implicated in situations which raise
deep moral issues — e.g. in medicine, warfare, social care, etc. Machine ethicists try to find ways to
make the deployment of such agents more morally responsible, and, as far as is possible, to directly
embed moral responsibility in the agents themselves. But there are obvious obstacles to such a pro-
ject. How far could an Al-based agent be attributed ‘genuine’ rather than ‘simulated’ moral status?
Speaking of an agent as having ‘moral status’ is to refer to at least two different kinds of moral role:
either being the *source* of morally evaluable action — that is, acting in ways that merit attributions
of rightness, wrongness, responsibility, etc.; or being the *target* of such action — that is, being a
legitimate object of moral concern. A moral expert system might be the first; a sentient robot — were
one to be buildable — might be the second. The question of consciousness seems fundamental to
moral status. Arguably, consciousness is more central to the ‘target’ role than the ‘source’ role — so
maybe non-conscious artificial agents could come to have genuine moral responsibilities even if
they don’t have claims on our moral concern. However an opposing, ‘organic’, view would argue
that moral status is bound up with consciousness because both presuppose the status of being an or-
ganic, biological creature, and this is why Al-based agents would be disqualified from ethical sta-
tus (Torrance, 2007, 2008). Shaun Gallagher (2007) has offered a neo-Aristotelian conception of
moral agency, centred on conceptions of ‘endogenous intersubjectivity’ and embedded self-con-
sciousness. Gallagher’s view reinforces the organic claim that being a genuine moral agent (in the
sense of either source or target) is impossible for artificial agents designed according to known
technologies. Gallagher argues that an agent needs to have the capacity for a kind of wisdom
(*phronesis*) to be counted as moral. Yet a defender of machine ethics might argue that some form
of ‘moral intelligence’ could be possible within Al agents, even if *phronesis* is beyond their ca-
pability. This may depend on whether one could develop in an artificial agent a kind of empathic ra-
tionality over and above purely cognitive forms of rationality. In any case there are, I will suggest,
certain important practical challenges facing both Al technologists and those who use their prod-
ucts. Increasingly we design autonomous agents to act on our behalf in many morally significant
contexts — so there is a pragmatic imperative to design agents whose reasoning, choice and action
track those of genuinely responsible agents in like situations, even if the lack of consciousness (and
related features) in Al agents would disqualify them from having genuine moral status in their own
right. I will outline some ways in which such (non-conscious) ‘para-agents’ might achieve a closer
approximation to humanlike moral agency, and what some of the features of a mixed ethical soci-
ety, containing a large-number of such para-agents alongside humans, might be. C21

See also:
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1.6 Mental causation and the function of consciousness

39 A Possible Functional Role for Qualia Jerome Elbert <Demythologizer@cs.com> (Phys-
ics Department, University of Utah, Tacoma, Washington, U.S.A.)
Advanced animals use arrays of sensors to learn what is happening near their bodies. This is
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highly adaptive, since it allows animals to select appropriate actions. Much of the brain operates as
a well-integrated network that forms representations of the animal’s current situation. This aware-
ness system takes sensory information and gives it meaning by retrieving related memories. Pro-
cesses in the awareness system include perception, the evaluation of the animal’s current situation,
the formation and selection of action plans, and the initiation and sensing of many emotional, moti-
vational, and motor processes. Conscious experiences probably result from complex patterns of
neural activity in the awareness system. Consider the example of observing hues in color vision.
Initially, the sensory signals are coded efficiently and carried to the brain. A neuron may represent
red or green in a certain direction by a firing rate that is greater or less than the neuron’s average
background firing rate. Using the same code, another neuron may represent yellow or blue. How-
ever, the signal is too simple to represent the hue explicitly. This must be true, since the encoded
signal is the same for red or yellow. The signal is only useful because it is connected to inputs for
processes that handle the red/green or the yellow/blue variable. Presumably, what distinguishes a
red signal from a yellow signal is where they are connected. If they were connected improperly,
they would give the wrong message. This kind of representation, which I call a compact representa-
tion, encodes the hue implicitly by where it is connected. The connections may last as long as the
organism survives. I propose that the compact representations initiate what I call broad representa-
tions. A broad representation is a more complex pattern of the brain’s neural activity that can form
the contents of such processes as remembering a previous event or seeing a certain primary hue.
These representations need to serve as inputs to various processes that result from learning by the
organism. An animal’s DNA cannot specify the connections of the representations with the pro-
cesses in advance, since the details of the processes depend on previous experiences that vary from
individual to individual. So, unlike the case for compact representations, it seems likely that the
broad representation itself represents the hue’s identity. Each primary hue may be represented by a
characteristic, genetically specified pattern of neural activity. I propose that this pattern also pro-
duces the characteristic experience associated with observing that hue. We might have clues about
the kinds of activity that represent the different hues. For example, Nicholas Humphrey (2006, p.
20) notes that red is usually regarded as a warm, exciting, and disturbing hue, and that it has been
found to produce signs of actual physiological arousal. These properties may affect the appearance
of red. If so, one’s experience of red may be “colored,” at least partially, by the seemingly arbitrary
code that has the functional role of identifying the hue. P1

40 Mental Causation Peter Ells <peterells @hotmail.co.uk> (Oxford, UK)

One of the problems of consciousness is that of mental causation. How do my feeling of hunger
and my train of thought and imagination that result from perusing the restaurant menu lead to phys-
ical behaviour of matter: My jaw wags and my vocal chords vibrate so as to utter the words “T’1l
have the steak please”? The problem is acute because according to materialist philosophers the
physical world is causally closed in the sense that its physical state at any one moment is sufficient
to determine its state at the next moment (apart from some irreducible randomness). In my presen-
tation I will use causal diagrams to show how mental causation (mind -> body, mind -> mind &
body -> mind) can be given a natural place in the overall causal structure of the world. The proposal
has the attractive features that it respects a reductionist account of the world, and it avoids causal
over-determination. Any explanation of the fact that a mental state such as a taste of steak can cause
a physical movement must involve radical and counterintuitive features. The features proposed
here are: that ultimate reality lies at a level below that of even completed physics, and is mentalistic
(idealistic) in character; and that panpsychism holds. More reassuringly, the theory can be regarded
as a form of identity theory in which a particular taste of steak corresponds identically to a particu-
lar brain state. I will give a clear explanation as to why these identical objects have different proper-
ties: in this theory there is no mysterious ‘explanatory gap.” P7

41 Consciousness as the Interface between Cognition and Emotion (‘ICE The-
ory’) Bryony Pierce <bryonypierce @btinternet.com> (Philosophy, University of Bristol, Tel-
ford, Shropshire, United Kingdom)

This paper presents the hypothesis that the function of consciousness is to act as an interface be-
tween cognition and emotion. This theory has arisen from my philosophical research into
conscious rationality and is also defended in the field of experimental psychology by Balleine and
Dickinson. I will refer to their experimental work on incentive learning to provide empirical sup-
port for this view. My claim will be that consciousness has evolved as a means of monitoring the
current state of the biological system to allow physiological needs to determine values and goals.
Physiological states are represented in the form of conscious feelings or emotions that are used to
attribute appropriate incentive values to commodities or to the predicted outcomes of apparently
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available courses of action. Information about emotional responses representing bodily states is
processed alongside information about the external world, enabling interaction between self and
world that can be responsive to variable needs and therefore has greater adaptive value than reflex
responses. Causal relationships between actions, outcomes and the predicted value (which is de-
pendent on the reduction of needs) of the outcomes of various courses of action are represented in
abstract form, i.e. there are multiple concurrently represented possibilities. A process of selection
according to perceived utility can then take place, resulting in goal-directed action. P1

42 Interactionism is compatible with causal closure Vadim Vasilyev <edm@rol.ru> (Phi-
losophy, Moscow State University, Moscow, Russia)

Some authors reject interactionism as they believe it denies the causal closure of the physical
world, and this violates the basic laws of physics. In this paper I'll try to demonstrate that we have
reasons to say that one kind of interactionism is compatible with the causal closure principle
(CCP). Let us begin with an assumption that mental states like beliefs and desires, in their qualita-
tive aspects, are correlated with behavior (CA): if I want to drink a glass of cola, I, as a rule, drink
cola, not something else. No one, I guess, is prepared to argue against this assumption. From CA
and CCP, which I understand as follows: every physical event has an immediate physical cause (as
in Lowe 2000), we can conclude to the truth of the global supervenience principle (GSP). Indeed, if
GSP does not hold, it is possible that some worlds, identical in their physical structure, differ in
mental states, accompanying physical systems which exist in these worlds. Then, according to CA,
they would evolve in time differently, due to the difference in their mental accompaniment — the
CCP would be wrong. But GSP does not imply the local supervenience principle (Kim 1993,
Chalmers 1996). It does not follow from GSP that any local physical system have to have just one
set of mental states: it follows only that if two or more identical local physical systems have differ-
ent mental states there are some physical differences in the worlds where they exist. If the existence
of such physical systems with different mental states is compatible with GSP and CCP, then, if we
consider those physical systems locally, we see that, according to CA, it seems as if their changes
depend on mental states. But if we look at the whole physical worlds we see that they depend on
some non-local physical causes. This position I would like to call the local interactionism. So far I
talked about possibilities. Now I am going to show that we have all the reasons to accept this local
interactionism. Firstly, the local supervenience principle, as regards mental states, is probably
wrong. Indeed, it is a common opinion that the same physical event might have different causes
(and that it is not just logical possibility). So, for example, my brain could have come to its present
condition as a result of another causal history than it actually had. But my causal history is reflected
in my memory, which is the basis of my beliefs and desires. So my very same brain could have been
accompanied by different mental states and, according to (1), in such a case it would produce a dif-
ferent behavior due to them. Then my current mental states must play a real causal role as well, and
interactionism is true. But, secondly, CCP is probably right. It follows from our natural disposition
to infer from the past to the future connections of events. Indeed, these inferences presuppose that
any physical event should have a necessary correlate in the past, existing in a public, physical
space: otherwise other people would consider some or other event as an event lacking such a corre-
late, i. e. its cause, in their experiences. So, while we have reasons to accept interactionism, it is lo-
cal interactionism only, the interactionism which is compatible with the causal closure and which
may possibly illustrate what E. J. Lowe called a “causation by a mental event of a physical causal
fact”. References. Chalmers, D. 1996. The Conscious Mind. New York: Oxford University Press;
KimJ. 1993. In: Kim J. (ed.) Supervenience and Mind: Selected Philosophical Essays. Cambridge:
Cambridge University Press; Lowe, E. J. 2000. Causal Closure Principles and Emergentism. In:
Philosophy 75(4): 571 - 585. P1
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1.7 The ‘hard problem’ and the explanatory gap

43 Explaining the Explanatory Gap: Beyond Monism and Dualism Fairlamb Horace
<horus472@gmail.com> (Briarcliff, TX)

(1) Today’s notorious “explanatory gap” between consciousness and mechanistic explanation
motivates much debate between property dualists and materialistic monists. I argue that explaining
that gap requires Peirce’s threefold phenomenology. (2) Peirce’s phenomenology divides experi-
ence into three kinds of elements according to their relations to other elements. Firstness includes
qualia (e.g., feelings) whose qualities have no intrinsic relation to other elements. Secondness in-
cludes elements (such as forces) structured as relations between two elements. Thirdness includes
intentional and representational structures involving relations between three elements (X is a sign
of something Y for an interpreter Z). (3) Human knowledge is an intentional system, a behavioral
adaptation mediated by caused perceptions and correlated linguistic signs. Perceptions are physio-
logically hardwired; natural feelings are instinctively programmed. These biologically grounded
meanings naturally correlate linguistic conventions between same-species users. But while some
aspects of meaning are physiologically shared (e.g., colors), many qualia (e.g., exotic tastes) are
not. Qualia that cannot be interpersonally standardized cannot be reliably communicated, if at all.
Primitive forms of consciousness, for instance, would have been pre-representational, barely more
than the reactive effect of some cause. Given very different physiologies and contexts, human lan-
guage could not represent such experiences. (4) These evolutionary facts place natural limits on
what can be represented for thought. Human representational schemes are naturally suited to expe-
riences of beings complex enough to have them. Our knowledge can model the exterior working of
matter, utilize similarly advanced intentional structures (such as logic, mathematics, etc.), and ex-
press instinctively or culturally correlated qualia. But what escapes representability are intrinsic
qualities of consciousness that are not correlated to standardized human experience, i.e., qualia that
are either too primitive (the feelings of snails) or too foreign (outrageous tastes). Not already being
familiar to us, and lacking essential relations to other elements, such qualia cannot be assimilated to
what we already know. (5) This split between representable and unrepresentable elements of con-
sciousness gives rise to several well known problems in the philosophy of mind, e.g., the ineffabil-
ity of qualia and the gap between first person and third person perspectives. These problems yield
two sorts of limits: to what can be represented and to what can be recognized through representa-
tion. They also explain why the explanatory gap increases when we try to project what it’s like to be
something down to the origins of consciousness. (6) This gap is predicted/required by Peirce’s cat-
egories. Humans understand the world evolutionarily backwards through complex representations
of force, perception, and shared qualia. But some qualia exist under the radar of sensory perception
and shared physiologies, and are therefore unable to correlate to what we know. Given the privacy
and contextuality of qualia, the range of qualia necessarily outruns the representational capabilities
of science, the more so as we inquire farther from the familiar. P7

44 The Phenomenology of Explanation and the Explanation of Phenomenology Brian
Fiala <fiala@email.arizona.edu> (Philosophy, University of Arizona, Redwood Falls, MN)
Suppose we knew that some materialist theory of consciousness were true (a smart little bird told
us). It would still be difficult to understand how such a theory could possibly be true. Such a theory
would yield lawful correlations between neural states (for example) and phenomenally conscious
states, but we might still wonder, “Why is neural state N correlated with that phenomenal state P1,
as opposed to phenomenal state P2 — or any phenomenal state at all, for that matter?” In other
words, an “explanatory gap” would divide the physical and the phenomenal. The explanatory gap
poses a prima facie problem for materialist theories of consciousness, insofar as the existence of an
explanatory gap prima facie suggests the existence of an ontological gap. Consequently, the mate-
rialist must either deny that there is any explanatory gap, or else find a way of rendering the gap
consistent with materialism. Here I sketch a new strategy for rendering the explanatory gap consis-
tent with materialism. The project is to explain the appearance of a gap in a way that is materialisti-
cally kosher, while sapping the gap of its dialectical force. One way of going about this task is to
first examine some feature of human psychology, and then argue that the feature generates the
(mere) appearance of a gap. This strategy is favored by many “Type-B” materialists. It is also
known as the “phenomenal concept strategy” (Chalmers 2006). My proposed strategy will conform
to this general pattern. Whereas extant strategies emphasize the unique characteristics of our con-
cepts of phenomenal consciousness, my strategy will focus on the unique profile of explanatory
cognition more generally. That is, I will focus on the psychological mechanisms by which we gen-
erate explanations, grasp explanations, and evaluate explanations. The hope is that we can account
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for the explanatory gap as a by-product of the relatively less mysterious psychological features of
explanation, thus de-mystifying the gap. I argue that we might deflate the hard problem by giving a
psychological explanation of why the hard problem arises. Taking a cue from Gopnik (1998), I ap-
peal to the phenomenology of explanation itself, especially the feeling of understanding (AHA!!!)
that overcomes the subject as she grasps an explanation. The AHA!!! feeling normally accompa-
nies the grasping of a good theory. But there is a patent absence of any AHA!!! feeling when grasp-
ing a materialist theory of consciousness — this is the hallmark of the explanatory gap. I argue that
the explanatory gap may be an “explanatory illusion” — that is, a good explanation that fails to pro-
duce the appropriate phenomenology of understanding. By closely examining the psychological
mechanisms that produce the AHA!!! feeling, we might shed light on the apparent gap between the
physical world and phenomenal consciousness. P1

45 The Inverse Mind-Body Problem Eric Furcsik, Eric Furcsik <Eric-Furcsik@utc.edu>
(Philosophy, Mathematics, University of Tennessee at Chattanooga, Ooltewah, TN)

Many think of the mind-body problem (MBP) as the problem of reconciling experiential states
with physical states. In general, a problem is solved when its statement is transformed to obvious
identity with the phenomena of interest. Taking the MBP as such, an operation (thoughts, philoso-
phy) that transforms the MBP into a solution of the MBP we may call an inverse-MBP. A set of
thoughts that will solve the MBP is just such an ‘inverse’, ‘reciprocal’ recasting of the MBP, ending
in an identity with experiential states, ‘explaining consciousness’ per se. An example inverse-MBP
is built-up as this exposition and applied to the MBP. Parallel comparison of this method with his-
torical solution attempts (dualism, materialism) illustrates the necessity of a philosophy it defines,
called consciousness-ism. The perspective that allows for the hard MBP and solipsism is consid-
ered as a consequence of a systematic epistemological inversion. P1

46  What if it’s “Gaps All the Way Down”? Steven Horst <shorst@wesleyan.edu> (Philoso-
phy, Wesleyan University, Middletown, CT)

Philosophers who have discussed the explanatory gap between mind and brain — whether
dualists, reductionists, eliminativists or non-reductive materialists — have generally assumed that,
if there is such a gap, it is something unique in the case of the mind. The objects of other special sci-
ences — chemistry, geology, biology — are, by contrast, reducible to physics. But within philosophy
of science, the assumption that inter-theoretical reductions are the norm in the sciences has given
way to the view that such reductions are in fact rather rare, and that in this sense the sciences are
“disunified”. How should this anti-reductionist turn affect philosophical debates about the mind?
This paper presents the main claims of my recent book, Beyond Reduction (Oxford University
Press, 2007). The anti-reductionist turn clearly deals a blow to reductive physicalism and at least
some forms of eliminativism. It does serve to “vindicate” the claim that there is an explanatory gap
between mind and brain. But it undercuts principal arguments for both dualism and physicalism.
Dualists argue that irreducibility implies a failure of supervenience; but if it is “gaps all the way
down”, then this would entail that chemical and biological phenomena fail to supervene upon phys-
ical phenomena as well. And whereas reductions of mental phenomena would provide strong evi-
dence for physicalism, non-reductive physicalism is left with the case for non-reductivism
strengthened but the case for physicalism left as a standpoint of faith. C1

47 Can’t We Solve the Mind-Body Problem? Shun-Pin Hsu <g39303016 @ym.edu.tw> (In-
stitute of Neuroscience, Yang-Ming University, Taipei, Taiwan, ROC)

Colin McGinn famously argued for a mysticism position of the mind-body problem, stating that
even if there exists a solution to the problem, the limited human mind is cognitively closed to the
correct explanation. McGinn’s main argument is based on a model of science that differentiates be-
tween the data-gathering phase and theory-constructing phase. Theories are inferred from the data
collected, which in turn are gathered via perception. By his principle of homogeneity, since percep-
tion cannot satisfactorily provide the explanatory link between the mind and body, all theories in-
ferred from these data cannot provide the solution, too. I will argue that McGinn’s argument is
based on the misleading assumption that datum gathered by scientists is not-theory laden, further-
more, I will also argue that scientific explanations are established from confirmed correlation be-
tween the mind and the body instead of mere inference. Thomas Kuhn’s model of scientific
discoveries shows that scientists don’t construct theories from pure data and inference, the kind of
data you gather is based on what kind of theory you have. In addition, scientific theories are con-
structed from well-confirmed correlations, not from pure data and inferences of data. Although we
cannot perceive the relation between high-level entities and low-level entities, for example, the unit
of heredity and DNA, we can still identify the relation between them. We do this identification by
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presupposing a theory as Kuhn suggests, so scientists can avoid McGinn mysticism by assuming a
phenomenology theory as their observation framework, and constructing the relevant correlations
when gathering data. In conclusion, I argue that McGinn’s argument is on a misleading ground that
scientists can avoid. P7

48 Consciousness without Subjectivity Pete Mandik <mandikp@wpunj.edu> (Philosophy,
William Paterson University, Wayne, NJ)

The so-called subjectivity of conscious experience is central to much recent work in the philoso-
phy of mind. Subjectivity is the alleged property of consciousness whereby one can know what it is
like to have certain conscious states only if one has undergone such states oneself. I review
neurophilosophical work on consciousness and concepts pertinent to this claim and argue that sub-
jectivity eliminativism is at least as well supported if not more supported, than subjectivity
reductionism. My plan is as follows. First, I conduct a quick review of the notion of subjectivity as
it figures in some classic discussions in the philosophy of mind, especially those surrounding the
work of Nagel and Jackson. I develop the idea that, in these contexts, subjectivity is one-way
knowability. Next, I turn to discuss neurophilosophical perspectives on the topics of conscious-
ness, phenomenal character, concepts, and “knowing what it is like”. Next, I examine the proposal
that due to the neural structure of the relevant concepts, one can only have the concept of what it is
like to have certain experiences if one has had those experiences. Finally, I bring the insights devel-
oped in the previous sections to bear on the twin questions of whether (1) in perception, we per-
ceive properties that may be known in no other way and (2) in introspection we introspect
properties that may be known in no other way. My conclusions will be that both questions merit
negative answers. C16

49 Resolving The “Hard Problem” Within The Circuitry of an Individual’s Brain: Binding
The Phenomenal Qualities of Interiority and Exteriority Ken Marton, Tanya Marton, Yale
University; Marie Ary, California Institute of Technology <marton@mcatmaster.com> (JetStream
Education, Encino, CA)

The “Hard Problem of Consciousness” arises from the sense that the nature of neural activity is
in some way categorically different from the experiential qualities of the contents of conscious-
ness, EVEN IF ultimately shown to be 100% correlated. Finding the correlations is considered ulti-
mately not as difficult as resolving this apparent qualitative divide, which is why it is called the
“Hard Problem”. Argument and experiential demonstration will show that the hard problem is
ONLY experiential, and illusory, and that it won’t be resolved by neural experiment or philosophi-
cal analysis. However, the apparent disparity between the two may be resolvable in the experienc-
ing of any individual (who happens to “experience” the hard problem) by using a proposed
psychocognitive process. Anyone who undergoes the process (which is not yet technically feasi-
ble) would then find the hard problem in no way problematic, because for them, neural activity and
correlated contents of consciousness would be experienced directly as two aspects of the same real-
ity. Consider that all phenomenal experience are likely isodynamic and isostructural with corre-
lated neural activity; their spatial, temporal, and relational qualities correlate with that activity.
Nevertheless, uncovering all correlations won’t resolve the sense of a categorical difference be-
cause a brain requires multi-modal experiential phenomena to temporarily co-occur to bind them,
and thus to experience them as different aspects of the same reality. The co-occurring visual imag-
ery and sounds of a ringing bell, for example, are inherently qualitatively disparate, yet they are as-
sociatively bound into one occurring reality — a ringing bell. No “sight-sound dualism” is typically
proposed! On the other hand, “Interiority” phenomenal qualities (the experience of experiencing)
never co-occur with the “Exteriority” of neural firing. The absence of a direct perception of associ-
ated neural activity (e.g., seeing/hearing neurons firing) co-occurring with the experiencing of the
correlated contents of consciousness allows for the illusion of the hard problem. This leaves these
two categories of experiencing occurring, for anyone who well contemplates the problem, as dispa-
rate realities, irreconcilably disparate in their nature. However, each category of phenomenal qual-
ity always occurs as categorically different from every other, until they temporally co-occur, so this
is not unexpected. Consider an individual perceiving neural activity (by any technical means)
while experiencing correlated “qualia”. It is suggested that the brain can and will bind them into
one occurring reality, with the apparent hard problem then experientially resolved for that individ-
ual. It is proposed, for example, that if an individual can observe all aspects of the neural firing cor-
related to the experiencing of a time-varying blue stimuli (via a “cerebroscope”), while also
simultaneously experiencing the correlated time-varying blueness, their brain will bind the two
qualitative experiences into one occurring reality, and there will be no disparity experienced. The
experiencing of blueness, and of the neural firing correlated to that experiencing of blueness, will
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simply occur as two aspects of one thing, like the sight and sound of a ringing bell. The hard
problem would disappear for that individual (if they ever had the problem in the first place!). P7

50 Psychophysical bridging and Orch OR Jonathan S. Powell <j.s.powell @reading.ac.uk>
(Philosophy, University of Reading, Folkstone, Kent, UK)

I present a tentative framework of five criteria by which to judge potential answers to the hard
problem of consciousness. The hard problem is the question of how (and perhaps why) the brain
produces subjective conscious experience or qualia. The five criteria of the framework are: 1)
Non-elimination criterion That there are Experiential Goings-on is the most fundamental datum of
existence. Consciousness is therefore ineliminable. 2) Foundational criterion There are decisive ar-
guments against strong or radical ontological emergence. Consciousness must therefore be a foun-
dational property of the universal entity, some form of panpsychism (broadly conceived) must
pertain. 3) Isomorphism criterion Any proposed NCC must be structurally and functionally iso-
morphic with the conscious state for which it is the proposed correlate. 4) Explanatory criterion
There is some fact of the matter as to the ontological status and causal role of consciousness irre-
spective of the route of enquiry into such a fact, a plausible theory of consciousness must therefore
have explanatory power across both disciplines and scales. 5) Psychophysical bridging criterion A
genuine answer to the hard problem must show how and where conscious experience or qualia fit
into the natural order. Taking the basic empiricist observation that the only definitive correlate of
consciousness is the reportable goings-on of the activity in human brains, one must show how brain
processes and structures connect or interact with qualia/conscious experience. A psychophysical
bridging principle must account for both ends of the bridge. The psychophysical bridging criterion
is here applied to the Penrose-Hameroff Orch OR (orchestrated objective reduction) model which
proposes that quantum computations in microtubules within brain neuronal dendrites underlie con-
sciousness. Hameroff and Penrose further proposed that proto-conscious qualia and Platonic infor-
mation exist in Planck scale geometry along with other irreducible features like spin or charge.
Thus Orch OR places qualia/conscious in the natural order, specifically in Planck scale geometry.
To satisfy the bridging criterion at the other end, i.e. in the brain, Orch OR connects Planck scale
geometry to what Hameroff has described as Schrodinger’s proteins. Functional states of brain pro-
teins necessary for consciousness (e.g. dendritic membrane receptors, microtubules) are governed
by quantum forces which induce superposition of multiple co-existing functional states in said crit-
ical proteins. These quantum states interact performing quantum computation which terminate to a
solution of definite states by Penrose OR (objective reduction). Particular discrete protein states se-
lected by OR, determine behaviour by the standard model of neural causation. The bridge to the
Planck scale is given by the indeterminacy principle E=h/t. E is the amount of spacetime-separated
superpositioned matter, h is Planck’s constant, and t is the time at which OR occurs (assuming envi-
ronmental decoherence is prevented in the interim). Thus Orch OR places consciousness as a pro-
cess in, or connected to, Planck scale geometry in which proto-conscious qualia are proposed to be
embedded. Orch OR is the first theory to actually describe psychophysical bridging in a closed
universe. C8

51 The Problem of Explanation: A Call to Reject the Hidden Reduction in Non-Reductive
Materialist Arguments for the Explanatory Gap Kimberly Van Orman
<van.orman@gmail.com> (Philosophy, University at Albany, Watervliet, NY)

Non-reductive materialism once held out hope to the scientifically-minded philosopher of mind
interested in preserving mental causation. A major challenge to this view has been the explanatory
gap. The concern behind the explanatory gap issue is that there is something about (materialist) sci-
ence that makes it unsuitable for explaining consciousness, or that it cannot account for genuine
mental causation. As with any conclusion — if we don’t like it, our options are either to challenge
the inferences or go back and review our premises. Several non-reductive materialists have tried to
accommodate these challenges. Of those who have taken issue with it, most have accepted the same
premises, but challenged the inferences. I want to argue that we should go back and look at the as-
sumptions at play in these discussions. Discussions of consciousness and mind have gotten to a
point where the conventional wisdom needs to be revisited. The deductive-nomological (DN)-type
views of explanation accepted (explicitly or implicitly) by those making explanatory gap argu-
ments are seen as common sense within the philosophy of mind, but they are not uncontroversial
within the philosophy of science. We should look more closely at the discussions in the philosophy
of science. In our pursuit of an explanation of mental states (conscious or not) we should reject the
premise that a good scientific explanation involves a deductive argument using some sort of reduc-
tion in its premises. Neither materialism nor merely a commitment to naturalizing the mind re-
quires us to accept this notion of explanation or the ideas of causation related to it. In particular,
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those of us who claim to be non-reductive materialist should be extremely reluctant to accept such
views. I suggest considering James Woodward’s counterfactual/interventionist account of causal
explanation from Making Things Happen as an acceptable view. This is a view which in no way
contradicts materialist metaphysics, is scientifically sound, and can potentially provide a way to
avoid the explanatory gap. Stephen Mumford’s view of dispositions and natural necessity in his
book, Laws in Nature suggests a view with a stronger metaphysical grounding than Woodward’s,
and is another option for the non-reductive materialist to consider. His view allows for a materialis-
tically sound explanation of how higher-level properties such as mental states and conscious men-
tal states could play a role in causal mechanisms without a deduction from a lower level). The
non-reductive materialist has generally been committed to the idea that mental states matter, not
just because we think that’s a nice story but because we believe the world shows us that that is the
case. If we have to give up on this view, it should be because a better understanding of the world
forces us to do so, not because we have deductivist assumptions about explanation or reductionist
assumptions about causation influencing us. We should reject DN-type notions of explanation in
favor of others that do not violate materialist metaphysics but also do not require us to give up
explaining consciousness or the causal efficacy of the mental. P1

52 Mind the Phenomenal Concept Benjamin Young <byoung@gc.cuny.edu> (Philosophy,
City University of New York, Kew Gardens Hills, NY)

A recent development in the debate regarding the relationship between the mind and the body
has been the rise of Phenomenal-concept theories. Phenomenal-concept theories claim that physi-
cal brain states are captured by descriptive concepts, while qualitative mental states can only be
captured by non-descriptive, phenomenal concepts, which are acquired and possessed only
through experiencing the qualitative mental state. Where these theories differ is whether the acqui-
sition and possession conditions are determined by a recognitional ability (Loar, 1997; Tye, 2003),
a demonstrative thought (Chalmers 2003, 2006), a quotational-indexical structured thought
(Papineau, 2002), or by having an exemplar experience of a certain qualitative kind (Papineau,
2006; Block, 2002, 2006). What is common throughout these theories is the experience thesis that
to gain the concept one must have the relevant qualitative experience (Stoljar, 2005), as well as a
motivation to bridge the explanatory gap. Some have alleged that mind-body physicalism cannot
explain the relation between physical brain states and phenomenal mental states because of a cer-
tain explanatory gap. That gap is said by some to appear as a demonstration of the metaphysical fal-
sity of physicalism (Kripke, 1980; Chalmers, 1996; Jackson 1982, 1986, 1993; Chalmers &
Jackson, 2001) and by others as an epistemic hindrance to reducing the qualitative character of ex-
perience to physical mechanisms (Levine, 1983, 1993). I will argue that the phenomenal concept
approach becomes untenable as a theory of concepts, when combined with the experience thesis,
which brings into doubt its validity as a solution to the explanatory gap. Phenomenal-concept theo-
ries are untenable, because they cannot meet certain widely accepted constraints on theories of con-
cepts. To demonstrate these points, I focus on the exemplar theory, because it is clearer what goes
wrong with these types of theories. However, the ramifications of my argument equally extend to
recognitional, demonstrative, and quotational indexical theories. The dependence of the phenome-
nal concept upon experience, is most apparent in exemplar theories, which claim that the acquisi-
tion of the phenomenal concept is determined by having an exemplar experience of a certain
qualitative kind. However, by making experience the primary condition for determining the acqui-
sition, possession, and individuation of phenomenal concepts, exemplar theories face difficulties
respecting the publicity constraint (Fodor, 1998; Peacocke, 1992; Prinz, 2002; Rey, 1983; Smith,
et. al, 1984), conceptual stability, communicability, and the generality constraint (Evans, 1982).
The talk explores four possible solutions on behalf of the exemplar theory, arguing that none are
plausible. Based on the inadequacies of the exemplar theory meeting the aforementioned con-
straints, the paper concludes with a theory that meets these constraints by arguing that the phenom-
enal concept’s possession conditions and content are determined by the sensory state, its context,
and a theory of object persistence through changes of features (Feldman 2003, 2007; Feldman &
Tremoulet, 2006; Tremoulet & Feldman, 2006). By denying interpersonal publicity, while main-
taining intrapersonal stability, a new theory of demonstrative concepts is proposed that provides an
explanation in terms of purely physical processes of why there is an explanatory gap. P1

See also:

218 Quantum Theory, Reality, the Dream Metaphor and the Subjective Reduction of the
Wave Function
219 A quantum theory of consciousness
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291 Consciousness and the Scheme of Things. A ‘New Copernican Revolution.’
281 Mind-Body Medicine as Internal Persuasion: The Structural Coherence of Emotional
Coloring and Phenomenal Tint
60 Naturalizing Phenomenology and Intertheoretic Lessons from Physics
266 Solving The “Human Problem”: The Frontal Feedback Model
18 Consciousness Tuning
31 The Brand New Physical World of Swamp-Mary
357 The Psychecology Game I: Using Role Playing Games to capture veridical data on
subliminal states of being (An interdisciplinary correlation)

1.8 Higher-order thought

53 HOT Implies PAM: Why Higher-Order Theories of Consciousness are Committed to a
Phenomenal Aspect For All Mental States, Even Beliefs Richard Brown
<onemorebrown @yahoo.com> (The Graduate Center, City University of New York, Brooklyn,
New York)

The higher-order strategy consists in first giving a non-problematic account of our ‘conscious-
ness of” things (transitive consciousness) and then giving an explanation of the recalcitrant phe-
nomenon of qualitative consciousness in its terms; thus promising an enormous payoff in the form
of a satisfying, scientific explanation of one of the most elusive aspects of mental life. I argue that
in order to implement this strategy consistently all conscious mental states must be qualitative,
even beliefs. Given that the transitivity principle says that a conscious mental state is a mental state
that I am conscious of myself as being in, the argument can be summarized as follows. *The transi-
tivity principle commits one to the claim that any mental state can occur unconsciously and so to
the claim that pains can occur unconsciously *An unconscious pain is a pain that is in no way pain-
ful for the creature that has it (the transitivity principle commits one to this as well, on pain of fail-
ing to be able to give an account, as promised, of the nature of conscious qualitative states) eIt is the
higher-order state, and solely the higher-order state, that is responsible for there being something
that it is like to have a conscious pain. *So, when a higher-order state of the appropriate kind is di-
rected at a belief it should make it the case that there is something that it is like for the creature that
has the belief, otherwise there is more to conscious mental states than just higher-order representa-
tion. As it turns out, this must be true of anyone who accepts the higher-order strategy because that
strategy commits them to the claim that it is the higher-order state (whatever it is and whether or not
itis a distinct state) that results in there being something that it is like for the organism to have what-
ever first-order state they happen to be in. If this is denied then the theorist has failed to give the
promised explanation of qualitative consciousness, and so the theory looses its main appeal. I con-
clude by considering Rosenthal’s response to this argument. He argues that the higher-order
thought must represent the first-order state in respect of its (the first-order state’s) qualitative prop-
erties in order for there to be something that it is like for the creature to have the state in question.
He thinks the onus is on my side to independently show that thoughts are qualitative and that this
dispute doesn’t threaten the viability of the higher-order strategy. But this is to miss the force of the
objection. A conscious belief and a conscious pain (ex hypothesi) both consist in having a suitable
higher-order thought represent the creature as being in those first-order states. Why is there some-
thing that it is like for the creature to have one and not the other? If we give Rosenthal’s answer we
have admitted that there is something special about qualitative properties, and that there is more to
qualitative consciousness than higher-order thoughts. C2

54 How “Global” is HOT Theory? Rocco Gennaro <rocco@indstate.edu> (Philosophy, Indi-
ana State University, Terre Haute, IN)

The higher-order thought (HOT) theory of consciousness says that what makes a mental state
conscious is that there is a suitable HOT directed at it. Thus, it rightly seems that any neural realiza-
tion of the theory would be “global” (i.e. widely distributed in the brain). However, it is unclear just
how global it needs to be. I will argue that it is a mistake, both philosophically and
neurophysiologically, to claim that the HOT theory should treat first-order conscious states as
“widely” or “very” global, for example, as requiring prefrontal cortical activity. It is a mistake
neurophysiologically because there is little or no evidence to suggest that typical first-order (i.e.
world directed) conscious states involve prefrontal cortical activity, as opposed to other more lim-
ited global cortical activity (e.g. feedback loops in other brain areas). In addition, there seems to be
positive evidence for the view that other cortical brain areas are sufficient for having first-order
conscious states, which, it must be remembered, only require unconscious HOTs on the HOT the-
ory. It is only when a HOT is itself conscious that we have “introspection,” “executive control,”
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and other more sophisticated mental abilities, which are rightly associated with the prefrontal cor-
tex. It is a mistake philosophically because if HOT theory required significant prefrontal cortical
activity for all conscious states, then it is needlessly left open to the often mentioned criticism that
most animals and even infants do not have conscious states if HOT theory is true. I thus opt for a
more “moderate” global view of first-order conscious states for HOT theory. When one is in a
first-order conscious state, prefrontal cortical activity is not necessary, but this fact is perfectly con-
sistent with HOT theory and with animal and infant consciousness. I therefore challenge some
claims and arguments made by Ned Block (in a BBS target article) and Uriah Kriegel (in a Con-
sciousness and Cognition piece). In doing so, I show why the HOT theory is in a better position
than Kriegel’s “self-representational” theory of consciousness with respect to these issues.  C15

55 Peripheral Self-Awareness and Higher-order Content Alex Kiefer
<akiefer @gmail.com> (Philosophy, CUNY Graduate Center, New York, NY)

According to the self-representationalist theory of consciousness, conscious mental states are
those that represent themselves in an appropriate way. It is claimed that this reflexive representa-
tional structure allows self-representationalism to accommodate some important facts about con-
sciousness and its phenomenology that higher-order-state theories cannot. In particular,
self-representationalists like Kriegel and Van Gulick claim that every conscious experience in-
volves a simultaneous background or peripheral awareness of oneself as having that very experi-
ence. Higher-order-state theories cannot account for this form of self-awareness without positing
an infinite series of higher-order states, but self-representationalism seems to avoid this problem by
explaining peripheral self-awareness in terms of the representational properties of first-order
states. In this paper, [ argue that self-representationalism in fact has as much trouble explaining pe-
ripheral self-awareness as does a higher-order state theory, on any plausible way of construing the
higher-order contents of self-representing states and the way in which such contents determine
what we are conscious of in experience. Further, I argue that the description of state consciousness
as involving peripheral self-awareness is not justifiable on phenomenological grounds. I conclude
that we ought to reject this conception of consciousness, and indeed that we must do so if we wish
to adopt any variety of higher-order theory. P1

56 Simulation, self-knowledge and metacognitive judgement. Finn Spicer
<finn.spicer @bristol.ac.uk> (Philosophy, University of Bristol, Bristol, UK)

Simulation theories of mentalising do well at explaining how we predict behaviour and coordi-
nate behaviour on the basis of mentalising. But it is also part of our mentalising ability that we are
able to make explicit metacognitive judgements — judgements abut what others believe, want or
think. Traditionally, Theory Theory has been thought to be on stronger ground in accounting for
such explicit judgements — they are the explicit output of pieces of implicit theoretical reasoning.
With the exception of Goldman, few simulation theorists have tried to close the gap on Theory The-
ory in this domain. This paper goes some way to closing that gap. First I argue that when one fo-
cuses on how well each can account for our ability to produce metacognitive judgements about our
own minds, pure Theory Theory no longer appears to offer a strong account. Attempts such as
Gopnik’s to account for self-ascription using Theory Theory have not been accepted as convincing.
Accordingly, the Theory Theory needs to be supplemented with a separate account of mental state
self-ascription, I argue. I go on to further argue that once such a theory of self-ascription is in place,
it suffices to serve as a foundation on which one can build a theory of metacognitive judgement,
whether or not one proceeds along Theory Theory or Simulation Theory lines. I outline an account
of self-ascription, (following Stich and Nichols) on which judgements about one’s own cognitive
states reliably cause self-ascriptions. Once such a view is in place, I show that Theory Theory and
Simulation Theory are equally well placed to explain our ability to make metacognitive judge-
ments about others. Many now agree that neither Theory Theory or Simulation Theory on its own
can be the full story about metacognition; they think that the right story will combine elements from
both. To such conciliators, this paper will still hold some interest, as it can be taken as an argument
that shows that no blend of Simulation and Theory can be adequate without supplementation with
an (independent) account of self-knowledge. C10

See also:

65 Higher Order Thoughts, Self-Ascription and Conscious Unity
164 Consciousness is just a word: Julian Jaynes and contemporary psychology
192 Metacognition Without Metarepresentation: Implications for Consciousness Studies
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1.9 Epistemology and philosophy of science

57 Kinds of Introspection: A Pluralistic Model of First-Person Knowledge of Conscious-
ness Jesse Butler <jbutler@uca.edu> (Philosophy and Religion, University of Central Arkansas,
Conway, AR, U.S.A.)

Introspection is typically regarded as a unitary process through which we become conscious of
the contents of our own minds. Some take the concept of introspection quite literally as a kind of in-
ner perception, while others reject the inner perception model and replace it with some other singu-
lar type of cognitive process, such as inner speech, conceptual metarepresentation, or a cognitive
mental monitoring mechanism. However, what most accounts of introspection typically hold in
common is the misguided assumption that our introspective knowledge of our own conscious states
can be adequately understood as being derived from a single type of process with a single epistemic
characterization. I reject this assumption and propose a pluralistic model of introspection that can
more accurately accommodate the multiple ways in which we come to know, and fail to know, our
own minds. I argue that the concept of introspection does not map onto a unitary mental process,
but rather is a blanket projection of a perceptual metaphor onto a heterogeneous collection of men-
tal events and processes, including but not limited to phenomenally conscious experiences, con-
ceptual metarepresentations, folk psychological self-attributions, and self-reflective thoughts in
inner speech. Acknowledging this diverse collection of introspective processes can help us make
significant headway in understanding the nature of introspection itself, as well as the epistemic sta-
tus of our first-person access to mental phenomena. In regard to the latter topic, I explain how intro-
spection cannot be one-dimensionally characterized as either epistemically privileged or
problematic, but rather as having a number of different epistemic dimensions with unique pros and
cons in regard to their capacities to facilitate understanding of the mind in general and conscious-
ness in particular. First, and perhaps most important for the study of consciousness, are the
epistemic properties of phenomenally conscious states themselves, which I argue have unique
characteristics that cannot be adequately understood through existing epistemic criteria. The other
varieties of introspection can be more plausibly accommodated within standard epistemic frame-
works, but still have some unique epistemic properties that need to be recognized and accounted
for, especially within the context of utilizing them to investigate the mind and consciousness from a
first-person standpoint. Taken together, acknowledgement of the multi-faceted nature of introspec-
tion and its varied epistemic properties can lead to a significantly more nuanced understanding of
our own first-person perspective on our own minds and the roles this perspective might play in the
scientific investigation of mind and consciousness. P7

58 Contrasting Approaches to the Study of Consciousness Morey Kitzman
<kitzmanm @mscd.edu> (Psychology, Metropolitan State College of Denver, Littleton, Colorado)
There are some remarkable differences in how we go about studying consciousness in the west
and traditions that have developed over thousands of years in the east. Western science is curious
about the nature of consciousness and the idea of developing consciousness, expanding awareness,
opening the mind and heart, are of little interest in the west. This can be seen in the paucity of dis-
cussions at conferences such as this one that revolve around the actual development of conscious-
ness. Although, we do entertain ideas about mind expansion through drugs. There is another rather
striking contrast. In Eastern approaches to study of consciousness as well as in Western religious
traditions, those wishing to understand something deeper about their being are required to undergo
a fairly rigorous training that involves shedding layers of egoism, conceit and self importance. In
the West we have managed to make the study of consciousness entirely independent of the charac-
ter of the one studying it. In other words, it is really just about the application of technology and sci-
entific methodology. The scientist seldom questions the possibility of their own psychological
shortcomings, somehow the scientific method is immune to perturbations of self and ego. The Ro-
mantic movement in philosophy attempted to shed light on irrationality that infuses itself with all
our actions and beliefs. However, western scientists are seldom concerned with issues like self de-
lusion, it is the general public that have problems with delusional thinking, case in point is the “God
Delusion” by Dawkins. Not only are we oblivious as scientist to our own shortcomings, but we
have are so keenly aware of what everyone else lacks. How we achieved this high degree rational
thinking without the slightest personal effort is truly a remarkable development. The paper will ar-
gue that the beginning of the study of consciousness must begin with an intense process of self ex-
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amination. To ignore the complex psychological dimensions and motivations that make up the
scientist is indefensible. A good starting point is a review of Bacon’s Idols. P1

59 Two key questions about consciousness Max Payne <maxgpayne@googlemail.com>
(Scientific & Medical Network, Sheffield, South Yorkshire, U.K.)

Two key questions about consciousness are (1) does science demand that mind must ulti-
mately be reducible to matter; and (2) are the normal human mind, and the rational intellect, the
highest operational level of consciousness in all Reality ? If the answer to both questions is “No !”
then present day consciousness studies becomes a lighted fragment in an ocean of agnostic igno-
rance. Reductionist Materialism is not the inevitable consequence of modern science. 19th cent sci-
ence suggested that a 1-to-1 correspondence between mind and matter is possible. 20th cent.
science shows it to be impossible in practice, and prohibited in theory. Brain scans are incompara-
ble magnitudes coarser than thought. Heisenberg Indeterminacy, quantum entanglement and vir-
tual particles forbid knowledge of any precise quantum description, and hence any exact
correspondence between brain and mind. 21st cent., “dark matter” and “dark energy” reveal that
what we know is only 5% of what is. Reductionism ceases to be deduction from science, and be-
comes an article of faith. We do not know, in ultimate reality, what matter is. This means that seri-
ous research into paranormal phenomena can no longer be dismissed as unscientific. But in turn the
paranormal, the admitted existence of the dimensions of animal consciousness, all show that we not
know what mind is either. It is therefore legitimate to question whether the rational intellect is the
highest level of consciousness. Methods of intensifying or elevating consciousness, such as vari-
ous yogas, can no longer be discounted. Mind may be a far wider area of reality than the skull en-
cased rational intellect may imagine. Consciousness research must discount arrogantly confident
answers, and must become an area of humble agnostic questioning. P1

60 Naturalizing Phenomenology and Intertheoretic Lessons from Physics Anthony
Peressini <anthony.peressini @marquette.edu> (Philosophy, Marquette University, Milwaukee,
WI)

For many of us used to an analytic approach to the mind and consciousness, the possibility of re-
cruiting as partner some of the machinery of the phenomenological tradition is a tantalizing one be-
cause it seems an apt (if still unproven) aid in characterizing phenomenological consciousness in a
rigorous way that would really facilitate the naturalized project of understanding the physical basis
of consciousness. An immediate stumbling block to doing this is a pervasive anti-naturalistic ten-
dency in phenomenology. Husserl’s own anti-naturalistic sentiments are well known (Petitot et al
in Naturalizing Phenomenology, Stanford U. Press, 1999). As Petitot et al point out in the lead
piece in the collection, it was Husserl’s (understandable) belief that there were gaps in the science
of his day that only phenomenology could fill that saw him so dead set against the idea of a natural-
ized phenomenology. One of these gaps was what Husserl took to be the impossibility of a physics
of phenomenology. As Petitot et al point out, however, this has changed with the advent
(mathematized) physical theories that can now explain macro-qualitative effects in terms of micro
(and intermediate) levels and dynamics, which is just what is needed for a “pheno-physics.” (p. 55)
I propose to consider one (particularly interesting) example from another part of physical theory in
the context of such a pheno-physics. The example has been brought to the attention of philosophers
of science by Robert Batterman (PSA 04, University of Chicago Press, 2006) and involves explain-
ing the breaking behavior of droplets in terms of molecular dynamics at the micro level and classi-
cal continuum hydrodynamics at the macro level. While precisely what a pheno-physics might look
like is still a matter of speculation, if the hydrodynamic-molecular dynamic example is apt, then
some rather interesting results would seem to follow regarding the intertheoretic relationship be-
tween phenomenology and the underlying neuroscience. In the hydrodynamic case, we seem to
have a macro theory that is not literally true of the physical systems, nor fundamental, and yet indis-
pensable for our understanding. I will argue that many of these properties would seem to carry over
to a pheno-physics and explore ramifications, including whether and how these results may or may
not hold for the intertheoretic relationship between psychological and neurophysiological
explanatory frameworks. P1

61 Consciousness and Laws in the Physical World Kristin Schaupp <schaupkp @uwec.edu>
(Philosophy, University of Wisconsin — Eau Claire, Eau Claire, WI)

Thought experiments play a central role in most recent attempts to challenge material accounts
of consciousness. At the heart of these conceivability arguments lies the notion of metaphysical
possibility. But while philosophers often appeal to metaphysical possibility instead of natural pos-
sibility, do we really understand what it is? In this paper I analyze the notion of metaphysical possi-
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bility, and show how reliant we are on it. Although we have a clear understanding of natural
possibility, our understanding of metaphysical possibility pales in comparison. Natural possibility
involves both physical things and physical laws. Metaphysical possibility differs from natural pos-
sibility in that it looks at the same physical things, but imagines that the physical laws are different.
This line of inquiry is supposed to result in a better understanding of the thing in question. But does
this approach actually make any sense? Given the impact that metaphysical possibility has on our
debates, it certainly warrants further attention. Appealing to metaphysical possibility involves an
assumption about the way the world is, namely that the laws of nature could be changed without
changing the physical make-up of the world. When analyzed more closely, it becomes clear that
this is a very weird view of the world. It seems to imply that there is a world which consists of both
physical things and physical laws. And this view seems to have become so widespread among phi-
losophers that we have failed to question it. Why is this? One obvious reason for the widespread ac-
ceptance of metaphysical possibility is that we often talk about physical things and laws as if they
were completely separate from one another, and we often learn about each at different times and in
different ways. Thus it is easy to imagine that physical things could stay the same while the laws
change. However, as Kripke points out, a posteriori discovery should not lead us to think that
things are contingent. If laws are not contingent, but necessary, then there is no room for metaphys-
ical possibility. Laws can only be contingent if they are something that is superadded on top of the
physical. Nancy Cartwright makes it clear that there is no reason to think that laws of nature are
superadded to the physical in any ontological sense. If they are not superadded, then they are not
contingent but necessary. If laws are necessary, then appeals to metaphysical possibility do not
show what we think they show. Rather than telling us something about what consciousness really
can/cannot be, appeals to conceivability arguments merely show us something about our current
concept of consciousness. And while determining what our current concept of consciousness is, is
certainly useful, it should not be assumed that this shows us what consciousness actually is, nor
which theories are inadequate. If laws are necessary, then thought experiments shed light on the
gap between our concepts and our theories, and between our concepts and the things our theories
are purported to explain, but they do not shed light on the things themselves. And they certainly fall
short of disproving materialism once and for all. P1

62 Introspective Ascent and the Thinness of First-Person Authority Josh Weisberg
<jwsleep@aol.com> (Philosophy, University of Houston, Houston, TX)

We can be wrong about the world. We can misperceive it in any number of ways. But we can re-
treat from error and say, “But that’s how things seem to me.” And here, it appears we are safe from
error. I may be wrong about how things actually are in the world, but how could I be wrong about
how things seem to me? This looks like the epistemological bedrock, the very fabric of our
epistemic existence. We can call this retreat to the safety of how things seem “introspective as-
cent.” When we ascend into introspection, we seem to have a firm grip on what we access. The va-
garies of the world are left behind, and we at least have authority over this domain. Or so it seems.
In this paper, I will contend that introspective ascent does not provide such a safe epistemic haven. I
will argue that there are a number of reasonable ways to interpret claims about how things seem
where the introspecting subject can be in error after all. In doing so, I will take in the burden of de-
fending the idea that there is an appearance/reality distinction in consciousness itself. If we can be
wrong about how things seem to us, there must be a right answer in the offing. That is, it may seem
to seem a certain way to us, even though it does not seem that way. Many find this incoherent at
best. Theorists as diverse as Rene Descartes, in his Second Meditation, and Daniel Dennett, in Con-
sciousness Explained, reject this sort of move. But I will contend that, despite the awkward embed-
ding of “seems,” cases reasonably answering to that description can be defended. It may not seem
that way, prima facie, but seemings are not to be trusted. In defending this strong thesis, I will in
passing establish the weaker thesis that even if a safe haven of seemings can be established, nothing
of use to the study of consciousness results. The thinness of the any seeming residing in this
epistemic haven renders them unfit for substantial metaphysical duty in consciousness studies. In-
trospective ascent buys you nothing, in spite of how things seem. C15

63 Toward a Consciousness of Science: Historical Models for a New Imaginative Scientific
Method Christian Whittall, Eric Stewart <okiejoe2000 @hotmail.com> (Anarchist Free Univer-
sity, Toronto, Ontario, Canada)

The subtlety of nature is greater many times over than the subtlety of the senses and understand-
ing; so that all those specious meditations, speculations, and glosses in which men indulge are quite
from the purpose, only there is no one by to observe it. — Francis Bacon Novum Organum The
greatest minds, as they are capable of the highest excellences, are open likewise to the greatest ab-
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errations. — Rene Descartes Discourse on the Method — — - There is one strong and distinct theme
that underpins the foundational texts of Western science, and upon which our modern scientific
practices are built. This is the struggle to overcome the tendency of the human mind towards fancy
and imagination, and to align it as closely as possible with what is called Nature. For both Francis
Bacon and Rene Descartes, this involved a severe distrust of the mind and inaugurated an inner
struggle against the its perceived tendency toward opposite extremes: ‘the presumption of pro-
nouncing on everything, and the despair of comprehending anything’ (Bacon). Their original trea-
tises on what is now called the ‘scientific method” were actually training manuals on how to tame
the mind by narrowing it, the process of scientific reasoning being coextensive with the conquest
and forcible restraint of the imagination. It is in some ways very similar to the mental asceticism of
some Hindu and Buddhist schools. However, this poses a fundamental and insurmountable prob-
lem for the establishment of a Science of Consciousness, since this is the one, very exceptional case
where science, a priori, has foregone its conceit of neutrality and is unabashedly proscriptive.
Aside from threatening to place a rigorous understanding of consciousness eternally beyond our
grasp, this anorexia of the imagination within the scientific discipline in general has severely lim-
ited our ability to achieve the original stated goal of communing evermore closely with Nature. In
the earth sciences, especially, this manifests as a increasing dearth of material for study that hasn’t
been affected by the actions of man before observation, thus shattering aging notions of the possi-
bility of a scientific objectivity. Far from heralding an ‘end to science’, the following paper seeks to
reexamine the deep architecture of the Western scientific project in order to pin down the origin and
nature of the repression of the proactive imagination as an invaluable scientific tool. It will then,
through an archaeology of Western thought, attempt to recover a hidden lineage of scientific think-
ers who did in fact lay down a rational basis for an alternative, imaginative science, much better
equipped to grapple with problems of consciousness. Some of these will include Nicholas of Cusa,
Giordano Bruno, Gottfried Leibniz, William Blake, Edgar Allan Poe, H. P. Lovecraft, and others.
Theirs was a method of adapting certain literary practices to a radical new scientific subjectivity
that could take into account the inherent responsibility a conscious being has in playing an intrinsic
and increasingly self-conscious role in the very ‘Nature’ science seeks knowledge of. P1
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1.10 Personal identity and the self

64 Beyond Self-Reference: Taking Consciousness Seriously Shikhar Kumar
<shikhark @email.arizona.edu> (Psychology, University of Arizona, Tucson, Arizona)

The idea of self-awareness to explain consciousness is not new. Franz Brentano defined the con-
scious mental state as something which also represents its own occurrence. His self-representa-
tional theory of consciousness is considered as the earliest of the modern theories of consciousness.
Although the theory has since been modified and referred to as Neo-Brentanian theory, the core
idea remains that consciousness can be explained by self-reference. There are various theories of
self-reference in the market but none of them actually solves the problem of consciousness. There
is no doubt that self-awareness is one of the properties of conscious states which can be explained
by self-reference but the question that whether it is the only property which generates the subjec-
tive experience is not known. In this paper I discuss that how far the idea of using self-reference
goes in its attempt to solve the hard problem of consciousness. I will discuss the validity of this ap-
proach in Al which is sometimes defined as a step forward in the development of conscious and
self-aware machines, if we take Godel’s machines seriously. There exists a variety of formal archi-
tectures employing self-reference which automatically assume the idea of meta-information and
program wrapping around itself. A program may keep a log of its activity through a self-watching
architecture in which the log is defined as the meta-information which can be used for its own im-
provement. For example, it may modify its program to reduce the self-monitored run time, depend-
ing on the feedback from the environment. One such architecture is the idea of Godel’s machine
which has the capability of rewriting itself if at a certain stage it realizes that a rewrite is useful.
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Anything like this requires a self-referential architecture where the program is aware of its own ac-
tivity. Now the question is whether such architecture is conscious? There is no doubt that such
ideas have lot of potential in developing more adaptive Al systems but such a design still leaves the
problem of consciousness far behind. The concept of subjective experience is left untouched. Here
I will try to touch upon these issues with an approach of differentiating self-reference from con-
sciousness. It is possible that consciousness entails self-reference combined with some other (un-
identified) sophisticated architectures. These are some of the philosophical issues which can be
debated. The reductionist approach to the problem of consciousness assumes that if one knows the
basic mechanisms of consciousness then it is possible to develop a conscious machine and self-ref-
erence is believed to be one such mechanism. Here I present a skeptical critique of this notion.
Self-reference gives us some direction, but does not address the hard problem, which remains as it
was". P1

65 Higher Order Thoughts, Self-Ascription and Conscious Unity Alan Thomas
<a.p.thomas @kent.ac.uk> (Philosophy, Canterbury, Kent, United Kingdom)

What explains the distinctive kind of unity of the conscious mental life of a person? A simple
thought is that all one’s conscious mental states are owned by the person that one is. But if owner-
ship is an experiential feature of one’s conscious experiences, one could always ask whether that
experience is, in fact, yours. That suggests a reductionist account of a conscious mental life as no
more than the particular bundle of conscious experiences that occur in the episodic history of that
person. But, as Sartre remarked of any such bundle theory, he knew of himself that he was precisely
not that bundle. So it seems that a person’s conscious mental life is unified precisely if one can
make rational and principled additions to the bundle of one’s occurrent conscious history: if one
can self-ascribe any of one’s thoughts. But Bernard Williams and Susan Hurley independently ob-
jected that the attempt to state what the ownership of one’s thoughts consists in by attaching the “I
think:” to any token thought was either regressive, in that it presupposed a pre-exisiting conscious
unity, or self-defeating. It is self-defeating as the token thought “I think:p” goes no further in identi-
fying mental ownership than the original conscious thought, “p”. So the self-ascription of a con-
scious thought needs to be interpreted not as recognising conscious unity, but as constituting it.
One must further argue that the exercise of a capacity to attach the “I think:” to any of one’s
thoughts shows a truth that the expanded judgement, “I think: p” does not say. In exercising the ca-
pacity to attach the “I think:” to one’s thoughts, one is explaining conscious unity in a way consis-
tent with the claims of actualist HOT theory. In an actualist HOT theory, a mental state is conscious
iff it is the object of another mental state, of higher order, that stands in an intentional ‘aboutness’
relation to it. This paper explores the problem of conscious unity by considering our capacity to at-
tach the “I think:” to any of our conscious thoughts. David Rosenthal has argued that an actualist
HOT theory can see a higher order thought as taking groups of lower order thoughts as its objects
and making them all conscious. But he does not see how this can constitute a solution to the prob-
lem of conscious unity: there is no actual thought that takes all one’s conscious thoughts as its ob-
ject. He retreats to offering on HOT grounds not an explanation of conscious unity, but an
explanation of the “appearance” of conscious unity. It is argued that this is a mistake: actualist HOT
theory must deny that a capacity can explain what makes a mental state conscious, but it need not
reject a capacity approach to the unity of consciousness. (These are separate explananda.) The wide
scope capacity to self-ascribe any of one’s thoughts to oneself and thereby to make them conscious
(while avoiding the self-referential paradox of requiring the ascribing thought to be conscious) ex-
plains conscious unity, not its exercise on any particular occasion. What its exercise on any particu-
lar occasion does is express a truth that the content of the judgement cannot itself state. This defuses
Williams’s and Hurley’s critique. Actualist HOT theory can explain the unity of
consciousness. C15

66 Multiple Drafts or Anatman? Neuroscientific and Buddhist Conceptions of the Self and
Language Laura Weed <weedl@strose.edu> (Philosophy, The College of St. Rose, Albany,
NY)

This paper will argue that the functionalist, multiple drafts, linguistic conception of a self can-
not be correct because consciousness is an embodied, enactive, and relational phenomena that
needn’t be either cognitive or linguistic. First, I will argue that the most basic sense of a self is a bio-
logically primordial, enactive phenomena, whereas linguistic capacity, especially story-telling, is a
sophisticated, specifically human, cognitively directed activity. Second, I will show how contem-
porary neuroscience is producing an enactive, relational and emotional conception of self and mind
that can better account for both mental and linguistic phenomena than the multiple drafts account
can. Third, I will present a Buddhist anti-substantialist position which claims that consciousness is
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arelational fact among a variety of non-substantial skandas or adjuncts of existence that co-deter-
minately arise, creating the natural world and the mind. I will show how this non-substantialist con-
ception of a self and world better accounts for recent discoveries in neuroscience than standard
western materialist or dualist accounts can. For Dennett, as for functionalists, generally, most of
our ability to think, act, or self-reflect, as a human, is a function of human evolutionary interactions
between a plastic brain and an environment inhabited by Dawkins’ ‘memes’. Consciousness, for
Dennett, is just this collection of internalized memes, which are the inputs and outputs of conceptu-
ally driven, mechanical, plastic brains. I will argue that Dennett’s cognitive and linguistic story
cannot explain more basic and less cognitive aspects of consciousness. The claim that there are
neural correlates of consciousness is useful to the degree that the involved brain structures are tied,
in direct ways, to action-intention sequences of interrelationship with an environment. Three theo-
ries that do so connect NCCs to the environment are Jaak Pankseepp’s Affective Neuroscience,
Andy Clark’s dynamic-interactive conception of mind, and Francisco Varela’s conception of mind
as enaction or embodied cognition. I will discuss the ways in which each of these theories better re-
flects an enactive and relational conception of consciousness. Finally, using the enactive, relational
and primordially biological conception of consciousness developed by Varela, Panksepp and
Clark, I will argue that some traditional Mahayana Buddhists had developed a conception of con-
sciousness that better reflects contemporary neuroscientific discoveries. I will review: a) Fa
Tsang’s Hua Yen-Ti’en Tai view of reality as pratitya samutpada, b) Nishida Kitaro’s view of con-
sciousness as a homeground of pure experience out of which both cognition and sensation flow,
and c¢) Thich Nhat Hanh’s conception of self, reality and social relations as Interbeing. These three
Buddhist philosophers interpret the self, consciousness and mind as systems of field-like relations
which are inter-penetrable both with each other and with the environment, paralleling the descrip-
tions of the enactive neuroscientists. The result is an organic view of a self as part of an eco-system,
that is less essentialist and less autonomous than the typical western conceptions. This conception
of self is, however, responsive to cognitive science discoveries about how functional modules of
the brain interact with parts of the body and aspects of the environment. P7

67 Self-Representationalism and the Problems of Subjectivity Kenneth Williford
<kwwilliford @stcloudstate.edu> (Philosophy, St. Cloud State University, St Cloud, Minnesota)

There is a strong intuition, enshrined in many theories, that consciousness involves a relation be-
tween a subject and an object. There is also a strong intuition that consciousness is, as Moore said,
diaphanous, that only the objects of consciousness are manifest, while the subject and the supposed
relation, be it acquaintance or a form of representation, do not appear on the phenomenal map.
These two phenomenological intuitions are in serious tension, and the phenomenological tension is
mirrored by an ontological one. If we opt for a relational theory of consciousness, then we seem
stuck with this mysterious entity called the “subject”. If we opt for a non-relational theory, it be-
comes very hard to explain this robust intuition of relationality and very hard to identify the
categorial status of consciousness. In this paper I argue that Self-Representationalism (SR) has the
resources to solve these problems. SR is the view, with a long list of notable proponents, that con-
scious episodes always represent or are acquainted with themselves as well as their primary ob-
jects. I argue that SR makes sense of the intuition of relationality and the intuition of diaphaneity.
Episodes of consciousness are indeed relational, and both of the relata are phenomenologically
manifest. The subject is not inferred but just is the unified episode itself. Yet consciousness is di-
aphanous: there is no separable phenomenal content that one could identify with the subject, and
this does justice to the intuition of Moore and others. But it is the quest for such content that has
misled philosophers (Hume comes to mind) into thinking that the subject is not a
phenomenological datum. But SR has two important difficulties. It seems to imply that the subject
is momentary, that it lasts only as long as an episode does, and it is difficult to find a naturalistic the-
ory of representation that fits well with it. After considering these difficulties I conclude with a ten-
tative proposal about developing a theory of consciousness in the absence of a plausible theory of
representation. C15

68 Externalism and the self. Does the self depend on representation? Yuan-Chieh Yang
<dollartrue @gmail.com> (Institution of Neuroscience, National Yang-Ming University, Taipei,
Taiwan)

Regardless of what mental states or processes will be the self, most philosophers and some cog-
nitive scientists now believe that it is logically possible that the self depends on features of the envi-
ronment external to the subject’s body. In this paper, I will argue that an externalist view of
self-conception makes more sense than internalism. According to Antonio Damasio, the key to
self-consciousness lies in the “proto-self”, a concept referring to “a coherent collection of neural
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patterns which constantly map, moment by moment, the state of the physical structure of the organ-
ism in its many dimensions.” By his definition, proto-self, the basis of “real me,” originates from
these biological processes which has a representation of the body and external objects. Therefore,
we thereby discriminate self from non-self and then generate a point of view based on the “first-or-
der narrative,” constructed from the sensory mappings. When sensory devices perceive external
objects, the organism must constantly adapt to perception by adjusting the position of the lens and
the pupil, and the muscles of the head, the neck, and the trunk. Such kinesthetic activation during
perception produces an implicit and pervasive reference to one’s own body. Therefore, our
self-awareness can be both embedded and embodied. I will argue that our “self” should be known
as a view from neither the external environment or inside the body. In fact, it’s from how they inter-
act. When we have self-awareness of ourselves, what we aware, the self, is actually defined by the
interaction between the organism and the environment, and our neural basis is literally the cogni-
tive system which makes us the first-person narrator. More specifically, I will bring forward the ev-
idence which the representationalism has trouble with: Out of Body Experience, which one’s
experienced body and self can be departed. It seems to strongly support my claim, which makes the
question of why the self is here instead of elsewhere more reasonable, because the self does depend
on interaction of the entire environment, including perceivers and perceived objects. In conclusion,
the proto-self Damasio defined should not be the most fundamental “me.” In contrast, such self ac-
tually has to be referred to a view from the distinct interaction in the environment instead of the rep-
resentation inside the body. P7
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1.11 Free will and agency

69 We Infer Rather Than Perceive the Moment of Decision to Act in Libet’s Measurement
of the Time of Conscious Decision William Banks, Isham, E. A.; Hokanson, K.; Macellaio, M.
V. <wbanks @pomona.edu> (Psychology, Pomona College, Los Angeles, CA)

The growing body of neurophysiological research on the question of free will, or the lack
thereof, originated with the finding of Libet, et al. that the reported time of decision to make a sim-
ple action comes at least 300 ms after the beginning of the readiness potential. The readiness poten-
tial is a component of the EEG that precedes an action by 1000 ms or more. Conscious will thus
seems a latecomer in the process of choice, not the instigator. We tested whether the report of deci-
sion time marks an event in the brain, as is assumed, or is rather a post-response inference as to
when the decision to act must have taken place. In Experiment 1 we used a delayed auditory beep as
feedback to make the act appear to happen later than it did. The reported time of action moved for-
ward in time proportionally to the delay in feedback, in accord with the hypothesis that the judg-
ment of decision time is an intuitive inference of when the decision was made. In a second
experiment we had participants view a delayed video image of their hands pressing the response
button for the task. The video delay was 78 ms. The video delay shifted the judged time of decision
by 40 ms. The fact that the shift in the inferred moment of decision was only half of the delay sug-
gests that tactile cues as well as visual ones contributed to the perception of when the response took
place. In the third experiment the participants watched a video of button-pressing with the Libet
clock in view behind the hand. The participants were to report the clock time at which they thought
the person doing the pressing decided to press the button. The time estimated to be the point of con-
scious decision was 137 ms before the press, very close to the estimate for participants’ report of
their own decision to press the button, whether they had previously served in the experiment or
were naive to it. The hypothetical time of conscious decision, if it exists, must come before the re-
sponse and therefore could not be changed by any cue that makes the response seem even later. The
clear conclusion from the post-response effects on judged decision time is that the subjective time
of decision is retrospectively inferred from the perceived time of response. This finding strikes us
as fundamentally changing the grounds of debate about conscious will. For proponents of free will
it could be cited as a welcome disconfirmation of the finding that an unconscious brain process de-
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termines the action before conscious choice. However, for the same proponents it undermines the
role of conscious choice in action. For any theory of volition it shows that the conscious representa-
tion of action does not reflect critical components of the associated brain activity. PL2

70 Free Will In The Human Brain. A Solution Of The Problem. Pia Ikonen, Matti
Bergstrom <pia.ikonen @student.hse.fi> (Management et organizations, Helsinki School of Eco-
nomics, Helsinki, Finland)

The problem of free will was activated by Benjamin Libet’s findings that a conscious decision to
perform an act is preceeded by an unconscious process in the brain. This finding has been explained
to show that there is no free will, since the unconscious processes determine the realization of the
conscious decision. Libet himself in believing on a free will explains the freedom with the individ-
ual’s possibility to inhibit or allowe an act, e.g. to use a “veto” or not. — We are here considering a
conscious willed decision being the final end product of causal chain of logical/rational argumenta-
tion occuring in real time (tr). In this case there is no free will. In order to have a really free will to
exist, there has to be processes in the brain, that do not occur in physical, real time. And in fact, such
processes do exist: in psycho-physical experiments already earlier it was found (Bergstrom 1964)
that in subthreshold conditions there appeared in the experiments imaginary number concepts in
subject’s description of the physical stimuli. The conclusion was made that unconscious brain stem
processes occur in imaginary time (ti). Since according to Stephen Hawking, the imaginary time is
orthogonal to the physical, real time (tr), the conscious processes are independent of the uncon-
scious processes. This gives us anew perspective to the problem of free will. In a series of newer in-
vestigations (Bergstrom and Ikonen 2002, 2004, 2005, 2006) an empirically founded model of
neuromental limbic self, it was stated that the space of this self is of Mandelbrot type, with two di-
mensions: one being imaginary number dimension (i) showing the effect of the brain stem, and the
other one being real number dimension (r), showing the effect of neocortex to limbic self. The
space of the self is complex number space (i,r) in which the dynamics of thinking and also the bal-
ance between conscious and unconscious processes in human brain occur. It could now be simu-
lated, using the julia equation (of our model), in some cases in which the thinking was dominated
by the (tr)-dimension, the thinking was consciously logico-causal, and when the thinking was,
again, dominated by the (ti)-dimension, then human brain showed subconscious status emerging.
In the former case no free will exists, and in the latter case a free will is possible. It could be con-
cluded that thinking leading to a decision to act (see Cotterill) can be guided by a free will. Also the
theory of a “veto” (as Libet writes) can be considered as being true and correct. This “veto” in hu-
man thinking gives an ability to freely select right possibilities for our thinking and in decision
making, for living in the environment. P1

70a Retroactive Modulation of Subjective Intentions: Philosophy, Science and Cy-
borgs. John Jacobson, Melanie Kaelberer <jejacobs@ucsd.edu> (Philosophy & Computational
Neurobiology, UCSD & Salk).

Undefeatable Rock, Paper, Scissors beats human players on every trial, even though the com-
puter appears to move before the human player[1]. In reality, the computer displays its move after
the human, but a temporal-order reversal illusion, makes it appear as if the computer displays its
move first[2]. I deploy a similar trick to retroactively modulate subjective intentions, the intentions
subjects’ report having, and thus manipulate the subjective intention associated with an action after
the action. Aesop’s Fables and other research[3] tell that we confabulate intentions—make them
up, after executing their action— but this paradigm catches us in the act, over very short time inter-
vals. This novel experiment makes concrete an abstract problem in the philosophy of Free Will[4],
and pays-off with an application to human-machine interface design. According to the folk notion,
‘volitions’ are 1) picked out by subjective intentions, 2) the causes of intentional actions, 3) what
we are morally responsible for, and 4) that which learning responds to. These experiments show
that ‘volitions” do not have both properties 1 & 2 and can discern how the other properties will as-
sociate. Since our subjective intentions depend on the results of our actions, the experiments show
that not just the past determines our intentions, but that, paradoxically, our intentions arise from
both our past and future of their associated actions. Thus, there can be instances where we are nei-
ther determined by the past nor by caprice. These occur in the possibly rare cases when a random
quantum transition breaks us from a Laplacian causal chain, and we maintain a narative, surf the
neurogeist, such that our retroactive, subjective intention is non-capriciously ours. I will further de-
scribe two practical applications of this finding in (i) methods for tracking responsibility, and in (ii)
interactive feedback systems, such as workflow interupting, online spellchecks. The first links the
account of freedom to useful accounts of responsibility, and the second finds that, astonishingly,
one does not need to solve the neurocoding problem to subjectively hybridize with machin-
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ery—timing tricks alone allow us to merge feedback after actions into a seamless, cyborg, con-
scious volition(5). Refs: [1] author et al. 2005. [2] Stetson, C. & Eagleman, D.M. 2005. [3] cf.
Wegner, D. 2003. [4] cf.. Pereboom, D. 2001. [5] This talk was recently presented by invitation at
The Advanced Telecomunications Institute, Keihanna Science City, Japan. We will be presenting
new data. PL4

71 Consciousness, Agency and Will Julian Kiverstein, Till Vierkant <j.kiverstein@ed.ac.uk>
(University of Edinburgh, Edinburgh, Scotland, United Kingdom)

All conscious experiences are the experiences of agents. If an experience is conscious, the infor-
mation it carries will be available to an agent to be used in the service of its deliberate, reasoned,
goal-directed action. In this paper we will explore the claim that experiences used in the service of
goal-direction actions will embody a kind of agency-awareness. These experiences will form parts
of feedback loops that include efferent and afferent signals. When a relation of coherence obtains
between these two types of signals the agent will be aware of an experience as her experience. Su-
san Hurley (1998) called this type of agency-awareness, ‘“non-conceptual self-consciousness”.
How do we get from the non-conceptual self-consciousness to the sort of self-consciousness char-
acteristic of willed action? The sorts of agency-awareness that arise in the course of sensorimotor
behaviour seem to be very different from mental agency that is required for willed action. We have
asense of owning our actions, but there is a growing body of evidence from both social psychology
and cognitive neuroscience suggesting that we may not control or initiate our own actions. The
sense we have of consciously choosing to initiate an action may be illusory. We will argue that the
conclusion of this research may be overblown: there is a sense in which, all of this evidence not-
withstanding, we nevertheless have a kind of control over our actions. In order to account for this
sort of control we need to appeal to more conceptualised forms of self-consciousness. In particular
we will explore the possibility that a full-blown capacity for metarepresentation more demanding
than the sorts of metacognition involved in sensorimotor behaviour might be required for willed ac-
tion. We will finish up by offering some speculative thoughts about the developmental path that
might take us from the sorts of representations involved in sensorimotor behaviour to
metarepresentation of the sort required for mental agency. We will suggest that the deliberative ca-
pacities delivered by layer 5 of Susan Hurley’s Shared Circuits Model (see Hurley forthcoming)
may take us some of the way, but they probably do not take us all the way. The more demanding
forms of metarepresentation may be the outcome of using something more like a traditional theory
of mind to read our own minds. References Hurley, S. forthcoming: “The Shared-Circuits Model:
How Control, Mirroring, and Simulation can Enable Imitation, Deliberation and Mindreading.” To
appear in Behavioural and Brain Sciences Hurley, S. 1998: Consciousness in Action (Cambridge,
MA: Harvard University Press) C10

See also:
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1.12 Intentionality and representation

72 Propositionalism and the Content of Experience Enrico Grube
<grube @mail.utexas.edu> (Philosophy, University of Texas at Austin, Austin, TX)
Intentionalism about phenomenal consciousness is the thesis that the qualitative character of
perceptual experience, how things sensorily seem to us, is wholly determined by the contents of ex-
perience (e.g. Dretske 1995, Tye 1995 & 2000, Lycan 1996, Thau 2002). In its strong version, the
relation is taken to be identity: phenomenal character is one and the same as representational con-
tent of a particular sort. This of course presupposes that perceptual experiences are intentional
states and that in undergoing a perceptual experience the subject stands in a relation to a particular
sort of intentional content. Propositionalism is the common assumption that the contents of experi-
ence, like the contents of all intentional states, are propositions, and that accordingly perceptual ex-
periences are to be taken as certain kinds of propositional attitudes. This assumption raises a host of
questions. In particular, much controversy centers on what kinds of propositions are represented in
perceptual experience. Proponents of existentialism (e.g. McGinn 1982, Davies 1992, Tye 1995,
Pautz 2007) take them to be existentially quantified propositions containing only general proper-
ties and relations, while proponents of singularism (e.g. Soteriou 2000, Loar 2003, Sainsbury 2006,
Tye 2007) claim that they are singular propositions containing particular objects as well as proper-
ties. Both views typically appeal to certain aspects of the phenomenology of (veridical and
non-veridical) experience as motivating the inclusion or exclusion of particular objects in the con-
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tents of experience. On the one hand, existentialists argue that singularism cannot account for cases
of hallucinations that are phenomenally indistinguishable from corresponding veridical experi-
ences. On the other hand, singularists argue that existentialism cannot account for cases of
veridical illusions arising as a result of deviant causation. Recently it has also been argued that nei-
ther singularism nor existentialism can adequately capture the phenomenology of space and time
(Schroeder and Caplan 2007). I will argue that the solution to these difficulties lies in the rejection
of propositionalism. The contents of experience are not propositions, whether singular or existen-
tial, but proposition-types. Proposition-types are properties of propositions, like the property of be-
ing about a red, round, bulgy object, or the property of being about a ripe tomato, or the property of
being about David Chalmers. On this view, the qualitative character of experience is wholly deter-
mined by the content shared by propositions of a given type. I will argue that this view is well moti-
vated by the phenomenology of experience, avoids the main problems facing both singularism and
existentialism, and solves the challenge posed by the phenomenology of space and time.
Intentionalism can thus be saved by adopting the non-propositionalist view that in undergoing an
experience the subject stands in a relation not to a proposition, but rather to a particular property or
proposition-type. C9

73 Space Soul Blues: An Argument for Phenomenal Intentionality Uriah Kriegel
<theuriah@gmail.com> (Philosophy, University of Arizona, Tucson, AZ)

After presenting a thought-experiment, I argue that it shows (a) that virtually every theory of
intentionality pursued in the past half-century is false and (b) that we cannot understand
intentionality without understanding consciousness. P1

74  Perceptual Phenomenology and Direct Realism Caleb Liang <yiliang@ntu.edu.tw>
(Philosophy, National Taiwan University, Taipei, Taiwan)

I discuss the so-called “problem of perception” in relation to the Argument from Illusion: Can
we directly perceive the external world? According to Direct Realism, at least sometimes percep-
tion provides direct and immediate awareness of reality. But the Argument from Illusion threatens
to undermine the possibility of genuine perception. In The Problem of Perception (2002), A. D.
Smith proposes a novel defense of Direct Realism based on a careful study of perceptual phenom-
enology. According to his theory, the intentionality of perception is explained in terms of three
phenomenological features of perception: phenomenal three-dimensional spatiality, movement,
and the Anstoss. He argues that this account of perceptual intentionality can resist a central premise
of the Argument from Illusion, i.e. the “sense-datum inference.” After presenting Smith’s theory, I
argue that he fails to distinguish two different tasks for the direct realist: one is to show why sensory
qualities must be considered as characterizing experiences themselves rather than the objects of ex-
periences; the other is to show how perceptions differ from mere sensations with regard to
intentionality. I argue that Smith fails to recognize that the two tasks are mutually independent, and
that fulfilling one does not thereby fulfilling the other. I also argue that he underestimates the threat
of the so-called “sense-datum infection,” the idea that a partial illusion is sufficient for a sense-da-
tum to replace the whole ordinary physical object as the immediate object of perceptual experience.
Smith’s defense of Direct Realism, I suggest, is crippled by the sense-datum infection. My conten-
tion is that even if Smith’s theory of perceptual intentionality is correct, Direct Realism has not
been saved from the Argument from Illusion. To resist the Argument from Illusion, it is not enough
to merely consider how to block the sense-datum inference. The direct realist must also find a way
to undermine the sense-datum infection. If so, I suggest, Direct Realism cannot be defended by
perceptual phenomenology alone. P1

75 Perceptual Constancy in the Representational Nature of Visual Experience Jennifer
Matey <jmatey @gmail.com> (Philosophy Department, Florida International University, Miami,
FL)

When we have a veridical visual experience, a) the given visual experience matches the scene
before the eyes in content, and, b) this matching experience bears a counterfactual dependence on
the scene before the eyes such that if the scene were S, then the visual experience produced would
be E, and if the scene S were entirely absent, the visual experience would not be E (Lewis 1987).
Two types of theories vie to account for this relation. This paper supports the representational ac-
count of the seeing relation over the view that the content of perception is constituted by informa-
tion instantiated in the perceived object. The argument proceeds in two stages. First, two common
arguments for the representational view are presented. Alternative direct perception theories are
then considered critically. One view considered in depth is the enactive-direct realist theory of
Alva Noé. According to Noé’s understanding of the representational view, it cannot be true both
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that, 1) visual experience tells us about size, shape and color invariant properties of objects, and
that 2) these experiences are the result of internally generated representations. Since we do see ob-
jects to have these properties, Noé argues, accurate visual experiences must not be representa-
tional. While it is correct that we see invariant properties of objects, this is shown to be consistent
with the representational view. P1

76 Consciousness and Color Physicalism John Morrison <jrm377@nyu.edu> (Brooklyn,
NY)

Many philosophers claim that when we consciously represent a color we thereby consciously
represent a physical property. While there are many arguments for this claim, most of them depend
on an assumption that, due to the quantum nature of light, implies that all objects are exactly the
same color. The remaining arguments depend on assumptions that are equally problematic. P7

77 What language does for consciousness: Socially fixed Signs and Consciousness
‘that...” Cathal O Madagain <cathalcom@gmail.com> (Philosophy, University of Toronto, To-
ronto, ON, Canada)

Is there a categorical difference between the kind of consciousness linguistic creatures can have
and that of nonlinguistic creatures? The notion of the content of consciousness has undergone
strenuous debate, with opponents taking sides on whether it is possible, or even necessary, to have
‘nonconceptual contents’ of consciousness (Peacocke, Tye, Heck, Kelly, Searle), or whether all
consciousness must have a conceptual basis, which is delimited by the Fregean ‘generality con-
straint’ (Evans, Brandom, McDowell, Davidson, Sedivy), thus limiting conscious content prop-
erly-so-called to propositional content, or what I have called “consciousness ‘that...””. In this
paper, I argue that there is a resource that is available only to the linguistic creature — the representa-
tion of public properties — and that consciousness of propositions depends on such representation,
which is made available via socially or publicly fixed signs. I present my case as follows: 1) I pro-
pose a model of our acquisition of the names of properties, showing that our names for properties
rely on assumptions about the experience of other language users; 2) I argue that where we are suc-
cessful in our acquisition of those names, we have become successful in identifying aspects of pub-
lic experience; 3) I argue that it is only via this mechanism that we can make judgments about the
content of shared or public experience, and 4) that such judgments are constitutive of claims about
properties, that is, propositional claims (or, just ‘claims’). Overall the paper argues for a single es-
sential criterion for distinguishing linguistic from non-linguistic consciousness, that of the socially
or publicly fixed sign, and to argue on that basis that only members of a linguistic community can
entertain propositional thoughts, or consciousness ‘that...”. The weight of the discussion is on the
mechanism whereby signs come to represent features of experience as public (1), and on the sug-
gestion that to entertain a propositional thought is to entertain a thought about the content of public
experience (4). The goal is to explain in concrete terms the prohibition against propositional
thought among nonlinguistic creatures that the conceptualists are keen to make, while still allowing
for nonpropositional consciousness in nonlinguistic creatures (images, sounds etc), and to
emphasize the important role of the social in consciousness. P1

78 Ambiguous Figures and Representationalism Nicoletta Orlandi <nico@rice.edu> (Phi-
losophy, Rice University, Houston, Texas)

Fiona MacPherson has recently argued (Nous 2006) that certain ambiguous figures pose an insu-
perable problem for representationalists, particularly for representationalists that believe that the
content of experience is non-conceptual. Representationalists hold that the phenomenal properties
of experience are either identical with or supervene on the representational properties of experi-
ence. This means that if a subject has two experiences that differ in “what it is like” to have them
then, normally, these two experiences will be ascribed different contents. For example, the differ-
ence between what it is like to see a yellow square and what it is like to see an orange circle is mir-
rored by the fact that, in one experience, a yellow square is represented, in the other, an orange
circle is represented. Some representationalists hold further that we should be able to specify the
contents of experience in non-conceptual terms, that is, by using concepts that the subject of expe-
rience does not herself possess. MacPherson argues that certain ambiguous figures pose a problem
for non-conceptual representationalists because, in viewing ambiguous figures, a subject can have
experiences that differ in what it is like to have them without differing in non-conceptual content.
An example of such ambiguous figures is the square-regular diamond previously discussed by
Peacocke: in viewing the square-regular diamond, the way the figure looks seems to change while
what is represented by the visual experience stays the same. If this is true, then representationalism
is false. I think that MacPherson is mistaken. In this paper, I explain what is involved in viewing
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ambiguous figures like the square-regular diamond and I argue that such figures pose no problem
for (non-conceptual) representationalism. Although viewing ambiguous figures often causes a
change in how the figure looks this change is also always accompanied by a change in non-concep-
tual content. We can often specify the change in content by pointing to differences in appearance
due to orientation. Orientation has been shown to play a crucial role in how figures and objects look
(Rock 1994) and it is known to cause a number of visual illusions (like the Thatcher illusion). Ori-
entation is also involved in explaining the visual shift in the square-regular diamond case. The sub-
ject can shift from an experience of a regular diamond “normally” oriented to an experience of a
square “abnormally” oriented (and vice versa). Furthermore, the subject can experience the shift
even without possessing the concepts of a square and of a regular diamond. Aspect shifts do not
presuppose or require the possession of concepts but only the ability to direct and hold
attention. C15

79 Concepts Within Consciousness: A Model of Concept Acquisition and Application as a
Process of Layering and De-Layering Joel Parthemore <jep25@sussex.ac.uk> (Informatics,
PAICS Research Group, Falmer, Brighton, UK)

Having a suitable theory of consciousness depends, arguably, on getting one’s theory of con-
cepts right. Concepts relate to consciousness through the medium of experience. John McDowell
has famously argued that all experience is (fully) conceptualized, and others have argued that the
extent to which something is an experience is precisely the extent to which it is conceptualized.
Without taking that position, one might still argue that all experience is conceptualized to some ex-
tent, using something like Evans’ Generality Constraint as one’s metric; and that there is no experi-
ence that is fully non-conceptualized. Concepts, from this point of view, are, or form a large portion
of, the expectations that drive experience. Think of them as a projection over top of non-conceptu-
alized experience, all but obscuring it, so that we might be tempted to think that non-conceptual-
ized experience (or simply less than fully conceptualized experience) is inconceivable. We see,
hear, and feel what we expect to until the match between expectations and current evidence breaks
down in a manner we cannot ignore, and we are forced to take a closer look. (Consider Heidegger’s
hammer.) As, perhaps, with language (for many philosophers, closely tied to concepts and concep-
tual content), they represent a tool that, once we have it, we literally cannot imagine doing without.
The tool comes to feel intimately a part of us. Two of the more popular contemporary theories of
concepts are the informational atomism of the rationalist Jerry Fodor and the proxytypes theory of
the concept empiricist Jesse Prinz. This paper presents the outline of a mechanism for concept for-
mation and subsequent application that bridges those accounts in a way that intimately relates con-
cepts with experience. The account goes roughly like this: regularities in the perceptual stream are
recognized as salient and remembered by the organism. Regularities in the regularities and regular-
ities in those regularities form the basis first for low-level concepts (at this level, patterns of associ-
ation, per an associationist account of concepts), then increasingly high-level concepts. The higher,
the more abstract the level, the more the concepts may resemble the symbol-like structures as might
be found in a “language of thought”. The resulting concepts can then be matched in top-down fash-
ion against their non-conceptual analogs in present perception, layer by layer, conceptual expecta-
tions based on past experience guiding and simplifying our interaction with our environment. As in
the pattern recognition process itself, there will be in this reverse process of matching representa-
tions (concepts) with representeds (referents) a balancing of time required with degree of certainty.
The goal is not a perfect match but sufficient correspondence as determined by the current needs of
the organism as embedded in its environment. This is very close to the notion of “representation as
control” that Imogen Dickie has talked about. It’s also close, I think, to the aspects of the early
Wittgenstein’s Picture Theory that she wants to retain. In a catch-phrase: resemblance does not
yield representation; representation yields resemblance. P7

80 The Introspective Availability of Intentional Content David Pitt <dpitt@calstatela.edu>
(Philosophy, Los Angeles, CA)

Some analytic philosophers (myself included) have recently been defending the thesis that
there’s “something it’s like” to consciously think a particular thought, which is qualitatively differ-
ent from what it’s like to be in any other kind of conscious mental state and from what it’s like to
think any other thought, and which constitutes the thought’s intentional content. (I call this the “in-
tentional phenomenology thesis””). One objection to this thesis concerns the introspective availabil-
ity of such content: If it is true that intentional phenomenology is constitutive of intentional
content, and that conscious phenomenology is always introspectively available, then it ought to be
true that the content of any concept consciously entertained is always introspectively available. But
itis not. For example, one can know introspectively that one is thinking that one knows that p with-
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out knowing introspectively what the content of the concept of knowledge is. Hence, it cannot be
that intentional content is constituted by cognitive phenomenology. I explore three responses to
this objection. First, it is not clear that all of the contents of consciousness must be equally available
to introspection. The capacities for conscious experience and introspective attention to it are dis-
tinct. Itis not implausible that the resolving power of the latter might be insufficient to discern all of
the fine-grained details of the former, or that its scope might be limited. Second, it is possible thatin
cases of incomplete accessibility one is entertaining only part of the concept the relevant term ex-
presses in one’s language. In the knowledge case, for example, perhaps one is thinking only that
one has justified true belief that p (one’s self-attribution of a thought about knowledge is in fact
false). Finally, in such cases one might be consciously entertaining only part of the relevant con-
cept, the rest remaining unconscious, and so unavailable to conscious introspection. I conclude that
the objection is not decisive against the intentional phenomenology thesis. C2

81 Intentionality and Non-Intentionality of Consciousness Tatiana Postnikova
<PostnikovaTV @gmail.com> (Faculty of Philosophy, Higher School of Economics (State Univer-
sity), Moscow, Russia)

The challenge of the paper is in consider the problem of non-intentional consciousness. It is nec-
essary to investigate the concept of intentionality offered by European phenomenology and
continued by analytical philosophy of mind. Further is planned to inquire into non-intentional con-
ceptions of consciousness (both continental and analytical). Russian philosophy also contains its
own conceptions of non-intentionality which planned to compare with abovementioned. The main
aim of declared paper is the investigation of consciousness without appealing to its content. We
need to scrutiny the problem of language of thought which emerges from the problem of content of
consciousness. The concomitant research task is the consideration of the reality / illusion problem.
Offered paper “Intentional and non-intentional consciousness” conventionally divided in three
parts. First part of paper includes the problem of intentionality in different philosophical concep-
tions. We examine the issues of this theme in philosophy of Franz Brentano and Edmund Husserl.
Intentionality is understood as directivity of consciousness to object. Further we consider the
phenomenological projects of Jean-Paul Sartre and Maurise Merleau-Ponty. Here we need to con-
centrate in such concepts as ‘intentionality’, ‘object’, ‘content of consciousness’, ‘language’. Con-
sciousness in such conceptions is defined from the content, i.e. from object-phenomenons in
consciousness. Linguistic and logical analysis of language which is used by Ludvig Wittgenstein
and analytical tradition is an attempt to do the content of consciousness to be objective. Philoso-
phers deduce the existence of consciousness making the analysis of sentences of language. Signifi-
cant part of this project is the investigation of analytical intentional programmes of Daniel Dennett,
John Searle, Jerry Fodor, Hilary Putnam, Thomas Nagel and other actual American philosophers.
After all we must make the conclusion about intentional characteristics of consciousness and rea-
sonably explain the succeeding transition to investigation of non-intentionality. At second part of
paper — “non-intentionality of consciousness” expected to examine the conceptions of French phi-
losopher Emmanuel Levinas, American philosopher John Searle and others. Searle talks in non-in-
tentional ‘background’ intentional ‘figures’ appears. Searle called non-intentional amorphic and
indefinite states, for example, feeling. In this par