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proofs which are impossible to realize in the plain model
The Common Reference String (CRS) model equips allof computation, e.g. [BFM88, BDMP91, FLS90]. An-
protocol participants with a common string that is sam- other use, which is the focus of this paper, is for construct-
pled from a pre-specified distribution, say the uniform dis- ing protocols with general secure composability guarantees.
tribution. This model enables otherwise-impossible crypto- This too is known to be impossible in the plain model,
graphic goals such as removing interaction from protocols e.g. [CF01, CLOS02, Lin04].

and guaranteeing composable security. However, knowing  |nformally, the CRS model assumes that the parties ex-
the precise distribution of the reference string seems crucial ecuting the protocol have access to a common string that
for all known pl’OtOCOlS in this model, in the sense that cur- is guaranteed to be taken from some pre-defined distribu-
rent security analyses fail when the actual distribution of the tion, and that no “side information” on that string is known
reference string is allowed to differ from the specified one to anyone. This is a conceptually clean and intuitively ap-
even by a small amount. This fact rules out many potential pea"ng model. However, Coming up with real-life instan-
implementations of the CRS model, such as measurementgations of the CRS abstraction that are practically viable
of physical phenomena (like sunspots), or alternatively us-and yet preserve the security guarantees provided by the
ing random sources that might be adversarially influenced. apstract model involves a number of difficulties. One dif-
We study the possibility of obtaining universally compos- ficulty is that the model requires all the participants in the
able (UC) security in a relaxed variant of the CRS model, protocol to trust a single “source of randomness.” Another
where the reference string it taken from an adversarially related difficulty with implementing the CRS model is that
Specified distribution that's unknown to the prOtOCOl. On the model |mp||c|t|y_but inherenﬂy_assumes that the ref-
the positive side, we demonstrate that UC general secureerence string is used only for a single execution of a pro-
computation is obtainable even when the reference string istocol (or alternatively by a set of well-coordinated execu-
taken from amrbitrary, adversarially chosaelistribution, as tions); thus an imp|emen[ation of the model needs to pro-
long as (a) this distribution has some minimal min-entropy, vide a new reference string for each new instance of a proto-
(b) it has not too long a description, (c) itis efficiently sam- col that uses it. This limitation may make implementations
plable, and (d) the sampling algorithm is known to the ad- unwieldy.
versary (and simulator). On th_e negative side, we show that Consequently, efforts have been made in recent years to
if any one of these four conditions is removed then generalf, re|axations and alternatives for the CRS model. A first
UC secure computation becomes essentially impossible. o |axation is provided in [Pas04], where it is shown how
to securely realize any multi-party functionality with uni-
versally composable (UC) security, using only UC zero-
knowledge protocols between each pair of parties. This
means that there is no need to use a single reference string
1 Introduction that everyone trusts; it is enough to have each pair of par-
ties obtain a string that the two of them trust. An alterna-
The Common Reference String (CRS) model [BFM88] tive relaxation is to replace the global reference string with
is a useful model for designing and analyzing crypto- a mechanism where each participant registers with some
graphic protocols. One prevalent use, for instance, is fortrusted authority and obtains a public key [BCNPO04]; here
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Yet another relaxation of the CRS model is to allow for a erence string) into a protocol that uses a reference string
reference string (or registration process) that can be used byhat is taken from any efficiently samplable distribution that
multiple protocol executions, and where security of each ex- has sufficient min-entropy: First have the parties use a de-
ecution is guaranteed regardless of the makeup and behavidierministic extractor to transform the reference string into
of the other protocol instances that use the same referenca string that is almost uniformly distributed. Next, run the
string (or public key) [CDPWO7]. This allows the reference original protocol. Since the extracted string is almost uni-
string (or public key) to be chosen “once and for all” and be form, one might expect the original analysis to work in the
used throughout the lifetime of the system. same way.

However, the following property of the original CRS However, deterministic extractability turns out to be
model is inherited by all the above relaxations: The model insufficient for this purpose. We prove impossibility of
allows the protocol to precisely specify the distribution of universally composable general secure computation in the
the reference string. Indeed, some protocols in this modelpresence of a reference string that is taken from an adversar-
specify distributions that require a non-trivial sampling pro- ially controlled distribution. (Specifically, we prove impos-
cess, whereas others can do with relatively simple distribu- sibility of UC commitment protocols.) Impossibility holds
tions such as the uniform distribution. Still, all existing pro- even if the chosen distribution is guaranteed to have full
tocols are very particular about the distributions they need min-entropy minus a polynomially vanishing fraction, even
in the sense that the security analysis quickly falls apart asif the distribution is guaranteed to be sampled viaakn
soon as distribution of the reference string is changed evengorithmic process, namely via a sampling process that has
slightly. a relatively succinct description, and even when this pro-

This property is quite limiting. In particular, it seems Cess is guaranteed to be computationally efficient. Using
to rule out “physical implementations” where the reference standard techniques [Lin04, CKL03, Can01], this bound ex-
string is taken to be the result of joint measurement of sometends to rule out also UC protocols for other primitives, and
physical phenomenon such as an astronomic measuremerilso protocols that guarantee only general composability.
(say, the size and shape of sunspots), fluctuations of the As arecourse, we restrict attention to the case where the
stock market, or even network delays across the Internet. In-algorithm for sampling the reference string is known to the
deed, while it is reasonable to believe that such phenomenadversaries involved. (Still, it is of course unknown to the
are largely unpredictable and uncontrollable, namely they protocol.) Here we show that general feasibility results for
have “high entropy”, itis a stretch of the imagination to be- UC computation can indeed be recovered, as long as the ref-
lieve that they are taken from a distribution that is known erence string is taken from a distribution that is guaranteed
to and useful for the protocol designer. (We remark that to have a polynomial time sampling algorithm, a short de-
early works proposing the CRS model and its counterpartsscription, and super-logarithmic min-entropy. Furthermore,
in the Game Theory community give such physical mea- we show that all three conditions are simultaneously neces-
surements, and sunspots in particular, as a main justifica-sary, in the sense that impossibility holds as soon as any one

tion [BFM88, For88].) of the conditions is relaxed.
This work addresses the following question: What secu-  Before describing our results in more detail, we propose
rity properties can be achieved given if onlgperfectref- a high level motivation for the positive result. First, we

erence strings are available? More specifically, we concen-stress that the proposed protocol works for a large class of
trate on the feasibility of composable secure computationdistributions and requires no knowledge of the actual dis-
in a relaxed variant of the CRS model where the referencetribution in use. Still, it may appear over-optimistic to as-
string might be adversarially controlled to some extent. sume that the physical (or man-made) phenomena used to
Afirstindication that this might not be an easy task is the generate the reference string are governed by distributions
result of Dodis et. al. [DOPS04] that demonstrates the im- Where the sampling algorithm is computable in polynomial
possibility of NIZK in a relaxed variant of the CRS model time. Indeed, why should Nature be governed by efficient
in which the distribution of the reference string can be ar- algorithms? However, beyond the technical fact that these
bitrary subject to having some minimal min-entropy. How- restrictions are necessary, one can view our analysis as a
ever, this result does not rule rule out composable protocols;Proof that any successful attack against the proposed pro-
more importantly, it does not consider the case where thetocols demonstrates that either the underlying hardness as-
reference string is guaranteed to be taken from an efficientlysumptions are violatedyr else that the process for choos-
samplable distribution. Indeed, for such distributions deter- ing the reference string is not efficiently computable, or has
ministic extractors are known to exist (under computational long description.This might be an interesting revelation in
assumptions) [TV00]. Thus, one might expect it to be pos- itself.
sible to “compile” any protocol in the CRS model (or at Another interpretation of the positive result is that it ad-
least protocols that can do with a uniformly distributed ref- dresses situations where the process of choosing the refer-



ence string is influenced by an actual attacker. Here theTheorem 1 (informal): There exist no two-party protocols
guarantee that the distribution has some min-entropy reprethat UC-realize the ideal commitment functionalifey
sents the fact that the attacker’s influence on the samplingwhen given access to two instancesfgsyy. This holds
process is limited. even if the distribution of the reference string is guaranteed
to have min-entropy greater than— n¢, and even if both
Our results in more detail. We formulate our results  the description size and the computational complexity of the

within the generalized version of universally composable Provided sampling algorithm are guaranteed to be at most
(GUC) security framework [Can01, CDPWO07]. This allows 7, for anye > 0.

us to formulate the set-up assumptions under consideration
in a more precise manner. Recall that in this framework
the CRS model is captured via an ideal functionalffyxs,

that is parameterized by a public, pre-specified distribution
A. Moreover, a sampling algorithy for A is specified,
namely A is the distribution ofD(p) wherep is a suffi-
ciently long sequence of random bit8ers Setsr = D(p),
wherep is the local random input of s, and makes
available to the adversary and the parties in a given pro
tocol instance. We say that protocelUC-realizes some
functionality 7 in the CRS model if for any adversarg
there exists an adversay(calledsimulato such that no
environment can tell whether it interacts withand« or
with § and F. In both caseghe participants have access
to Fers. Having Fers give r to A andS represents the fact  Theorem 2 (informal): There exist no two-party protocols
thatr is not secret; Havingcgrs give r only to the parties  that UC-realize the ideal commitment functionalifoy

in a specific protocol instance (and, in particular, not to the when given access t0(1) instances of eithefgsyy OF
environment) represents the fact that only these parties, inFsy,. This holds even if either one of the following holds

this execution of their protocol, can trust that the reference
string comes from the specified source. 1. The computational complexity of the algorithm can

be super-polynomial im, as long as the distribu-
tion of the reference string is guaranteed to have min-
entropyn — polylogn, and the description size of
the provided sampling algorithm is guaranteed to be
at mostpoly log n (assuming one-way functions with
sub-exponential hardness).

Next we consider a more restricted setting, where the ad-
versary has access to the “code”, or description of the sam-
pling algorithm D. This is modeled by having the set-up
functionality explicitly send the description @ to the ad-
versary. (Note that this relaxation is meaningful only for
sampling algorithms that can be describeghify(n) bits,
else the adversary cannot read the description.) We call this
functionality Fegsun. Finally, we consider yet another vari-
“ant, calledFs,y, which gives to the adversary also the lo-
cal random choices used to generate the reference string. It
turns out that this variant provides an incomparable setup
guarantee to that afFggsun. We can now informally state
our second negative result:

Our first relaxation of the CRS is captured via the follow-
ing ideal functionality, calleFggsun. (Heresun is reminder
of the sunspot observation, asgstands for “black-box”).
Instead of treating the distributiofA as a fixed, public pa-
rameter, we now let the environment determine the distri-
bution by providing a description of a sampling algorithm
D. Then,Fgssun chooses a sufficiently long random string
p and computes the reference string= D(p). In addi-
tion, Fgesun lets the adversary (and simulator) obtain ad-
ditional independent samples from the distribution “on the
side”. These samples are not seen by the environment or the

2. The description size is at legstn) — logn, as long
as the distribution of the reference string is guaranteed
to have min-entropy:(n) = n and the computational
complexity is guaranteed to be at motn).

parties running the protocol. 3. The distribution of the reference has min-entropy at
We consider the following three parameters/fsun- mostlogn, as long as the description length(¥1)
First is the min-entropy, or “amount of randomness” of the and the computational complexity ().

reference string (measured over the random choices of both
the environment and the sunspot functionality). Nextis the |, fact, in all the above cases we actually prove a slightly

runtime, or computational complexity of the sampling al- gyronger result: We demonstrate a single distribution for the
gorithm D. Last is the description-size d? (namely, the  oferance string which fails all candidate protocols for real-
number of bits in its representation as a string); this quan-izing ... Also, a slightly weaker impossibility result in

tity essentlal!y measures the amount of randomqess n theterms of computational complexity holds unconditionally.
reference string that comes from the random choices of the Next we turn to the positive result. We show:

environment. We measure all quantities as a function of the

lengthn of the reference string; that is, we treatas the Theorem 3 (informal):  Assume there exist collision-
security parameter. We can now informally state our first resistant hash functions, dense crypto-systems and one-way
negative result: functions with sub-exponential hardness. Then there exists



a two-party protocol that UC-realizes the commitment func- is, the simulator chooses a random stringf length, say,
tionality, Fom, When given access 19(1) instances of ei-  u/2—|D| (where|D| denotes the description size Bj and
ther Feesun OF Fsuns @s long as itis guaranteed that the min- computes® = D(G(p)), whereG is some length-tripling
entropy of the reference string is at lea$h) = poly logn pseudo-random generator. Nawindeed has description of
the computational complexity of the provided sampling al- sizeu/2 (namely,p plus|D| plus the constant-size descrip-
gorithm is at mospoly(n) and its description size is at most  tion of G); furthermore, the simulator knows this descrip-
u(n) — poly log n. tion. Also, since bothD and the environment are polyno-
mial time, the simulated string is indistinguishable from
Furthermore, the protocol from Theorem 3 withstands eventhe real string-.
adaptive party corruptions, with no data erasure, whereas The above protocol allows for straight-line simulation. It
Theorems 1 and 2 apply even to protocols that only with- is not yet straight-line extractable, but it can be modified to
stand static corruptions. Also, the protocol UC-realizes a be so using the techniques of [BL04]. Still, it is only secure
multi-instanceversion of F¢oy—denoted Fycou—where againststatic corruptions of parties. In order to come up
two parties can use the same reference string to exchangeith a protocol that withstandsdaptivecorruptions we use
polynomially many commitments. A slightly weaker re- a somewhat different technique, which combines the above
sult with respect to min-entropy and description size, holds idea with techniques from [CDPWO7]. First, we move to
without assuming sub-exponential hardness. realizing Fycom- We then proceed in several steps: The
Thus, under computational assumptions, Theorem 2 andfirst step is to construct a commitment scheme thagjisiv-
3 provide an essentially tight characterization of the feasi- ocal and adaptively secure. This is done using Feige and
bility of UC protocols, in terms of the min-entropy, compu- Shamir’s technique [FS89] for constructing equivocal com-
tational complexity and description length of the reference mitments from Zero-Knowledge protocols such as the one
string. Informally, described above. Next, we use the constructed equivocal
commitment scheme in a special type of a coin-tossing pro-
tocol, and use the obtained coin tosses as a reference string
for a standard UC commitment protocol such as [CFO1].
The protocol allows$wo parties to perfornmultiplecom-
mitment and decommitment operations between them, us-
ing only two reference strings —one for the commitments
by each party. This means that in a multi-party setting it is
possible to realize any ideal functionality using one refer-
ence string for each (ordered) pair of parties, regardless of
the number of commitments and decommitment performed.
Furthermore, each reference string needs to be trusted only
by the two parties who use it.

UC-security of non-trivial tasks is possible if and
only if the reference string has min-entropy at
least u(n) = polylogn, and is generated by

a computationally-efficient sampling algorithm
with description length at mogt(n) — poly log n.

Protocol techniques. To explain the main idea behind
our protocol, we first sketch a simpler protocol that is only
secure with respect to static corruptions. Also, the proto-
col aims to realize the ideal zero-knowledge functionality,
Fix, rather thanFycon. (The last distinction is of lesser
importance since either one suffices for general feasibility
[CLOS02, Pas04].) The idea is to use a variation on Barak’s Dealing with noisy measurements. Another caveat with
protocol [Bar01]: LetL be an NP language and assume that implementing the CRS model via joint measurements of
a proverP wishes to prove to a verifiéf thatz € L, having physical phenomena is that different parties may obtain
access to a reference stringhat is taken from an unknown somewhat different measurement values. In contrast, proto-
distribution with min-entropy at least = n¢ . Then, P cols in the CRS model, including the above protocol, need
andV will engage in a witness-indistinguishable proof that the parties in a protocol to have exactly the same value of
“either x € L or the reference string has a description of  the reference string.

sizep/2”. (As in Barak’s protocol, the description size is A first attempt to get around this problem might be to
measured in terms of the Kolmogorov complexity, namely use standard encoding mechanisms: Have the parties first
existence of a Turing maching with description size:/2 apply the decoding procedure of an error-correcting code
that outputs- on empty input. Also, in order to guarantee to the reference string, with the hope that if the Hamming
that the protocol is simulatable in polynomial-time we re- distance between the two measured strings is small enough
quire that)M is polynomial time.) Soundness holds because then the error-corrected strings will be identical. This ap-
in a real execution of the protocat,is taken from a dis-  proach, however, has a number of drawbacks. First, stan-
tribution with min-entropy at leagi, so the second part of dard error-correcting codes bear no guarantee when apply-
the “or” statement is false with high probability. To demon- ing the decoding procedure to arbitrary strings rather than
strate zero-knowledge, the simulator generates a simulatedo perturbed codewords. Second, applying error-correcting
reference string by running the sampling algorithid for codes may result in a linear loss in min-entropy. This is
the distribution on gpseudoandom random-input. That not good enough when we only have super-logarithmic min-



entropy to begin with. model for short) provides the participating parties with a
We thus use a different technique, which is tied to our common string, along with the guarantee that the string
specific protocol. That is, we modify the protocol as fol- is taken from a distribution that satisfies some basic prop-
lows: Assume we want to withstand measurement errors inerties. These properties include having sufficient amount
up tod bit locations of the reference string. Then, we mod- of min-entropy, and having a sampling algorithm that is

ify the statement to be proven in zero-knowledge‘&ither
z € L or | know a value’ that has a short description and
is at mostj-far from your value of the reference string”.

Zero-knowledge holds in exactly the same way (the simu-

lator can choose’ = r). Soundness holds using a similar
argument, though with an error that dependgon

A remark on global set-up and plausible deniability. We

both computationally efficient and has a limited descrip-
tion length. The protocol does not know which particular
distribution is used, and must function properly émydis-
tribution for the reference string, as long as this distribution
satisfies the stated properties. We formalize this model via
an ideal functionality (with some variants) that captures the
process of generating the reference string.

As mentioned in the Introduction, the common reference
string functionality, Fcrs, IS parameterized by a sampling
@IgorithmD, and some protocol instance with session iden-
tifier sid. In its first activation,Fers setsr = D(p) where
P is the local random input of-.zs. Next, to each query
by either the adversary or a party with the session identifier
sid, Fcrs responds withr.

Before introducing our relaxed formulation, we first re-

emphasize that our reference string functionalities are ex-
plicitly modeled as a “local” set-up; namely, only the two
parties sharing a reference string and the adversary have a
cess to it. This stands in contrast with a “global” set-up
which can be accessed by the environment and thus by othe
honest protocols. Indeed, by the results of [CDPWO07] such
a restriction is necessary. As a consequence, when instan
tiating our ideal functionalities with a real-world source, - ) _ i
“plausible deniability” is only guaranteed as long fesn- call how Fegs is bemg used in the model of computation.
estparties cannot (or choose not to) observe the reference-6t ™ P& anFcrs-hybrid protocol (namely, a protocol that
string used by other parties or protocols. (Still, adversarial Makes use ofcgs), such thatr is geared towards realiz-
parties are, of course, allowed to see the reference stringd"d Some ideal functionality”. In the basic UC modeling
even for protocols in which they do not participate.) Aside ©f [Can01], Fces is accessed only by, and is formally
from the technical fact that such a restriction is necessary,[¢atéd as a “subroutine” of. In contrast, the generalized
this modeling arguably better captures the process of jointYC modeling of [CDPWO7] allowsFcgs to interact directly
measurements of physical phenomena that are only accesstith the environment, and still be used by We adopt this

ble to the protocol instance that performs the measurementmodeling, since it allows Capturihg the basic premise th.at
Fecrs represents a construct that is external to the execution

of 7. In particular, it may be influenced by the environment;
furthermore, it exists even whenis replaced byF. In ad-
dition, this formulation facilitates handling the case where
the reference string might be sampled via a non-efficient
process, hencg&.xs may not be polytimeé.

To formally capture the fact that the distribution of the
reference string can be unknown or adversarially controlled,

We use thegeneralizedversion of the universally com-  we let the environment determine the sampling algorithm,
posable (UC) security framework [Can01, CDPWO07]. Us- hence the distribution. The first relaxation®Bfzs, denoted
ing the generalized version allows for a clearer and simpler Fggsun, iS used to model the case where the only way to
modeling of the proposed relaxations of the CRS model access the distribution of the reference string to obtain sam-
while still providing general composable security guaran- ples from it; this holds not only for the honest parties but
tees via the universal composition theorem. Specifically, it also the adversary. Whereas honest parties obtain only a
allows modeling the fact that the set-up does not come assingle sample, the adversary is allowed to obtain multiple
part of the protocol, but rather as part of the general execu-independent samples from the distribution. In addition, we
tion environment. This allows capturing the basic premise formulate ideal functionalities that provide the adversary
that the protocol does not know exactly which set-up it is with the description of the sampling algorithm of the dis-
using. It also allows the complexity of the set-up to be un-
related to the complexity of the protocol. We assume famil-
iarity with the modeling of [Can01, CDPWO07]. See moti-
vation and more details there and in [Can06].

Organization. Section 2 defines our relaxed variants of
the CRS model§3 presents the impossibility result$4
presents the basic UC commitment proto¢él;present re-
sults concerning noisy measurements.

2 Model

1We note that the main reason that motivates [CDPWO07] to introduce
the generalized formalism is to be able to alldWrs to give the refer-
ence string directly to entities external to the protocol execution, and in
particular to the environment. Here we use the generalized formalism for a
different purpose; in particular, we concentrate on the case where only the
parties that actually participate in the protocol can directly “measure” the
reference string.

The common high-entropy source (“sunspot”) set-
ups. The high-entropy source set-up model (®unspot



tribution. Here we distinguish two variants. The first one, = The above three quantities are unrelated to each other
called Fsgsun (herece stands for “gray box”) discloses the and measure different aspects in which the reference string
description of the sampling algorithm to the adversary, but is “skewed away” from a perfect, uniformly distributed ref-
keeps the local random choices hidden. The second vari-erence string. Indeed, the “ideal” sampling algorithm for
ant, calledFsy, discloses also the local random choices to the reference string would simply output its random input.
the adversary. Functionalitfs,y is presented in the figure Here a reference string of lengthhas min-entropy:, the
below. FunctionalitiesFsgsyn and Fgesun are identical ex-  complexity of the sampling algorithm is linear+in and the
cept that inFegsun, 0 IS NOt sent to the adversary, whereas description size is constant. In accordance, the guarantees
in Fsesun Neitherp nor D is sent to the adversary. one would need to provide regarding a reference string are
We remark that functionalitie®ggsun, Feesun anNd Fsun that its distribution has high min-entropy, and that the sam-
provide set-ups that are a-priori incomparable in strength. pling algorithm has small description size and can run in a
This is so since the corresponding setup functionality existssmall number of steps. This is formalized as follows.
both in the real and the ideal executions, thus any additional

advantages given to the adversary in the real world can alsd>€finition 2 An environment maching is called(u, d, t)-
be helpful in the simulation. conforming if the following conditions hold:

1. Given security parametet™, and upon receiving

Functionality F- .
¥ SSUN a messaggActivated-CRS, sid) from Fsyy (resp.,

1. Upon activation with session idd proceed as fol- Feesun, Feesun), 2 directly replies by sending back
lows. Send the messag@activated-Sun | sid) a messag€Distribution, sid, D), where the sam-
to the environment, and wait to receive back a mes pling algorithm D outputs reference strings of length
sage(Distribution, sid, D). Run the sampling n, has description size at mod{n), and generates an
algorithmD on a uniformly distributed random in- output withint(n) steps.
put p to obtain a reference string= D(p). Store
D, p,r and sendCRS, sid, D, r, p) to the adver- 2. The distribution induced by the output 8§, (resp.,
sary. Feesuns Fessun) iN the execution byZ (on input

2. When receiving inputGRSsid) from some party 1") has min-entropy at leagt(n) (over the random
P with session idsid’, send CRSsid, ) to that choices of bottZ and Fsu).

arty if sid = sid’; otherwise ignore the message. .
paryftsv 5 g g Let w be anFgyy (resp., Feesun, Foesun)-hybrid protocol.

3. When receiving a requeewSample, sid) from Then, 7 (p,d,t)-UC-realizes an ideal functionalityF if
g‘:sﬁi\ﬁfr;arxypgg ?reit?l?te?js rgor:lé);’vnf'insftt‘oogb‘"’_‘ for any adversaryA there exists an adversary such that
tain a reference string = D(p). and send (p, d, t)-cqnformlr?g enylronment§ can .dIStlngl'.“Sh t?e-
(CRS, sid, D, r, p) to the adversary. tween an |ntera_1ct|on W|t}7r_ _andA a_md an_ln_tera_cuon with

F andS only with probability that is negligible im.

In of themselvesFagsun, Fossun and Fsuy do not pro- A remark on our use of min-entropy Note that Defini-
vide any guarantees regarding the properties of the distri-tion 2 considers the min-entropy of an entire execution by
bution of the reference string. Such guarantees are givenZ, and not just the min-entropy of the output bf This
by way of restricting the set of environments considered. only makes the set-up weaker as it imposes less restrictions
(We do it this way so as to sidestep questions such as ho@n Fsyn (resp.,Fessun, Feasun)-
to efficiently verify properties of a distribution.) Specifi-
cally, we concentrate on the following three quantities. The
first quantity is the min-entropy of the distribution, which
measures the “amount of unpredictability” in the reference
string:

A remark on multiple sources Note that a protocot in

the Faesun (resp-Feesun andFsyy) hybrid model might in-
voke multiple instances aFggsyn (resp. Feesun @anNdFsyn)-

This corresponds to a scenario in which a protocol has ac-
cess to multiple sources that each have some conditional
Definition 1 A distribution A has min-entropy p if min-entropy (but might otherwise be dependent); this fol-
max, Pra[r] < 27H. lows since the environment can provide the description of,
The second quantity is the runtime, or computational S&Y. the second source after having seen the output (or even
complexity of the sampling algorithnD. Third is the ~ random coins) of the first source. In this paper we restrict
description-size oD, or number of bits inD’s represen- ~ OUr attention to protocols that only invokecanstanmnum-
tation as a string. To simplify the notation, we measure Per of instances afsssu (respFessun andFsun).?

all .quantities asa funCti(—_m of the Iengmof the reference 2|n particular, our lower bounds hold for any constant number of in-
string. We also equate with the security parameter. stances, whereas our upper bounds requires only two instances.




A remark on the UC theorem. Definition 2 slightly mod- box” way, even relatively mild relaxations of the original
ifies the definition of UC-emulation from [Can01] by re- CRS model render the reference string practically useless—
stricting the set of environments under consideration. Con-at least from the point of view of obtaining composable se-
sequently, one may wonder whether the universal composi-curity. That is, we extend the impossibility results for the
tion theorem of [Can01] holds also for this definition. We plain model and show that there exist no two-paftysgn-
note that this is indeed the case; in fact the proof remainshybrid protocols that UC-realiz&.,\, even when the dis-
unchanged, and one only needs to notice that the environ4{ribution of the reference string is guaranteed to have min-
ments constructed in that proof remain conforming. entropy at least — log®n for somee > 1. Furthermore,
this holds even if it is guaranteed that the sampling algo-
rithm provided toFggsyn has description size at most,

and runs in time at mogioly(n).

A remark on modeling run-times. In the next section we
consider settings where the runtini{e) of the sampling al-
gorithm is super-polynomial in, whereas all other entities,
including the environment, are polynomialsin However,
in the UC framework it is the invoker of each ITM that pro-
vides it with its runtime quota (and then the amouritis
deducted from the invoker’'s quota). This creates a techni-
cal problem, since in order for the environment to allow the
functionality to run in timet, the environment itself has to At high level, the proof proceeds as follows. Recall that
have runtimet in the first place. To get around this tech- jn order to show that some protocel UC-realizesFcon
nicality, we consider only environments that consist of a using at mostn. = O(1) invocations of Fzssun, ONe has
polynomial-time module plus a separate module that hasto describe a simulator that generates for the environment a
(potentially super-polynomial) runtime quotdor the sole  view that is indistinguishable from its view of an interaction
purpose of transferring this quota to the setup functionality. with 7. In particular, this view includes values for the (at
mostm) reference strings used by We then proceed in
3 Impossibility Results two steps:
First, we show that the impossibility proof of [CFO01] for
This section presents impossibility results for compos- realizing Fcoy in the plain model can be extended to proto-
able protocols that us&ggsun, Fessun and Fsyy. These cols that useFgsun, as long as it is guaranteed that the ref-
results extend the impossibility results for two-party pro- erence strings provided to the environment by the simulator
tocols that UC-realizeFcoy in the plain model, where the are one of the values that were actually generatefifay,
only setup available is authenticated communication chan-in that execution. To show this we rely on techniques from
nels. We first recallF.oy below. (For simplicity, we give  the black-box lower bounds of [GK96]. Briefly, recall that
here the formulation for non-adaptive corruptions. In the to show that a protocol UC-implemenf&.oy we need to
case of adaptive corruptions one must slightly modify the show that the protocol isquivocalandextractable Now, if

Theorem 1 There exists & > 0 such that for alle > 0
there does not exist any two-party protocols in figsun-
hybrid model which invoke at mos?P(1) instances of
Feesun that (n — n€, n® n)-UC-realizesFcow.

formulation; see [Can01] for details.) the simulator uses an honestly generated sampl&,af
as a reference string, but is still able to extract commitments,
Functionality Fcowm this simulator can also be used to violate the hiding property

of the commitment. The simulator has of course the advan-
tage of repeatedly asking for new reference strings until it
finds ones that it likes, which is something a malicious re-
the adversary: When receivir(gi) from the ad- ceive'r in the .real protocpl e.xecution cannot; however, as
versary, outputReceipt, sid, P;) to P;. Ignore the 5|mulat_0r is polynomlal-tlm_e (and t_hus can ask at mpst
all subsequentCommit, ...) inputs. a polynomial number of questions), this only improves its
success probability by a polynomial fraction. To show this
where a tuple( P, P;. b) is recorded, sengb) o we here reI.y on thg fact that protocobnly uses a constant
the adversary; When receivin@k) from the ad- number of invocations afgssun- )

versary, outputOpen, sid, b) to P;. Next, we make sure that the simulator only outputs ref-
erence strings that have been generatedFbysn. We
achieve this by havinggssuy “sign” all the samples it gives

to the simulator in a way that is verifiable by the environ-
ment. More specifically, the environment will first generate
a key pair(sk, vk) for a signature scheme, and then feed
We show that, as long as the distribution of the reference Fggsun With a sampling algorithnd that includes a descrip-
string can be accessed by the adversary only in a “black-tion of the signing keyk. Each run ofD will then generate

1. Upon receiving input(Commit, sid, P;,b) from
P; whereb € {0,1}, internally record the tuple
(P, P;,b) and send the messageid, P;, P;) to

2. Upon receiving a valugOpen, sid) from P;,

Black-box distributions



a pair (d, o) whered is taken uniformly from{0, 1}~ Theorem 4 Assume the existence of one-way functions

ando « sign(d, sk). (Itis stressed thatt is fixed through-  with sub-exponential hardness. Then, there exist val-

out the lifetime ofFggsun-) ues ofc > 0 for which there does not exist any two-
Note that to implement step 2 we are required to assumeparty Fsyn-hybrid or Fessun-hybrid protocol, invoking at

the existence of signature schemes. However, this assumpmost O(1) instances ofFsyy (resp Feasun), that (n —

tion is without loss of generality; standard techniques can log® n, log® n, n'°8"n)-UC-realizesFco.

be used to show that the existence of an implementation of

Feom In the Fegsun-hybrid model (or even th&crs hybrid-  Distributions with long description
model) implies the existence of one-way functions, and thus
the existence of signatures [Rom90]. We extend the impossibility results to the case where the

If one is willing to assume existence of one-way func- sampling algorithm has long description. In fact, we show
tions with sub-exponential hardness then it is possible tothat the description of the sampling algorithm must be
“scale down” the signature scheme even further, and thussmaller thanu(n) —log n wherey: denotes the min-entropy
demonstrate impossibility even with respect to distributions Of the distribution.
with entropyn — poly logn and sampling algorithms with

o Theorem 5 Assume there exists a two-pa -hybrid
descriptionpoly log 7. patkgun-hy

or Fessun-hybrid protocol, invoking at mog?(1) instances

Theorem 2 Assume the existence of one-way functions Of Fsun (respFessun), that(p(n), d(n), O(n))-UC-realizes
with sub-exponential hardness. Then, there exist someFcom Thend(n) < p(n) —logn.

¢ > 0 for which there does not exist any two-pafyssun-
hybrid protocol, invoking at mo$?(1) instances 0fFzasyn,
that (n — log® n, log® n, n®)-UC-realizesFcouy-

Proof Idea: Consider an environment that picks an—
O(logn) bit random stringr; and lets the sunspot func-
tionality pick only anO(logn) bit random stringr, and

o o finally outputsri||r.. Clearly, such an environment is
Non-efficiently samplable distributions (n,n — O(logn), O(n)) conforming. Additionally, it fol-
We extend the impossibility result for protocols using OWS that an ideal-model simulator only gets a polynomial
Fessun 10 protocols that useFsuy and Fessun as long as advantage over'a'rea.I V\(orld adversary, as intuitively its
the sampling algorithm may run in (sub) exponential time. ONly advantage is in picking; (for a constant number of
This demonstrates that, for such complex sampling algo-Sources). U

rithms, providing the simulator with the code of the sam-

pling algorithm does not help, even if the description size Distributions with small min-entropy

of the algorithm is guaranteed to be polynomial. We finally note that the same proof as for Theorem 5 can

Theorem 3 There exist na > 0 for which there exists a  be used to rule out the case where the min-entropy of the
two-party Fsuy-hybrid or Fsssun-hybrid protocol, invoking ~ sunspot is onlyog n.
at mostO(1) instances ofFsyy (resp Fessun), that (n —

n®, ne, 21" )-UC-realizesFoon. Theorem 6 Assume there exists a two-patfg,y-hybrid

or Feesun-hybrid protocol, invoking at mog?(1) instances
Proof Idea: Consider the same distributidd described in ~ of Fsun (resp Feasun), that (1, O(1),0(n))-UC-realizes
the prior section, except that ndwhas only theverification Feom- Thenp > logn.
key, vk. Instead of using the signing algorithm to sign the
random strings, D uses it2"" runtime to forge a length
signatures on s that passes the verification wittk. Note
that the signatures verifiable hy: remain unforgeable for
the simulator, even after seeing the codelbf Also, the
only random choice made by are in the choice of; thus )
revealing these random choices to the adversary does noft Protocols in the 7, Model
give it any additional information. The rest of the argument
thus remains the same as in the proof of Thm. Z1 This section shows that if the min-entropy of the distri-
We also observe that, if assuming the existence of one-bution is not too low and the sampling algorithm is efficient
way functions with sub-exponential hardness, we rule out and has not too long a description then it is possible to UC-
even the case where the description length is of poly- realize 7oy in both theFsyy and Feesyn hybrid models.
logarithmic length andD runs in quasi-polynomial time. In fact, it is possible to UC-realize the “multi-commitment”
(This is done by using signatures of poly-logarithmic functionality Fycom USINg only one instance of eithéis
length.) or Fsssun Per ordered pair of parties. Recall thBycowm

Proof Idea: The proof is essentially identical to the proof
of Thm. 5. The only difference is that we here consider an
environmentZ that simply letsD be a machine that picks a
log n-bit long random string: and outputs it. [



is defined identically toFcow With the exception that it al- e The reference string is generated by applying a de-

lows asinglepair of parties (one acting as a committer and terministic and efficient progrant’, whose descrip-
one acting as a receiver) to exchange polynomially many tion length is at mosi3, on input a random string
commitments Recall thatFycon Suffices to realize the r € {0,1}°.

two-party zero-knowledge functionalit¥,« [CFO1] which
in turn suffices to realize general multi-party computation
[CLOS02, Pas04].

The high-level idea of our commitment protocol is to con-
struct a commitment whose binding property holds as long
as the Kolmogorov complexity of the reference stringg
high, but can be totally violated whenever the Kolmogorov
complexity is low. Then, the simulator can easily set-up a
reference string that allows it to equivocate commitments:
simply generate by applyingF' to a pseudo-random string

Theorem 7 There exists a two-party protocol invoking only
two instances afsyy (Or Fessun) that (i, d, t)-UC-realizes
Fucowm, If dense cryptosystems existn) is a polynomial

nd: ) i
and instead of a truly random string.
1. collision-resistant hash functions exist apdn) — More precisely, we implement the above by relying on
d(n) > ncfore >0, or a variant of Feige-Shamir’'s trapdoor commitment. ket

denote the statement that the reference strirtas Kol-
mogorov complexity smaller thak. The sender commits
to bit b by running the honest-verifier simulator for Blum’s
Hamiltonian Circuit protocol [Blu86] on input the state-
ment¢ and the verifier messagegenerating the transcript
(a,b, z), and finally outputting: as its commitment. In the

We prove part (1) of the theorem; the second part fol- decommitment phase, the sender reveals thiethyitprovid-
lows a similar argument—the only difference is that sub- ing bothb, z. As in Feige-Shamir [FS89], binding follows
exponentially hard one-way functions imply the existence from the (special)-soundness property of Blum's protocols,
of pseudo-random generators that can expasigt log(n) and Hiding follows from its zero-knowledge property. To
bits into a random tape. These generators can then be usegduivocate commitments, the simulator setss igy apply-
in place of the random generator used in part (1) of proof. ing £ on inputr such that = g(r') where|r’| < ¢ andg is

in the construction of the equivocal scheme. a pseudo-random generator. Since the stateméntrue it
follows from the perfect completeness property of Blum’'s

protocol that the simulator can provide valid decommit-
ments to botth = 0 andb = 1. It additionally follows from

For ease of presentation we present our protocol and analthe pseudo-random property @ind the honest-verifier ZK
ysis in theFsyy-hybrid model, but the same analysis goes property of the Blum’s protocols that the commitments cre-
through also in theFcssun-hybrid model. Our construction  ated by the simulator are indistinguishable from real com-
proceeds in the two steps. In the first step, we construct anmitments.

equivocal commitment given an imperfect reference string.  The problem with the above description is that the state-
In the second step, we use our equivocal commitment pro-ment¢ above is not in\P (since there is no fixed poly-
tocol to (1, d, t)-realize Fycom in the Fsyn-hybrid model. nomial upper-bound on the prograf). As in [Bar01],

we circumvent this problem, by instead letting the sender

2. one-way functions with sub-exponential hardness and
collision-resistant hash functions exist anpdn) —
d(n) — §(n) > log°(n) for some specific > 1 re-
lated to the (sub-exponential) hardness of the one-way
function.

Overview of the construction

Strong Equivocal Commitment In our first step we con- _ :
struct an equivocal (i.e. trapdoor) commitment scheme in @nd receiver exchange 4 random striggs c1, vz, c2), and
the Common Reference String Model. In contrast to prior (€N lettinge denote the statement that, c; are commit-
equivocal commitments schemes which remain secure onlyMeNts (using a commitment scheme with pseudo-random

when then the reference string is sampled for a pre-specifie?®MMmitments) to messages, p such that(vi, pi, va, p2)
distribution, our commitment scheme retains its security 'S @n accepting transcript of a Universal argument [Mic94,

properties as long as the reference string satisfies the folX<i192, BG02] of the statement that the reference steifigs

H 4
lowing 2 properties for some specified values3, where ~ Kolmogorov complexity at most.™ _
o — 3> ne An important feature of our commitment scheme is that

- N _ in addition to the traditional equivocality property, our
* With high probability, the reference stringhas Kol-  equivocation algorithm can also generate random coins for
mogorov complexity greater tham (i.e., the length  an honest committer which are consistent with the gener-

of the shortest deterministic program that outputs ~ ated commitment. This property, which we denst®ng
greater tham).

4Whereas in [Bar01] it is enough that andco are arbitrary commit-
3We mention that previous definitions Ffucom [CF01] also allow ments, we here require them to be random strings; this property will be
multiple sets of participants. Here we do not need this extra generality.  useful next.




equivocality will be critical in the next step of our construc- While our approach is similar to the one presented by
tion. It follows from 1) the fact that the messages sent by the Canetti, et.al. [CDPWO07], the major difference from the
honest committer in the pre-amble phase are simply randomprior work is that we do not make any reference to “identity-
strings, and 2) from a special property of the Blum proto- based” commitments, and our theorem holds for also for in-
col, called reverse-state generation in [CDPWOQ7]: given the teractive equivocal commitments. Moreover, the prior anal-
random coins used by the Blum protocol prover, it is pos- ysis only handled a single commitment (i.e., they consid-
sible to generate coins which when used by the simulatorered onlyFcoy).®

algorithm would produce the same transcript as the prover.

Commitment Protocol scom

Realizing Fucom In the Fsyn-Hybrid Model We show
how to transform any strongly equivocal commitment
scheme withstanding imperfect reference strings and whose
decommitment phase is only a single message, into a

GEN,: Produces a reference striny

Let ¢ be the size of the non-interactive commitment
with security parametet™.

(u,d, t)-implementation of Fycow in the Fsun-Hybrid S — R Send(scoml,cid, S, R) to R.
Model. We first note that (by relying our Compressibility S &L R Upon receipt of(scoml, cid, S, R) from 8,
Lemma stating that the output of a source with high min- runm; «— V1(O,n) and send tc.

entropy almost always has high Kolmogorov complexity) it

) S =% R Picke; < {0,1}" and send ta?.
follows that whenevet = poly(n), u(n) — d(n) > nt, it — icker = {0, 1}" and sen

holds that for everyy, d, t)-conforming environment, the S <2 R Runms — V2(0, k) and send te.
“sun-spot” output ofFs,y has high Kolmogorov complex- S <2, R Pickcy < {0,1}* and send ta?.

ity but is generated by applying an efficient programwith

L . . S -+ R Run the Blum-protocol simulator on the the-
short description on input a random string. Thus, the se- — P

orem statemer(ini, c1,m2, c2) € (O, n, a) Us-

curity of our equivocal commitment scheme holds with re- ing the challenge bik:
spect to( s, d, t)-conforming environment. However, recall
that to implementF,con We require a commitment that (a,b,2) < Sx(0n,a)((Mm1,c1,m2,c2),b)

is both equivocal and extractable. Towards also achiev-
ing extractability we employ a coin-flipping technique from
[CDPWO07]. The committer and receiver use coin-flipping

Send ¢« to R and store private state
(scom, cid, S, R, b, z).

(with the receiver moving first) in order to create a public R Record the commitment agcom, cid, S, R, z, a)
key for an encryption scheme. Under the assumption of wherez = (mu, c1,m2, c2).
dense crypto-systems, this amounts to taking the xor of two DECOMMITMENT PROTOCOL SOPEN

random strings—one chosen by the receiver, and the othe
by the committer. The final commitment consists of a com-
mitment to the bib, andeither—depending on the value of
b—a random string or an encryption of the decommitment
information under the key resulting from the coin-tossing.

In order to extract, the simulated receiver first uses the
equivocal commitment procedure in the coin-tossing in or-
der to force the coin-tossing to result in a special key for
which it knows the secret decryption key. Given this key,
the simulator will be able to straight-line extract the com-
mitted bitb. As a final note, by using an encryption scheme  This section extends the construction of Section 4 to deal
with pseudo-random keys and ciphertexts and by allowing With the case where the participants in a protocol execution
the additional encryption to be occasionally just a random obtain somewhat different versions (or, “measurements”) of
string (instead of always an encryption of the opening in- the reference string. As a first step, we modify the set-
formation), we can show the scheme enjoys adaptive se-up functionality Fs,y to capture this case. The modified
curity. This follows because when an honest party is cor- functionality, Fusyn (for “noisy sunspots”), is parameter-
rupted, reasonable state information can be easily generateézed by a “closeness relatior. It behaves just likeFsyn
for either a “0” or a “1” commitment since the simulator can except that, instead of providing some party with the refer-
always pretend that the ciphertext generated forotcase ~ €nce string, Fysyy Obtains a “perturbed string” from the

was Just a randomly chosen string. We here addltlona"y 5This was without loss of generality in their setting as they assumed a

rely on thestrongequivocality property of the commitment .« opaily” shared reference string. In contrast, since our reference strings
scheme. are “local”, we are instead required to directly implem&hiicom.

S 2% R To open a commitmenf send<(b, z) to R.
R runs the Blum-protocol verifier on the triple
Vx(z,a,b, z) and accepts the decommitment to bit
b if the verifier accepts the triple.

5 Dealing with noisy measurements




adversary; then, as long &s ') holds,Fysun returnsr’ as
the value of the reference string.

To state our results we define the following measure on
relationsR over {0,1}* x {0,1}*: R is said to havea-
diusé(-) if for everyr € {0, 1}* there exists at mog®(I"l)
stringsr’ such thatR(r, ') holds.

[Can06]

CFO01
Theorem 8 There exists a two-party protocol invoking only [ ]
two instances of thé,,syy With respect to any efficient re- [CKLO3]
lation R with radiusé, that (u, d, t)-UC-realizesFycon if
dense cryptosystems exigt;) a polynomial and:
1. collision-resistant hash functions exist ap@n) —
[CLOSO02]

d(n) —d(n) > nefore>0,or

2. one-way functions with sub-exponential hardness and
collision-resistant hash functions exist anpdn) —
d(n) — 6(n) > log®(n) for some specifie > 1 re-
lated to the (sub-exponential) hardness of the one-way
function.

[DOPS04]

[FLS90]
We complement the above positive result by showing that
the extra description-length requirement is necessary.

. _ [For8s]
Theorem 9 Assume there exists a two-parky,syn-hybrid
protocol, invoking at mos©(1) instances ofFysun, that [FS89]
(1(n),d(n), O(n))-UC-realizesFeou With respect to every
relation R with radiusd. Thend(n) < p(n) —d(n) —logn.

[GK96]
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