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Chapter 1

Empirical Processes: Theory

1 Introduction

Some History

Empirical process theory began in the 1930’s and 1940’s with the study of the empirical distribution function
F,, and the corresponding empirical process. If X;,...,X, are i.i.d. real-valued random variables with
distribution funtion F' (and corresponding probability measure P on R), then the empirical distribution
function is

1 n
IF"n = - 1 —00,T Xz ’ € Rv
@)= & DX, @
and the corresponding empirical process is

Zn(z) = Vn(Fn(z) — F(z)) .

Two of the basic results concerning F,, and Z,, are the Glivenko-Cantelli theorem and the Donsker theorem:

Theorem 1.1 (Glivenko-Cantelli, 1933).

[Frn — Flloo = sup [Fp(2) — F(2)] =4 0.

—oo<r<o0o

Theorem 1.2 (Donsker, 1952).
Zn = 7 =TU(F) in DR, || |loo)

where U is a standard Brownian bridge process on [0,1]. Thus U is a zero-mean Gaussian process with
covariance function

E(U(s)U(t)) =sAt—st, s,t €10,1].

This means that we have
Eg(Zn) - EQ(Z)

for any bounded, continuous function g : D(R, | - ||«) — R, and
9(Zn) —a 9(Z)

for any continuous function g : D(R, || - ||) — R.
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Remark: In the statement of Donsker’s theorem I have ignored measurability difficulties related to the fact
that D(R, || |l) is & nonseparable Banach space. For the most part (the exception is in Sections 1.2 and 1.3),
I will continue to ignore these difficulties throughout these lecture notes. For a complete treatment of the
necessary weak convergence theory, see Van der Vaart and Wellner (1996), part 1 - Stochastic Convergence.
The occasional stars as superscripts on P’s and functions refer to outer measures in the first case, and
minimal measureable envelopes in the second case. I recommend ignoring the *’s on a first reading.

The need for generalizations of Theorems 1 and 2 became apparent in the 1950’s and 1960’s. In particular,
it became apparent that when the observations are in a more general sample space X (such as R%, or a
Riemannian manifold, or some space of functions, or ... ), then the empirical distribution function is not
as natural. It becomes much more natural to consider the empirical measure P,, indexed by some class of
subsets C of the sample space X, or, more generally yet, P,, indexed by some class of real-valued functions
F defined on X.

Suppose now that X;,..., X, areii.d. P on X. Then the empirical measure P, is defined by

1

thus for any Borel set A C X

For a real valued function f on X, we write
1 n
P.(f) = dP, = — X;).
()= [ am =350

If C is a collection of subsets of X, then

{P,(C): C e}
is the empirical measure indexed by C. If F is a collection of real-valued functions defined on X', then

{Pn(f): feT}

is the empirical measure indexed by F. The empirical process G,, is defined by
Gn = Vn(P, — P);

thus {G,(C) : C € C} is the empirical process indexed by C, while {G,(f) : f € F} is the empirical
process indexed by F. (Of course the case of sets is a special case of indexing by functions by taking
.7:2{10: CEC}.)
Note that the classical empirical distribution function for real-valued random variables can be viewed as
the special case of the general theory for which & =R, C = {(—o0,z]: z € R}, or F = {1(_oo 2 : = € R}
Two central questions for the general theory are:

(i) For what classes of sets C or functions F does a natural generalization of the Glivenko-Cantelli Theorem
1 hold?

(ii) For what classes of sets C or functions F does a natural generalization of the Donsker Theorem 2 hold?

If F is a class of functions for which

*

[Py — P = (Sup P (f) — P(f)> —a.s. 0
fer
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then we say that F is a P—Glivenko-Cantelli class of functions. If F is a class of functions for which
G, =+vn(P, - P)=G in £°(F),

where G is a mean-zero P—Brownian bridge process with (uniformly-) continuous sample paths with respect
to the semi-metric pp(f, g) defined by

pb(f,9) = Varp(f(X) — g(X)),

then we say that F is a P—Donsker class of functions. Here

I2(F) = {aﬁ cF R‘ |z]| 7 = sup |z(f)] < oo} )
feF

and G is a P—Brownian bridge process on F if it is a mean-zero Gaussian process with covariance function

E{G()G(9)} = P(f9) — P(f)P(9)-

Answers to these questions began to emerge during the 1970’s, especially in the work of Vapnik and
Chervonenkis (1971) and Dudley (1978), with notable contributions in the 1970’s and 1980’s by David Pol-
lard, Evarist Giné, Joel Zinn, Michel Talagrand, Peter Gaenssler, and many others. We will give statements
of some of our favorite generalizations of Theorems 1 and 2 later in these lectures. As will become apparent
however, the methods developed apply beyond the specific context of empirical processes of i.i.d. random
variables. Many of the maximal inequalities and inequalities for processes apply much more generally. The
tools developed will apply to maxima and suprema of large families of random variables in considerable
generality.

Our main focus in the second half of these lectures will be on applications of these results to problems
in statistics. Thus we briefly consider several examples in which the utility of the generality of the general
theory becomes apparent.

Examples

A commonly recurring theme in statistics is that we what to prove consistency or asymptotic normality
of some statistic which is not a sum of independent random variables, but can be related to some natural sum
of random functions indexed by a parameter in a suitable (metric) space. The following examples illustrate
the basic idea

Example 1.1 Suppose that X, X7,...,X,,... are i.i.d. with E|X;| < oo, and let 4 = E(X). Consider the
absolute deviations about the sample mean,

_ 1 <& _
Dn:IP’n|X—Xn|:— E |XZ-—X|,
n
i=1

as an estimator of scale. This is an average of the dependent random variables |X; — X|. There are several
routes available for showing that

(1) D, —.s d=E|X — E(X)|,

but the methods we will develop in these notes lead to study of the random functions
D,(t)=P,|X — ¢, for |t —pu|<9¢

for § > 0. Note that this is just the empirical measure indexed by the collection of functions

F=f{w—le—tl: |t—p| <6},

and D, (X,) = D,. As we will see, this collection of functions is a VC-subgraph class of functions with
an integrable envelope function F', and hence empirical process theory can be used to establish the desired
convergence. You might try showing (1) directly, but the corresponding central limit theorem is trickier. See
Exercise 4.3 for further information; this example was one of the illustrative examples considered by Pollard
(1989).
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Example 1.2 Suppose that (X1,Y7),...,(Xn,Yy),... areiid. Fyon R2, and let F,, denote their (classical!)
empirical empirical distribution function,

1
Fn(l‘v y) = E Z 1(7c>o,av]><(7c>o,y] (Xu }/1) .
=1

Consider the empirical distribution function of the random variables F,,(X;,Y;), i =1,...,n:
s ﬁ; [Fn (X3,Yi)<t]> e [0,1].

Once again the random variables {F,(X;,Y;)}" , are dependent. In this case we are already studying a
stochastic process indexed by ¢ € [0,1]. The empirical process method leads to study of the process K,
indexed by t € [0,1] and F € F», the class of all distribution functions on R?:

1 n
Kn(t7 F> = ﬁ Z 1[F(X,,Y7)§t] = IED’IL]-[F()(,Y)St] ) te [07 1] ) Felr )
i=1
or perhaps with F; replaced by the smaller class of functions Fo 5 = {F € Fo : |F — Fylloo < d}. Note that
this is the empirical distribution indexed by the collection of functions
F= {(xvy) = 1[F(a:,y)§t] tte [07 1]3 F e ‘,’t2}7

or the subset thereof obtained by replacing F» by F» 5, and K,, (¢, F,,) = K, (¢). Can we prove that K,,(¢) —q.s.
K(t) = P(Fo(X,Y) < t) uniformly in ¢t € [0,1]? This type of problem has been considered by Genest and
Rivest (1993) and Barbe, Genest, Ghoudi, and Rémillard (1996) in connection with copula models. As we
will see in Section 1.9, there is a connection with the collection of sets called lower layers.

Example 1.3 In Section 2.7 we will consider the following semiparametric mixture model:

poclay) = [ 02 exp(-2(a + 0)dG(2)
0
here 6 € (0,00) and G is a distribution function on R*. As we will see in Section 2.7, the efficient score

function for # in this model is given by

B ooy = T Jo 2% exp(—(x + 0y)2)dG (=)
6.G\%Y) = 20 [T 22exp(—(z + 0y)2)dG(z)

As we will see, to show asymptotic normality of the maximum likelihood estimator é\n of 6, we will need to
consider the empirical process /n(P, — Py) indexed by the class of functions

F=Alg.q:0—0l <0, d(G,Go) <} ;

where d is some metric for the weak topology for distribution functions on R.
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2 Weak convergence: the fundamental theorems

Suppose that T is a set, and suppose that X, (t), t € T are stochastic processes indexed by the set T'; that
is, X, (t) :  — R is a measurable map for each ¢t € T and n € N. Assume that the processes X,, have
bounded sample functions almost surely (or, have versions with bounded sample paths almost surely). Then
X, (+) € £°°(T) almost surely where ¢°°(T') is the space of all bounded real-valued functions on T'. The space
£°°(T) with the sup norm || - ||z is a Banach space; it is separable only if T is finite. Hence we will not assume
that the processes X, induce tight Borel probability laws on £>°(T).

Now suppose that X(¢), t € T, is a sample bounded process that does induce a tight Borel probability
measure on {*°(T"). Then we say that X,, converges weakly to X (or, informally X,, converges in law to X
uniformly in ¢ € T'), and write

X,=X in (2(T)
if
E*H(X,) — EH(X)

for all bounded continuous functions H : £>°(T) — R. Here E* denotes outer expectation.

It follows immediately from the preceding definition that weak convergence is preserved by continuous
functions: if g : £>°(T) — D for some metric space (D, d) where g is continuous and X,, = X in ¢>°(T'), then
9(Xy,) = ¢g(X) in (D,d). (The condition of continuity of g can be relaxed slightly; see e.g. Van der Vaart
and Wellner (1996), Theorem 1.3.6, page 20.) While this is not a deep result, it is one of the reasons that
the concept of weak convergence is important.

The following example shows why the outer expectation in the definition of = is necessary.

Example 2.1 Suppose that U is a Uniform(0, 1) random variable, and let X (t) = 1{U < t} = 194 (U) for
t €T =1[0,1]. If we assume the axiom of choice, then there exists a nonmeasurable subset A of [0,1]. For
this subset A, define Fa = {1p,j(s) : s € A} C £>°(T). Since F is a discrete set for the sup norm, it is
closed in £>°(T). But {X € Fa} = {U € A} is not measurable, and therefore the law of X does not extend
to a Borel probability measure on £*° (7).

On the other hand, the following proposition gives a description of the sample bounded processes X that
do induce a tight Borel measure on ¢>°(T).

Proposition 2.1 (de la Pefia and Giné (1999), Lemma 5.1.1; van der Vaart and Wellner (1996), Lemma
1.5.9)). Let X(t), t € T be a sample bounded stochastic process. Then the finite-dimensional distributions
of X are those of a tight Borel probability measure on ¢°°(T) if and only if there exists a pseudometric p
on T for which (T, p) is totally bounded and such that X has a version with almost all its sample paths
uniformly continuous for p.

Proof. Suppose that the induced probability measure of X on ¢*°(T') is a tight Borel measure Px.
Let K,,, m € N be an increasing sequence of compact sets in £°°(T") such that Px(U°_; K,,) = 1, and let
K =UY_, K,,. Then we will show that the pseudometric p on 1" defined by

pls,t) =Y 27" (LA pl(sit))

m=1

where

pm(s,t) = sup{lz(s) —z(t)| : z € K},

makes (T, p) totally bounded. To show this, let € > 0, and choose k so that Y °_, ., 27" < ¢/4 and let
T1,...,T, be a finite subset of Ufnlem = K}, that is ¢/4—dense in K}, for the supremum norm; i.e. for each
x € UF _ K, there is an integer i < r such that ||z — x;||7 < /4. Such a finite set exists by compactness.
The subset A of R” defined by {(z1(t),...,2.(t)) : t € T} is bounded (note that U¥,_, K,, is compact and
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hence bounded). Therefore A is totally bounded and hence there exists a finite set Te = {t; : 1 < j < N}
such that, for each ¢t € T, there is a j < N for which maxj<s<, |zs(t) — z5(t;)| < €/4. Tt is easily seen that
T, is e—dense in T" for the pseudo-metric p: if ¢ and t; are as above, then for m < k it follows that

3€
<

€
Pm(tatj) = sup ‘z(t) — x(tj)| < r£1<a£<|xs(t) - Is(tj)‘ + 5 =y

€K,

and hence
. k
p(t,t;) < 1 + Z 27" pm(t, 1) <.

Thus we have proved that (T, p) is totally bounded. Furthermore, the functions x € K are uniformly
p—continuous, since, if z € K, then |z(s) — z(t)] < pm(s,t) < 2™p(s,t) for all s,t € T with p(s,t) < 1.
Since Px (K') = 1, the identity function of (¢>°(T'), B, Px) yields a version of X with almost all of its sample
paths in K, hence in C, (T, p), the space of bounded uniformly p—continuous functions on 7. This proves
the direct half of the proposition.

Conversely, suppose that X (t), t € T, is a stochastic process with a version whose sample functions
are almost all in C, (T, p) for a metric or pseudometric p on T for which (T, p) is totally bounded. We
will continue to use X to denote the version with these properties. We can clearly assume that all the
sample functions are uniformly continuous. If (9, A, P) is the probability space where X is defined, then
the map X : Q — C,(T,p) is Borel measurable because the random vectors (X (t1),..., X (tx)), t; € T,
k € N, are measurable and the Borel o— algebra of C,(T,p) is generated by the “finite-dimensional sets”
{x € C (T, p) : (x(t1),...,x(ty)) € A} for all Borel sets A of R¥, t; € T, k € N. Therefore the induced
probability law Px of X is a tight Borel measure on C, (T, p) by Ulam’s theorem; see e.g. Billingsley (1968),
Theorem 1.4 page 10, or Dudley (1989), Theorem 7.1.4 page 176. But the inclusion of C, (T, p) into £>°(T')
is continuous, so Py is also a tight Borel measure on ¢>°(T"). O

Exhibiting convenient metrics p for which total boundedness and continuity holds is more involved. It
can be shown that (see e.g. Hoffmann-Jgrgensen (1984), (1991); Andersen (1985), Andersen and Dobric
(1987)) that if any pseudometric works, then the pseudometric

po(s,t) = Earctan | X (s) — X (¢)|

will do the job. However, pg may not be the most natural or convenient pseudometric for a particular
problem. In particular, for the frequent situation in which the process X is Gaussian, the pseudometrics p,
defined by

pr(s,t) = (B|X(s) — X (1))

for 0 < r < oo are often more convenient, and especially ps in the Gaussian case; see Van der Vaart and
Wellner (1996), Lemma 1.5.9, and the following discussion.

Proposition 2.1 motivates our next result which characterizes weak convergence X,, = X in terms of
asymptotic equicontinuity and convergence of finite-dimensional distributions.

Theorem 2.1 The following are equivalent:

(i) All the finite-dimensional distributions of the sample bounded processes X,, converge in law, and there
exists a pseudometric p on T such that both:

(a) (T, p) is totally bounded, and (b) the processes X,, are asymptotically equicontinuous in probability with
respect to p: that is

(1) lim limsup Pr* ¢ sup [X,(s) — Xp(t)| >€ep =0
—0 n—oo p(st)<é

for all € > 0.
(ii) There exists a process X with tight Borel probability distribution on ¢*°(T") and such that

X,=X in (=T).
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If (i) holds, then the process X in (ii) (which is completely determined by the limiting finite-dimensional
distributions of {X,,}), has a version with sample paths in C\, (T, p), the space of all p—uniformly continuous
real-valued functions on 7. If X in (ii) has sample functions in C, (T, ~) for some pseudometric « for which
(T,~) is totally bounded, then (i) holds with the pseudometric p taken to be 7.

Proof. Suppose that (i) holds. Let Tw be a countable p—dense subset of T, and let Ty, k € N, be finite
subsets of T satisfying Ty /" Tw. (Such sets exist by virtue of the hypothesis that (7 p) is totally bounded.)
The limiting distributions of the processes X,, are consistent, and thus define a stochastic process X on 7.
Furthermore, by the portmanteau theorem for finite-dimensional convergence in distribution,
Pr{ max - |X(5) = X(0)|>
< liminf Pr{ max | Xn(s) — Xn(t)] > €}

n—o00 p(s,t)<6, s,t€T}
< liminf Pr ma; X, (8) =X, (t) > €}.
< limin {p(si)gé,iteml n(8) = Xn(t)| > €}

Taking the limit in the last display as k — oo and then using the asymptotic equicontinuity condition (1),
it follows that there is a sequence d,, \, 0 such that

F X(s) — X(t <2m.
T{P(S,t)grg?,i,te:rw | X(s) ()] > €} <

Hence it follows by Borel-Cantelli that there exist m = m(w) < oo a.s. such that

sSup |X(S7w) _X(tvw” < 2=m
p(8,8)<8m, 8,tETo

for all m > m(w). Therefore X (¢,w) is a p—uniformly continuous function of t € T, for almost every w. The
extension to 7" by uniform continuity of the restriction of X to T, yields a version of X with sample paths
all in C, (T, p); note that it suffices to consider only the set of w’s upon which X is uniformly continuous. It
then follows from Proposition 2.1 that the law of X exists as a tight Borel measure on £>°(T).

Our proof of convergence will be based on the following fact (see Exercise 2.1): if H : {*°(T) — R is
bounded and continuous, and K C ¢>°(T) is compact, then for every € > 0 there exists 7 > 0 such that: if
x € K and y € £°°(T) with ||z — y||7 < 7 then

(a)  [H(z) - H(y)| <e.
Now we are ready to prove the weak convergence part of (ii). Since (T, p) is totally bounded, for every

d > 0 there exists a finite set of points ¢1,...,tx(s) that is d—dense in (T, p); i.e. T C UN(é)B(ti,d) where

1=

B(t,0) is the open ball with center ¢ and radius . Thus, for each ¢ € T' we can choose 75(t) € {t1,...,tn()}
so that p(ms(t),t) < §. Then we can define processes X,, 5, n € N, and X by
Xns(t) = Xn(ms(t)  Xs(t) = X(ms(t), teT.

Note that X,, s and Xs are approximations of the processes X,, and X respectively that can take on at most
N(9) different values. Convergence of the finite-dimensional distributions of X, to those of X implies that

(b)  X,s=Xs; in I®(T).

Furthermore, uniform continuity of the sample paths of X yields

(c) %ii% IX —Xsllr =0 a.s.

Let H : ¢>(T) — R be bounded and continuous. Then it follows that

|E*H(X,) - EH(X)]|
< |E*H(X,) - EH(X,s)|+|EH(X,s) — EH(Xs)| + |EH(Xs) — EH(X)|
= ILys+Il,s+1115.
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To show the convergence part of (ii) we need to show that lims_limsup,,_,., of each of these three terms
is 0. This follows for II, s by (b). Now we show that lims_,o [1l; = 0. Given € > 0, let K C I°°(T) be a
compact set such that Pr{X € K¢} < ¢/(6]|H||), let 7 > 0 be such that (a) holds for K and €¢/6, and let
91 > 0 be such that Pr{||Xs — X||r > 7} < €¢/(6]|H||oo) for all 6 < d1; this can be done by virtue of (c).
Then it follows that

|[EH(X5) — EH(X)|

IN

2||H|loo Pr{[X € KTU[| X5 — X[z > 7]}
+ sup{[H(z) - H(y)|: z € K, ||z —yllr <7}

€ € €
2H||m( n )+<e,
ol "ol ) o

IN

so that lims_.g 1115 = 0 holds.
To show that lims_.g limsup,, ., In,s = 0, chose €, 7, and K as above. Then we have
BH(X,) = HXns) < 2Hle {Pr{1Xo = Xosllr = 7/2) + Pr{Xos € (Kop2)}}
(@) + sup{|H(@) ~ H) : € K, o~ ylle <)
where K5 is the 7/2 open neighborhood of the set K for the sup norm. The inequality in the previous
display can be checked as follows: if X,, 5 € K, /5 and ||.X,, — X, 5|7 < 7/2, then there exists + € K such

that ||z — X, 5]l < 7/2 and ||z — X, ||lr < 7. Now the asymptotic equicontinuity hypothesis implies that
there is a 0 such that

€
limsup Pr{||Xns — Xullr > 7/2} <

for all § < §2, and finite-dimensional convergence yields

limsup Pr{X, s € (KT/Q)C} < Pr{X; ¢ (Kr/2)c} < ﬁ

Hence we conclude from (d) that, for 6 < 01 A da,
limsup |[E*H(X,,) — EH(X,s)| <€,

and this completes the proof that (i) implies (ii).
The converse implication is an easy consequence of the “closed set” part of the portmanteau theorem: if
X, = X in £>°(T), then, as for usual convergence in law,
limsup Pr*{X, € F} < Pr{X € F}
for every closed set F' C £>°(T'); see e.g. Van der Vaart and Wellner (1996), page 18. If (ii) holds, then by
Proposition 2.1 there is a pseudometric p on T which makes (7T, p) totally bounded and such that X has (a
version with) sample paths in C,, (T, p). Thus for the closed set F' = F; . defined by

Feos={zel®(@): sup |z(s)—x(t)| >},
p(s,t)<é

we have

lim sup Pr* { sup | Xn(s) — Xn(t)| > e}
p(

n—oo s,t)SS
= limsup Pr*{X, € Fes5} < Pr{X € F.s} = Pr{ sup |X(s)—X(t)] >¢€}.
n—oo p(s,t)<o
Taking limits across the resulting inequality as 6 — 0 yields the asymptotic equicontinuity in view of the
p—uniform continuity of the sample paths of X. Thus (ii) implies (i) O

We conclude this section by stating an obvious corollary of Theorem 2.1 for the empirical process G,
indexed by a class of measurable real-valued functions F on the probability space (X, A, P), and let pp be
the pseudo-metric on F defined by p%(f,g) = Varp(f(X) — g(X)) = P(f — g)?> — [P(f — 9)]*



2. WEAK CONVERGENCE: THE FUNDAMENTAL THEOREMS 9

Corollary 2.1 Let F be a class of measurable functions on (X, A). Then the following are equivalent:

(i) Fis P—Donsker: G,, = G in £*°(F).

(ii) (F,pp) is totally bounded and G,, is asymptotically equicontinuous with respect to pp in probability:
ie.

(2) lim lim sup Pr* sup IGn(f) —Gn(g)| >€ep =0
INO oo f.9€F:pp(f,9)<é
for all € > 0.

We close this section with another equivalent formulation of the asymptotic equicontinuity condition in
terms of partitions of the set T.

A sequence {X,,} in £°°(T) is said to be asymptotically tight if for every e > 0 there exists a compact set
K C ¢>(T) such that

liminf P,(X, € K°) > 1—¢ for every 6 > 0.

n—o0

Here K% = {y € (*(T) : d(y, K) < 6} is the “6—enlargement” of K.

Theorem 2.2 The sequence {X,,} in £>°(T) is asymptotically tight if and only if X, (¢) is asymptotically
tight in R for every t € T and, for every € > 0, n > 0, there exists a finite partition 7' = U¥_, T} such that

lim sup P* ( sup sup |Xn(s) — Xn(t)| > e) <.
n 1<i<k s,t€T;

Proof. See Van der Vaart and Wellner (1996), Theorem 1.5.6, page 36. O
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Exercises

Exercise 2.1 Show the basic fact used in the proof of (i) implies (ii) for Theorem 2.1: i.e. if H : £°(T) — R
is bounded and continuous, and K C ¢>°(T') is compact, then for every e > 0 there is a ¢ > 0 such that: if
x € K and y € £°°(T') with ||y — x|z < 6, then |H(x) — H(y)| < e.

Exercise 2.2 Prove the portmanteau theorem for weak convergence in a separable metric space (D, d). That
is, show that the following are equivalent:

(i) X,=X.

(ii) FH(X,,) — FH(X) for all bounded, uniformly continuous real H.

(iii) lim sup,, Pr(X, € F) < Pr(X € F) for all closed sets F' C D.

(iv) liminf,, Pr(X, € G) > Pr(X € G) for all open sets G C D.

(v) lim,, Pr(X, € A) = Pr(X € A) for all Px continuity sets A C D.

In (v), Ais a Py continuity set if Px(0A) = Pr(X € A) =0 where 04 = A\ A°.

Hint: see e.g. Billingsley (1968) page 12 or Billingsley (1999), page 16.

Exercise 2.3 Prove the claim made earlier in this section: if X,, = X in £°°(T) and g : £>°(T) — D for a
metric space (D, d) is continuous, then g(X,,) = ¢(X) in (D, d).

Exercise 2.4 Show that Corollary 2.1 follows from Theorem 2.1.
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3 Maximal Inequalities and Chaining

Orlicz norms and the Pisier inequality

Let ¢ be a Young modulus, that is, a convex increasing unbounded function 1 : [0, 00) — [0, 00) satisfying
1(0) = 0. For any random variable X, the Ly-Orlicz norm of X is defined to be

||X|¢,inf{c>0:E1/J (|)§> < 1}.

The function

is a Young modulus for each p > 1. Moreover, it is easy to see that for every p > 1 there exists ¢, < oo such
that the inequality | X||, < ¢p|| X ||y, holds for any random variable X (see Exercise 3.2).
We say that a Young modulus is of exponential type if the following two conditions are satisfied:
-1 —1(,.2
lim sup w—(:lzy) < 00, and lim sup M < 00.
any—oo Y)Y (y) a—oo  PTH(z)
(It is actually the second of these two conditions which holds forces the exponential type; the first condition
is satisfied by Young functions of the form ¢ (x) = 2P, p > 1.) Note that ¢, defined in (1) satisfies these
conditions (since ¢, ! (z) = log(z + 1)'/?). In what follows, if a variable X is not necessarily measurable, we
write || X[, for [[[X|*[ly, where [X|* is the measurable envelope of [.X].
The following lemma gives a simple way of bounding [|X||y, -

Lemma 3.1 Suppose that X is a random variable with P(|X]| > z) < K exp(—C2zP) for all x > 0 and some
positive constants K and C with p > 1. Then the 1, Orlicz norm satisfies || X||,, < ((1+ K)/C)'/?.

Proof.  See Exercise 3.7 (or Van der Vaart and Wellner (1996), page 96). O

Once we have knowledge of (or bounds for) the individual Orlicz norms of some family of random variables
{Xk}, then we can also control the Orlicz norm of a particular weighted supremum of the family. This is
the content of the following proposition.

Proposition 3.1 (de la Pena and Giné). Let ¢ be a Young modulus of exponential type. Then there exists
a finite constant Cy, such for every sequence of random variables {X}}

| X
(2) [ SUD T

ly < Cy sup (| Xkl -

Proof. = We can delete a finite number of terms from the supremum on the left side as long as the number
of terms deleted depends only on 1. Furthermore, by homogeneity it suffices to prove that the inequality
holds in the case that supy, || Xx|4 = 1.

Let M >1/2 and let a > 0, b > 0 be constants such that

(a) ¢ wy) <ap (@)W N(y)  and  @T(2?) <y N(x)  forall my> M.
Define
kO :max{5,w(21/11(M)),M} )

Cmax{iﬁl(Mz) Y= (M) b}
$H(1/2)" 71 (1/2)

vy = abc.
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For this choice of ¢ we have, by the properties of 1, that ¥ (cyp=1(t)) > 2 for t > 1/2; this is easy for t > M
since ¢ > b and hence

2 <y (1) < W™ (1),
while, for 1/2 <t < M
D(ep 1)) > (e 1 (1/2)) > M? > 2.
Thus for ¢t > 1/2 we have

| Xk B | Xk
b {“’ (“p w—wk)) = t} = {“p IR 1}

> Pr{lXe| =9 (k)0 (1)}

<
k=ko
= 3 Pr{v(IXa) = v (WY (1))
k=ko
> 1
S 2 )
> 1
S X ST 0)
< 2 s

k=kq

using ko > 5 at the last step and taking z = (b ~1(k)), y = ¥(ctp~1(t)) in (a) to get the next to last

inequality. Hence it follows that
| X )} /Oo { | Xk
E ¢<sup + Prey | sup ————= ) >t, dt
{ k>ko Y H(K) 1/2 k>ko YV 1H(K)
1 [~ 1 1
+i/t4ﬁ=f+f:L
4 /12

2 2

Thus we have proved that

su
wob (k)

To complete the proof, note that

e 575

<y =7
[, s7="0

| Xk |X

Sl = | sl

su su V su

H won 01k ly by 0 L(R) iz & 1(R) Ny
| Xk

IN

| X5
[ o 25l + s 5505,

1
< ZW+WJECW

k<ko

|

The following corollary of the proposition is a result similar to Van der Vaart and Wellner (1996), Lemma
2.2.2, page 96.
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Corollary 3.1 If ¢ is a Young function of the exponential type and {Xj}}", is any finite collection of
random variables, then

(3) |l sup [Xlly < Cypv™i(m) sup [[Xilly
1<k<m 1<k<m

where Cy, is a finite constant depending only on 1.

To apply these basic inequalities to processes {X(t) : t € T}, we need to introduce several notions
concerning the size of the index set T. For any € > 0, the covering number N(e,T,d) of the metric or
pseudo-metric space (T, d) is the smallest number of open balls of radius at most € and centers in T needed
to cover T'; that is

N(e,T,d) = min{k : there exist t,,...,t, € T such that T C UX_, B(t;,€)}.

The packing number D(e,T,d) is the largest k for which there exist k points ¢1,...,t; in T at least € apart
for the metric d; i.e. d(t;,t;) > eif i # j. The metric entropy or e— entropy of (T, d) is log N (e, T, d), and the
e—capacity is log D(e, T, d). Covering numbers and packing numbers are equivalent in the following sense:

(4) D(2¢,T,d) < N(¢,T,d) < D(e, T, d)
as can be easily checked (see Exercise 3.17). As is well-known, if T C R™ is totally bounded and d is
equivalent to the Euclidean metric, then
K
]\/v(€7 T, d) S .
€

for some constant K. For example, if T is the ball B(0, R) in R™ with radius R, then the bound in the last
display holds with K = (6R)™ (see Exercise 3.19).

As we will see in Sections 8 and 9, there are a variety of interesting cases in which the set T" is a space
of functions and a bound of the same form as the Euclidean case holds (and hence such classes are called
“Euclidean classes” by some authors. On the other hand, for many spaces of functions T', the covering
numbers grow exponentially fast as € \, 0; for these classes we will typically have a bound of the form

K
log N(e,T,d) < —
€

for some finite constant K and r > 0; in these cases the value of r will turn out to be crucial as we will show
in Section 1.7.

The following theorem is our first result involving a chaining argument. Its proof is simpler than the
corresponding result in Van der Vaart and Wellner (1996) (Theorem 2.2.4, page 98), but it holds only for
Young functions of exponential type.

Theorem 3.1 (de la Pefia and Giné). Let (T, d) be a pseudometric space, let {X (t) : t € T'} be a stochastic
process indexed by T', and let 1) be a Young modulus of exponential type such that
©G)  IX®) = X(s)lly <d(s,t),  steT.

Then there exists a constant K dependent only on ¢ such that, for all finite subsets S C T, tg € T, and
0 > 0, the following inequalities hold:

D
(6)  lmax][X@)lly < [1X(t)lly +K/O Y (N(e, T, d))de
where D is the diameter of (T, d), and

)
X(t)—X <K “YN(e,T,d))de.
(7) ||s7tesr}b§§t)gé\ (t) Sy < /Ow (N(e,T,d))de
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Proof. If (T,d) is not totally bounded, then the right sides of (6) and (7) are infinite. Hence we can
assume that (7,d) is totally bounded and has diameter less than 1. For a finite set S C T and ¢y € T,
the set S = S U {to} is also finite and we have t; € S. Thus we can assume that ¢, € S. We can also
assume that X (t9) = 0 (if not, consider the process Y (t) = X (t) — X (¢0)). For each non-negative integer
k let {s’f,...7s’ﬁ,k} = Sk C S be the centers of Ny = N(27%,S,d) open balls of radius at most 27% and
centers in S that cover S. Note that Sy consists of just one point, which we may take to be ty. For each
k, let m), : S — Si be a function satisfying d(s, mx(s)) < 27 for all s € S; such a function clearly exists by
definition of the set Si. Furthermore, since S is finite there is an integer kg such that for £ > kg and s € S
we have d(m(s),s) = 0. Then by (5) it follows that X (s) = X (m(s)) a.s. Therefore, for s € S

almost surely.
Now by the triangle inequality for the metric d we have

d(mi(s), Th1(5)) < d(mi(s),s) + d(s, mp_1(s)) < 27F 427 k-1 = 3. 97k

It therefore follows from Corollary 3.1 that

Fmax | X ()l < Z||I§1€&LSX|X(7T;C(S))—X(ﬂkil(s))mw

IN

3C’¢,22 T (NkNg—1)

k=1
ks
K3 2y
k=1

where we used the second condition defining a Young modulus of exponential type in the last step. This
implies (6) since N (2¢,S,d) < N(e,T,d) for every € > 0 (to see this, note that if an e—ball with center in T
intersects S, it is contained in a 2e—ball with center in S), and then by bounding the sum in the last display
by the integral in (6).

To prove (7), for 6 > 0set V = {(s,t) : s,t €T, d(s,t) <}, and for v € V define the process

IN

Y(v) = X(t,) — X(sv) where v = (Sy,ty) .

For u,v € V define the pseudo-metric p(u,v) = [|[Y(u) — Y (v)|/y. We can assume that § < diam(T); also
note that

diam, (V) = sup p(u,v) < 2rnax||Y( V)|l <26,
u,veV

and furthermore

p(u,v) < || X(t,) — X(tu)llw + 1 X (s0) — X(Su)Hw < d(ty, ty) +d(sy, 5u) -

It follows that if ¢1,...,tx are the centers of a covering of T by N = N(¢,T,d) open balls of radius at most
€, then the set of open balls with centers in {(¢;,t;) : 1 <4,j < N} and p—radius 2¢ cover V. Not all of the
(ti,t;) need be in V, but if the 2¢ ball about (¢;,¢;) has a non-empty intersection with V, then it is contained
in a ball of radius 4e centered at a point in V. Thus we have

N(4¢,V,p) < N?(e,T,d).
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Thus the process {Y (v) : v € V'} satisfies (5) for the metric p. Thus we can apply (6) to the process Y to it
with the choice vg = (s, s) for any s € S, and thus Y (vg) = 0. We therefore find that

26
X)) - X < K NN
I omee, X = Xllle < K [T N V)

26

< K [ o NNP(r/4,T,d))dr
0
5/2

< K’ (N (e, T, d))de
0

where we used the second property of a Young modulus of exponential type in the last step. O

A process {X(t) : t € T} where (T,d) is a metric space (or a pseudometric space) is separable if there
exists a countable set Ty C T and a subset Qg C Q with P(£g) = 1 such that for all w € Qq, t € T, and
€ >0, X(t,w) is in the closure of {X (s,w) : s € To N B(t,€)}. If X is separable, then it is easily seen that

[sup | X(#)[ly =  sup |max|X(t)[[y
teT SCT, Sfinite t€S

and similarly for

[ sup X (s) = X ()]l -
d(s,t)<8,s,teT
As is well known, if (7, d) is a separable metric or pseudometric space and X is uniformly continuous in
probability for d, then X has a separable version. Since N(¢,T,d) < oo for all € > 0 implies that (7', d) is
totally bounded and the condition (5) implies that X is uniformly continuous in probability, the following
corollary is an easy consequence of the preceding theorem.

Corollary 3.2 Suppose that (T, d) is a pseudometric space of diameter D, and let ¥ be a Young modulus
of exponential type such that

D
(8) /O VLN (e, T, d))de < oo

If X(t),t €T, is a stochastic process satisfying (5), then, for a version of X with all sample paths in C,, (T, d)
which we continue to denote by X,

D
(9) (| sup [ X (£)|[ly < [[ X (o)l + K/ N (N(e, T, d))de
teT 0
and
é
(10) I sup  |X(8) = X(s)ll[ly < K/ N (N(e, T, d))de.
s,t€T, d(s,t)<d 0

Corollary 3.3 (Giné, Mason, and Zaitsev, 2003). Let ¢ be a Young modulus of exponential type, let (T, d)
be a totally bounded pseudometric space, and let {X; : ¢t € T} be a stochastic process indexed by T, with
the property that there exist C' < oo and 0 < v < diam(T") such that

(1) X = Xilly < Cd(s, 1),

whenever v < d(s,t) < diam(7"). Then, there exists a constant L depending only on % such that, for any
v < 0 < diam(T)

* *

(12) sup | X — Xy

d(s,t)<é

<2
¥

sup | X5 — Xy
d(s,t)<vy

5
+ CL/ Y H(D(e, T, d)) de.
v

" /2
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Proof. Let T, be a maximal subset of T satisfying d(s,t) > v for s # t € T,. Then, Card(T,) =
D(T,d,~). If s,t € T and d(s,t) <, let s, and t, be points in T, such that d(s, sy) < v and d(¢,ty) < 7,
which exist by the maximality property of T.,. Then, d(s,,ty) < d + 2y < 36. Since

‘Xs _Xt| < |Xs _Xsw| + ‘Xt _Xt,y| + |)(s,Y _th‘v

we obtain
* *
(a) sup | Xs— X¢l|| <2 sup |Xs—Xi||| +| max |Xg— X
d(s,t)<é " d(s,t)<~y " de(:ite);’jé .

Now, the process X restricted to the finite set T, satisfies inequality (11) for all s,t € T, and therefore we
can apply Theorem 3.1 to the restriction to T of X,/C to conclude that

(b) max |X, — X;|/C

d(s,t)<36
s,teTy

30 8
<L | % '(D(eTy,d))de < 3L/ v (D(e, Ty, d)) de,
v 0 0
where L is a constant that depends only on 1. Now we note that D(e,T,d) < D(e,T,d) for all ¢ > 0 and
that, moreover, D(e,T,,d) = Card(T,) = D(v,T,d) for all ¢ < ~. Hence,

) 1)
/0 DTy d)de < A (D T.d)) + / 61 (D(e, T, d)) de

1)
< 3 VY (D(e,T,d)) de,
v/2

and this, in combination with the previous inequalities (a) and (b), gives the corollary. O

Corollary 3.3 gives an example of “restricted” or “stopped” chaining. Giné and Zinn (1984) use restricted
chaining with v = n—1/% at stage n, but other choices are of interest in the applications of Giné, Mason, and
Zaitsev (2003): they take v = pn~'/2 p arbitrary.

Gaussian and sub-Gaussian processes via Hoeffding’s inequality

Recall that a process X (t), t € T, is called a Gaussian process if all the finite-dimensional distributions
L(X(t1),...,X(tx)) for any k € N and ¢y, ...,t; in T are multivariate normal. As indicated previously, the
natural pseudometric px defined by

Px(s,t) = B[(X(s) - X(1))*],  steT

is very convenient and useful in this setting. Here is a further corollary of Corollary 3.2 due to Dudley (1967).

Corollary 3.4 Suppose that X(¢), t € T, is a Gaussian process with

D
/ V0ieg N(e, T, px)de < oo
0

Then there exists a version of X (which we continue to denote by X) with almost all of its sample paths in
Cu(T, px) which satisfies

D
(13) ||§161713\X(t)|||w2 < [1X (o)l +K/ VIog N(e, T, px)de
2 0

for any fixed ty € T', and

8
(14) sup |X(8) = X ()l SK/O V9og N(e, T, px)de

s,t€T, px (s,t)<d
for all 0 < 6 < D = diam(T).
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Proof. By direct computation (see Exercise 3.20), if Z ~ N (0, 1), then Eexp(Z2/c?) =1//1 —2/c? < 00
for ¢ > 2. Choosing ¢ = 8/3 yields Eexp(Z?/c*) = 2. Hence ||Z]|y, = 1/8/3. By homogeneity this yields
loZ||p, = 04/8/3. Thus it follows that

IX () = X (s)lly. = V8/3{EI(X M = \/8/3px(s,1),

so we can choose ¥ = 15 and d = /8/3px in Corollary 3.2. The inequalities (9) and (10) yield (13) and
(14) for different constants K after noting two easy facts. First,

wQ \/log 1+x) <C\/logx x> 2,

for an absolute constant C' = log(3)/log(2) < 1.26; and N(-, T, p) is monotone decreasing with N(D/2,T, p) >
2, N(D, T, p) = 1. It follows that for 0 < 6 < D/2 we have

) 4
| ViU NeTopde < € [ Viog N T p)de.
0 0

and, for D/2 <6 < D,

5 D/2
/ Viog(1+ N(e,T,p))de < 2 Viog(1+ N(e,T, p)) de
0 0

D/2

26’/ V0og N(e, T, p) de
0
5

20/ Vog N(e, T, p) de.
0

IN

IN

Second, for any positive constant b > 0,

5 /b
/ \1og N(e,T,bp)de = b/ V1og N(e, T, p)de
0 0

by an easy change of variables. Combining these facts with (9) and (10) yields the claimed inequalities. O

The previous proof applies virtually without change to sub-Gaussian processes: first recall that a process
X(t), t € T, is sub-Gaussian with respect to the pseudo-metric d on T if

$2

Pr(|X(s)—X(t)>m)§2exp(—2d2(8t)> , s,teT, x>0.

Here the constants 2 and 1/2 are irrelevant (see Exercise 3.21); moreover the process X is sub-Gaussian in
this sense with d taken to be a constant multiple of px if and only if

1/2

(15) X (s) = X(D)lly. < C{E[(X(s) = X($))*]} "~ = Cpx(s,t)
for some C < oo and all s, € T' (see Exercise 3.22).
Example 3.1 Suppose that €1,...,€, are independent Rademacher random variables (that is, Pr(e; =

+1)=1/2for j=1,...,n), and let

X(t)=) tiei, t=(t,...,tn) ER".
i=1
Then it follows from Hoeffding’s inequality (see Exercise 3.23) that

Pr(|X(s) = X ()] > z) < 2exp <_ 2|sz—t|2)
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where || - || denotes the Euclidean norm. Hence for any subset T C R™ the process {X(¢) : ¢t € T} is
sub-Gaussian with respect to the Euclidean norm and we have

1X(5) = X (1)lly, < V6|5 — 1|
by Lemma 3.1. If T" also satisfies

D
(16) /0 Vieg N(e, T, - ||) de < o0,

then {X(t) : t € T} has bounded continuous sample paths on T. This example will play a key role in the
development for empirical processes in Sections 1.6 and 1.7 where we will proceed by first symmetrizing the
empirical process with Rademacher random variables, and then by conditioning on the X;’s generating the
empirical process.

Here is a statement of the resulting bounds for sub-Gaussian processes.

Corollary 3.5 Suppose that X(t), t € T, is a sub-Gaussian process with respect to the pseudometric d on
T satisfying

D
/ V0ieg N(e,T,d) de < 0.
0

Then there exists a version of X (which we continue to denote by X) with almost all of its sample paths in
Cy(T,d) which satisfies

D
(17) ||§161113\X(t)|||w2 <X (o)l +K/ V9og N(e, T’ d)de
0

for any fixed tg € T, and
s
(18) I sup  [X(E) = X()lly, < K/ Vlog N(e, T, d)de
s,t€T, d(s,t)<d 0

for all 0 < § < D = diam(T).

Bernstein’s inequality and the resulting 1); —Orlicz norms for maxima

Suppose that Y7,...,Y;, are independent random variables with EY; = 0 and P(|Y;| < M) = 1 for
i =1,...,n. Bernstein’s inequality gives a bound on the tail of the absolute value of the sum Z:-L:l Y;. We
will derive it from Bennett’s inequality.

Lemma 3.2 (Bennett’s inequality). Suppose that Y7, ...,Y,, are independent random variables with ¥; < M

almost surely for all ¢ = 1,...,n, and zero means. Then
- x? Mz
19 P Y, > < - —_—

where V > Var(3 1, Y;) = 3.7, Var(Y;) and ¢ is the function given by
Y(z) = 2h(1 + x) /22, with h(z) =z(logz —1)+1, x>0.

Lemma 3.3 (Bernstein’s inequality). If Y7, ...,Y,, are independent random variables with |Y;| < M almost
surely for all i = 1,...,n, and zero means, then

(200 P (IZY’| > x) < 2exp (—W)

i=1

where V > Var(3X 0, V) =Y, Var(Y;).
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Proof. Set 02 = Var(Y;),i=1,...,n. For each r > 0
n n n 1

(a) P (ZK > x) <e " H EerYi =¢7r® HE{l +7Y; + §T21/;2g(T3/i)}
i=1 i=1 i=1

where g(z) = 2(e® — 1 — z)/2? is non-negative, increasing, and convex for z € R (see Exercise 3.24). Thus
1 1 1
E{l1+7rY; + 57‘2}/;2g(7"Yi)} =1+ irzE{Yng(rYi)} <1+ 5r%;fg(rzw)

for i = 1,...,n. Substituting this bound into (a) and then using 1 + u < e* shows that the right side of (a)
is bounded by

e " H exp(rlofg(rM)/2) = exp (—rx + % Z af)
i=1 j

eM_ 1 —rM &
= exp (—rx + e Za?
i=1
rM 1—rM
Hv) .
M?

IN

exp <—mc +

Minimizing this upper bound with respect to r shows that it is minimized by the choice » = M~ log(1 +
Mz /V). Plugging this in and using the definition of ¢ yields the claimed inequality.
Lemma 3.3 follows by noting (see Exercise 3.25) that v (x) > (1+2/3)". O

Note that for large = the upper bound in Bernstein’s inequality is of the form exp(—3z/2M) while for
x close to zero the bound is of the form exp(—x2/2V). This suggests that it might be possible to bound
the maximum of random variables satisfying a Bernstein type inequality by a combination of the ¥; and 5
Orlicz norms. The following proposition makes this explicit.

Proposition 3.2 Suppose that Xi,...,X,, are arbitrary random variables satisfying the probability tail
bound

P(X;| > z) <2 Lt
i =~ X A ’
. XP 2d+ cx

for all z > 0 and i = 1, ..., m for fixed positive numbers ¢ and d. Then there is a universal constant K < oo
so that

‘ max | X;]|
1<i<m

. <K {clog(l +m) + Vdy/log(1 + m)} :
1
Proof. Note that the hypothesis implies that

P(IX)| > z) < 2{ exp(~gq), = <dfe

Hence it follows that the random variables | X;|1x,<d/] and | X;|1]x,|>d/¢ satisfy, respectively,
72
P(|Xi|1[\Xi|§d/c] > ) SQeXp(—@), z >0,

X
P(IXillgx,j>a7q > @) < 2exp(=-), @ >0.

Then Lemma 3.1 implies that

Xl x<azellly, < Vi2d,and {1 x5 a0, < 126,
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for i =1,...,m. This yields

<

| max < || max 1Xltgxicaa]) ]| max X100
< o] o o+ ms, P
<

K {\/g\/er clog(1 + m)}

where the second inequality follows from the fact that for any random variable V' we have (Exercise 3.3)
Vg, < C||V]ly, for some constant C, and the third inequality follows from Corollary 3.1 applied with

¥ =Py and with ¢ = ;. O
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Exercises

Exercise 3.1 Show that the constant random variable X = 1 has || X |, = (log 2)~ VP for b, (2) = exp(xP)—
1.

Exercise 3.2 Show that || X, < ¢,||X||y, for the constant c, = (T'(p + 1))'/?.

Exercise 3.3 Show that for any random variable X and p < ¢, we have || Xy, < C(p,q)||X|y, where
C(p.q) = (og2) /51,

Exercise 3.4 Let ¢ be a Young modulus. Show that if 0 < X,, T X almost surely, then [| X[y T [|X]||y.
Hint: Use the monotone convergence theorem to show that lim Ev (X, /r||X||y) > 1 for any r < 1.

Exercise 3.5 Show that the infimum in the definition of an Orlicz norm is attained (at || X||y)-

Exercise 3.6 For any probability space (X, X, P) and a Young modulus ¢, let £, (X, A, P) be the set of all
random variables X on X such that || X||, < oo, and let Ly (P) be the set of equvalence classes of random
variables X in Ly (X, A, P) for equality a.s. P. Show that L, (P) is a Banach space. Hint: See Dudley
(1999), Appendix H.

Exercise 3.7 Prove Lemma 3.1.

Exercise 3.8 (Ozgur Cetin). For a Young modulus v, show that its conjugate function * defined by
V() =suplay —v(@)}, ¥ 20

is a Young modulus too. Moreover, show that

v}

Hint: Note that zy < ¢(z) + ¢*(y) via a picture, and use this with X, Y independent, Y 4x.

1X[1 < V2max{|| X]y, | X]

Exercise 3.9 Show that the second condition for ¥ to be a Young function of exponential type fails for
functions ¢ of the form ¢ (x) = 2P, p > 1. Furthermore, show that for ¢(z) = z, there exist i.i.d. random
variables { X} such that F|X}| < oo but

E{Slzp(le\/k)} =00,

Show, in fact, that the expectation in the last display is finite if and only if E{|X|log® |X|} < occ. [Hint:
for an example take P(X >t) = et~ (logt)=2 for t > e.]

Exercise 3.10 Show that for Z ~ N(0,1) we have:
(a) Forall z >0, P(|Z| > 2) < exp(—22/2),
(b) If z > 1, then 27 1¢(2) < P(|Z] > 2) < 227'¢(2); here ¢(z) = (27)~1/? exp(—22/2) is the standard
Normal density.
(c) Forall z>0, P(|Z] > z) > 2¢(z + 1).
Hint: For (b), use the fact that ¢”’(z) = (22 — 1)¢(z) so that ¢ is convex for z > 1.

Exercise 3.11 Prove that Corollary 3.1 follows from Proposition 3.1 whenever it applies.
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Exercise 3.12 If Z; are i.i.d. N(0,1), show that

| Z|
” 3 ”11)2 <C<oo

su
k;g) Viog k o

and compute C as explicitly as possible.

Exercise 3.13 Show that for some numerical constants A > 0, B > 0, the following inequalities hold:
A+/logn < Elrga<x Z; < By/logn.

In fact the inequalities hold with A = (7 log 2)*1/2 and B = v/2. The upper bound is easily shown to hold
with B = 3; Fernique (1997), (1.7.1), shows that the lower bound holds with A = (7log2)~/2; Dudley
(1999), page 39, gives an easier proof of the lower bound with A = 1/12. It is also easily shown that the
lower bound holds “for large n” with A = (1 — 1/e); see Ledoux and Talagrand (1991), page 80. Hint: Let
M,, = maxi<;<n Z;, and note that F, (t) = P(M,, <t) = ®(¢)". It follows that

E(M,) /000(1 —Fn(t))dt—/_o B (t)dt

/0 (1—(1—<I>(t))”)dt—/ ()" dt

— 00

= 00(17(176(5(10gn)1/2))")d57 ’ D(s(logn)'/?)"ds ¢ (logn)/?
0

— 00

= {Cf - C,}(logn)'/? = Cy(logn)'/?.

Show that C,, is monotone increasing in n with Cy = (7log2)~'/? and C., = C+ = /2. To prove that
Cs = /2, it is helpful to recall (see e.g. Resnick (1987), page 71) that \/2Iogn(M, —b,) —4 Y where
Fy (t) = exp(—e™"), and hence, in particular, M,,/(logn)/? —, /2.

Exercise 3.14 Suppose that X is standard Brownian motion on [0,1]. What does (14) yield in this case?
Is there a lower bound of the same order?

Exercise 3.15 Suppose that X ~ N(0,0?) and B is a Borel set such that A = {X € B} has P(A) > 0.
Then, with ro(u) = 2ug(®~1(1/2u)) for u > 1/2,

/ | X|dP < ocP(A)ro(1/P(A)).
A
[Hint: see Dudley (1999) page 55.]

Exercise 3.16 Suppose that Xi,...,X,, are normal random variables with mean 0 and variances all less
than or equal to o2. Show that
E{ max |X;|} <oro(m) < ori(m)
1<j<m

where
4+ log4

Tog(/2)yi72 ~10:45880 ...

ri(u) = K(log(1 + u))/? with K =2+

Exercise 3.17 Show that the inequalities in (4) hold.

Exercise 3.18 Show that if S C T, then D(¢,S,d) < D(e, T, D). Show that this can fail if the packing
numbers D are replaced by covering numbers N.
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Exercise 3.19 Show that if B(0, R) is the ball of radius R centered at 0 in R™ and || - || is the Euclidean
norm, then N(e, B(0,R),| - ||) < (6R/e)™ for every 0 < ¢ < R. Hint: Consider the packing numbers
D(e,B(0,R),|| - ||) and prove a similar inequality for the packing numbers first. In fact, if zq,...xy is
an e—separated subset in B(0, R), then the balls of radii ¢/2 around the z;’s are disjoint and contained
in B(0,R + ¢/2). Proceed by comparing the volume of the union of the small balls with the volume of
B(0, R + ¢/2) to find a bound for k.

Exercise 3.20 Suppose that Z ~ N(0,1). Show that Eexp(Z2/c?) =1//1 —2/c? for ¢* > 2.
Exercise 3.21 Suppose that Pr(|X(s) — X(t)] > z) < K exp(—C=x?/d?(s,t)) for a given stochastic process
X and certain positive constants K and C. Then the process X is sub-Gaussian for a multiple of the distance

d.

Exercise 3.22 Suppose that (15) holds. Show that X is sub-Gaussian for some multiple of the pseudometric
PX-

Exercise 3.23 Suppose that €1, ...,¢, are i.i.d. Rademacher random variables, and a = (a1, ...,a,) € R™
Show that
n 2
Pr <Z a;e; > a:) < exp (_2|xa||2> .
i=1
and hence

Pr (Zaiei| > :1:) < 2exp <_2|W||2> .

i=1

Hint: Show that Fe*® = (e* +e7%)/2 < /2,

Exercise 3.24 Show that the function g(z) = 2(e® — 1 — z)/2? is nonnegative, increasing, and convex for
z € R.

Exercise 3.25 Show that the function ¢ in Bennett’s inequality 3.2 satisfies 1 (z) > (1 +x/3)~! for x > 0
with equality at = 0 if we define ¥(0) = lim,\ o ¥(z) = 1.

Exercise 3.26 Suppose that Y7,...,Y, are independent random variables with means u; = F(Y;) and
Yi—p <M,i=1,...,n. Set T,, = > | Y;. Show that the one-sided version of Bernstein’s inequality,
Inequality 3.3, implies that
2Mt
P (Tn > B(T,) + 2Vt + 3) <et

for all t > 0 and any V,, > Y"1 | Var(Y;). Hint: Set the quantity inside the exponential on the right side of
(20) to t, solve for « = x;, and then find a convenient upper bound.
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4 Some Results for Gaussian processes

Gaussian processes arise naturally as limits in distribution of empirical processes as a consequence of central
limit theorems. But they are also of interest in their own right. Inequalties for Gaussian processes have
become a key tool in establishing tight limit theorems for empirical and partial sum processes as we will
show in Section 10. Our goal here is to review and briefly indicate proofs for some of the basic results.

Throughout this section we let X and Y denote separable Gaussian processes indexed by a semimetric
space T', and we write || X|| for the the supremum sup,c | X (t)|. We say that X is mean zero if EX; = 0 for
all t € T. Let M(X) denote a median of | X||; that is we have both

POIX < M(X))>1/2  and  P(|X| > M(X)) > 1/2.
It will turn out, as we will see in the proof of our first result here, the median M (X) is unique. We define

0?(X) =supVar(X;).
teT

The following proposition shows that the distribution of the supremum of a zero-mean Gaussian process has

sub-Gaussian tails whenever it is almost surely finite.

Proposition 4.1 (Borell; Tsirelson, Ibragimov). Let X be a mean-zero separable Gaussian process with
finite median. Then for every A > 0,

2
P X]| — M(X)| = ) < exp (on(X)> ,

)\2
_ > < -
P(IXI = EIXI| 2 3) < 2exp( 202()0) ,

)\2
P X||>A) <2 —_—— .
(11 2 %) < 205 (~ s

Note that the right side of the last inequality involves a “strong parameter” namely F||X||* rather the
“weak parameter” ¢2(X) involved in the first two inequalities.

Proof. See Van der Vaart and Wellner (1996), pages 438 - 440. O

Note that X has bounded sample functions if and only if || X|| is a finite random variable. In this case
the median M (X) is certainly finite, and (X)) is finite by the argument used to prove Proposition 4.1. It
then follows from the exponential bounds that || X || has moments of all orders; in fact we have the following
Proposition.

Proposition 4.2 Suppose that X is a mean-zero separable Gaussian process such that || X|| is finite almost
surely. Then

Eexp(||X|?/c?) < 0o if and only if ¢ > v20(X)
and [[[IX[lll, < 2¢/6E]X]? A {20(X) + M(X)/(log2)!/2}.
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Comparison inequalities: Slepian, Fernique, Marcus and Shepp

Theorem 4.1 Suppose that X and Y are separable, mean-zero Gaussian processes indexed by a common
index set T such that

(1) B(X,-X;)?<E(Y,-Y;)? forall s,;tcT.
Then

(2) Esup X; < Esup?Y;.
teT teT

If (1) holds and also EX? = EY}? for all t € T, then

P(supXtE/\) SP(squtZ)\> forall A>0
teT teT

also holds. If either X; = 0 a.s. for some ¢t € T or EX? = EY}? for all t € T in addition to (1), then
Bl Xllr < 2E|Y .

Proof. See Dudley (1999), Theorem 2.3.7, page 36; Ledoux and Talagrand (1991), pages 74-76; Adler
(1990), pages 49 and 53. O

Sudakov’s Lower Bound

Theorem 4.2 Suppose that {X; : ¢t € T'} is a sample bounded Gaussian process. Then, for every € > 0,
E”XH ZCE IOgN(EaTaPX)

for an absolute constant C'; C' = (27 log 2)~'/2=0.479179... works.

Proof. Fix ¢ > 0 and suppose that m = D(¢, T, px ). Then there exists a set To = {t1,...,tm} C T such

that px(t;,t;) > e for all t; #t;, t;,t; € To. Let Z1,..., Zy beiid. N(0,1) random variables, and consider
the Gaussian process

Y, = \%Zi ti€Ty.
Then
B(Yi, —Vi,)? = & < p(tisty) = B(X,, - X,)?
for t;,t; € Ty with ¢; # t;. It follows from the Gaussian comparison Theorem 4.1 that

EsupVY; < Esup X; < EsupX;.
teTy teTy teT

But by Exercise 3.13

€ € 1
EsupY;, = —F max Z; > —————+/logm
et Nt NG BV s A
€ €
= ———+/logD(e,T, > ———+/log N(e, T, .
2mlog 2 og D(e. T px) = 27 log 2 og N(e, T’ px)
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Exercises
Exercise 4.1 For any separable Gaussian process, 0%(X) < M?(X)/®~1(3/4)2.

Exercise 4.2 For every separable Gaussian process E||X||? < K,M(X)P for a constant depending on p
only. Hint: Integrate Borell’s inequality to bound E||| X || — M(X)|P, and then use the preceding problem.

Exercise 4.3 For every separable Gaussian process, |E||X|| — M (X)| < v/7/20(X).
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5 Inequalities for Sums of Independent Processes

Our goal in this section will be to prove a number of useful inequalities for sums of independent stochastic
processes: these include several symmetrization inequalities, the Ottaviani inequality, Lévy’s inequalities,
and the Hoffmann-Jgrgensen inequalities.

Symmetrization Inequalities

We begin with the basic method of symmetrization by Rademacher random variables. In the last section
of this chapter we will give some more general inequalities which allow symmetrization (or randomization)
with more general random variables to include Gaussian and Poisson random variables.

Suppose that X;,...,X,, are i.i.d. random variables with probability distribution P on the measurable
space (X, A). For some class of real-valued functions F on X, consider the process

n

() P =13 ((X)-Pf),  feF.

=1

Now let €1,...,¢€, be i.i.d. Rademacher random variables, independent of (X1,...,X,). As we will see in
the following sections, it will be very useful to consider instead the symmetrized (or randomized) processes

P?zf:%ZEif(Xi% fer,
i=1
or
Blf =3 @((X) — Pf)=Fif —&Pf, fEF.

i=1

It will be shown that the uniform law of large numbers or uniform central limit theorem holds for one of
these process if and only if it holds for the other two processes. Thus our approach to proving limit theorems
for the empirical process will be to work instead with one of the symmetrized versions of the process and
then apply maximal inequalities conditionally on the X;’s. Conditionally the symmetrized processes are
Rademacher processes, and hence sub-Gaussian; thus Corollary 3.5 can be applied.

It will be convenient in the following to generalize the treatment beyond the empirical process setting.
We will instead consider sums of independent stochastic processes {Z;(f) : f € F}. The processes Z;
need not possess any measurability beyond the measurability of all marginals Z;(f), but for computing outer
expectations it will be understood that the underlying probability space is a product space []}"_; (X, A;, P;) x
(2,C,Q) and each Z; is a function of the ith coordinate of (x,z) = (x1,...,Zp,2) only. The additional
Rademacher or other random variables are understood to be functions of the (n+ 1)st coordinate z only. Of
course the empirical process case corresponds to taking Z;(f) = f(X;) — Pf.

Lemma 5.1 Suppose that Z1,...,Z, are independent stochastic processes with mean zero. Then for any
nondecreasing convex function ® : R — R and arbitrary functions p; : F — R,
f)

* 1 - * *
E<I><2 Zeizi)gEcb( f)gECI)(Q
=1

Proof. For both parts of the proof we will let Y7,...,Y, be an independent copy of Zy,..., Z, defined
on [[i-, (X, A, P) x (2,C,Q) x [, (X;, A;, P;) and depending on the the last n coordinates exactly as
Z1,...,2Z, depend on the first n coordinates.

Now we prove the inequality on the left. Since EY;(f) = 0, the left side of the lemma is an average of
expressions of the type

B0 (H; > eizath) - B ) 7
im1 F

n

> el Zi— )

i=1

n

>

=1
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where (eq,...,e,) ranges over {—1,1}". By convexity of ® and the norm || - || £, it follows from Jensen’s
inequality that this expression is bounded above by

B3y 0 (H;Zﬁ;emzm - m(f))Hf) ~ By (H;Zﬁ;(zim - K-(f))”f) .

Use of the triangle inequality and convexity of ® yields the first inequality.
To prove the inequality on the right, note that for fixed values of the Z;’s we have

Szl = |0 - Emf))\ < B sp | S(Z() - Yim)\ ,
=1 IF TEF 4 rer iz
where F75 is the outer expectation with respect to Yi,...,Y; computed for P™ for given, fixed values of
Z1,...,Zy. Since @ is convex, Jensen’s inequality yields
n n *Y
o ( >z ) < Ey® ( > (Zif) = Yilf)) )
i=1 F i=1 F
where *Y denotes the minimal measurable majorant of the supremum with respect to Yi,...,Y, with
Zi,...,Zy fixed. Because ® is nondecreasing and continuous, the Y inside ® can be moved to E5 (see Van

der Vaart and Wellner (1996), Problem 1.2.8)). Now take expectation with respect to Z,. .., Z, to find that

E*® ( >z ) < ELEL® (
i=1 F

In this last display the repeated outer expectation can be bounded above by the joint outer expectation E*
in view of Van der Vaart and Wellner (1996), Lemma 1.2.6.

Note that adding a minus sign in front of a term [Z;(f) — Y;(f)] has the effect of exchanging Z; and Y;.
By construction of the underlying probability space, the resulting expression

E*® (

is the same for any n—tuple (eq,...,e,) € {—1,1}". Thus we can conclude that

> 7 < E.ELy®
i=1 F '

Now we can add and subtract p; inside the right side and use the triangle inequality and convexity of ® to
show the the right side of the preceding display is bounded above by

n

S ) - E(f))”f) .

i=1

n

S el Zi() YAf))Hf)

i=1

n

S alZi) YAf))Hf)

i=1

E*®

N

n

S (i) —m(f))Hf) .

i=1

1
S BBy (2

S ez - wl)| |+ 2EEyy (2
£ 2

i=1

Perfectness of coordinate projections implies that the expectation E7 - is the same as E7; and Ey- in the two
terms, respectively. Finally, the repeated outer expectations can be replaced by a joint outer expectation by
Van der Vaart and Wellner (1996), Lemma 1.2.6, and note that the two resulting terms are equal. O

By taking Z;(f) = f(X;) — Pf and both p;(f) = —Pf and p;(f) = 0 in the lemma, we obtain the
following corollary.

Corollary 5.1 If & : R — R is nondecreasing and convex, then

E ([Pl #/2) < B*®(|[Pn — Pll7) < E*@(2|P]|7) A E*@(2||PL#).
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We will frequently use these symmetrization inequalities with the choice ®(x) = x. Although the hypothe-
sis that ® is a convex function rules out the choice ®(x) = 1{z > a}, there is a corresponding symmetrization
inequality for probabilities which is also useful.

Lemma 5.2 Suppose that 71, ..., Z, are arbitrary independent stochastic processes and p1, ...,y : F — R
are arbitrary real valued maps on F. Then, for every z > 0,

B () P* (H izi 27 CC) <2p* (H iEi(Zz‘ — 1) s x/4>
i=1 i=1

where 8,(z) < inf; P(|>°1, Zi(f)| < #/2). In particular this holds for i.i.d. mean-zero processes with
Bn(z) =1 = (4n/2*)sup, Var[Z1(f)].

Proof.  See Van der Vaart and Wellner (1996), Lemma 2.3.7, page 112. O

As can be seen from the proof of Lemma 5.2, the basic idea involved works in much more generality if
we don’t insist on inserting Rademacher’s. Here is a very general result which is sometimes useful.

Lemma 5.3 (Second ymmetrization lemma for probabilities). Suppose that {Z(f) : f € F} and {Y(f) :
f € F} are independent stochastic processes indexed by F. Suppose that > € > 0. Then

Br(e)P™{sup |Z(f)| > x} < P*{sup |Z(f) =Y (f)| >z — €}
feFr fer
where §,(€) < infrcr P(|Y(f)] <e).

Proof. We suppose that Z and Y are defined on a product space (2 x ', B x B'). If | Z||# > z, then
there is some f € F for which |Z(f)| > 2. Fix an outcome w € Q and f € F so that |Z(f,w)| > . Then we
have

Bn(e€) (YNl <e) < PR (Z(f,0) =Y(f)l >z —¢)

<
< B (12(w) =Yz >z —¢).

The far left side and far right sides do not depend on the particular f, and the inequality holds on the set
{lIZ||# > «}. Integration of the two sides with respect to Z over this set yields the stated conclusion. O

The Ottavani Inequality

We now change notation slightly: throughout this section S, = X; + -+ 4+ X, denotes the partial sum
of independent stochastic processes Xi,...,X,,... . The processes X; need not be measurable maps into
a Banach space, and independence of the processes is understood in the sense that each of the processes
is defined on a product probability space H;il(Qi,Ai,Pi) with X; dependent on the ith coordinate of
(w1,ws,...) only. The process X; is called symmetric if X; and —X; have the same distributions in the sense
that outer probabilities are not changed if one or more Xj is replaced by —X;. Furthermore, for a stochastic
process {X(¢) : t € T} indexed by some arbitrary index set T', the notation || X|| is an abbreviation for the
supremum || X |7 = sup,ep | X (¢)].

Proposition 5.1 Let X,...,X,, be independent stochastic processes indexed by an arbitrary set. Then
for \,n > 0,

P([ISall* > V)
2 pP* > <
) (?35"5k" > *") = 1= maxee, P([S0 — Sell > )
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Proof.  Let Aj be the event that [|Si|* is the first ||S;||* that is strictly greater than A + 7:
A ={IS1" <A +n, 1Skl < A+, [[1Sell” > A+t

The event on the left side of the inequality is the disjoint union of A4, ..., A,. Since ||S, —Sg|* is independent
of 1Su]l*, .-+ [1Skll™,

P(A) min P(1S, = S <) < P(Aw 1Sy = Sil* <)

IN

P(Ak, [1Sal" > ),

since ||Sk|| > A +n on Ai. Summing up over k yields the result. O

It is important to note that the max on the right side of (2) is on the outside of the probability, while
the max on the left side is inside the probability.

Lévy’s Inequalities

Proposition 5.2 Let X1,...,X,, be independent, symmetric stochastic processes indexed by an arbitrary
set. Then for every A > 0 we have the inequalities

P (r,ggxnskn > A) <2P*(|S,]) > A),
P (a0l > 0) <277 (150l > 0,

Proof.  Let Ay be the event that ||Sy||* is the first ||.S;]|* that is strictly greater than A:
A =I5 <A 1Sk ll™ < A [ISkll™ > A}

The event on the left side in the first inequality is the disjoint union of A, ..., A,. Write T,, for the sum of
the sequence X1, ..., Xg, —Xk41,...,—X,. By the triangle inequality, 2|[Sk||* < ||Snll* + ||T]/*. It follows
that

P(A) < P(Ap, [|Sall* > A) + P(Ap, | Tn " > A) = 2P(Ag, [|Snll" > A)

since X1,..., X, are symmetric. Summing up over k yields the first inequality.
To prove the second inequality, let Ay be the event that || Xj|/* is the first || X;||* that is strictly greater
than A\. Write T, for the sum of the variables —Xy,..., —Xy,_1, Xg, —Xk+t1,...,—X,. By the triangle

inequality 2[| Xg[|* < ||Su|l* + || Tn]|*. The rest of the proof goes exactly as before. O

Hoffmann-Jgrgensen Inequalities

Although the asymptotic equicontinuity condition (1) in Theorem 2.1 is expressed in terms of probabili-
ties, it will be very useful to work instead with asymptotic equicontinuity conditions expressed in terms of
moments. By Markov’s inequality, it is clear that the L; asymptotic continuity condition

(3) lim lim sup E* { sup | X, (s) — Xn(t)|} =0
—0 n—oo p(s,t)<d

implies (1) whenever the first moments in the preceding display make sense. Since we will often be working
with processes X,, which are sums of independent processes with second moment conditions marginally on the
summands, we will typically have existence of first moments. A natural question is “have we lost anything”
by making the transition to a moment type expression of asymptotic equicontinuity? The inequalities in this
subsection will allow us to answer that question negatively for sums of independent processes.

The main tool for developing the inequalities in this section is a bound for the tail probabilities of
maxi<k<n ||Sk|| in terms of the square of the tail probabilities of the same variable at a smaller level and the
tail probabilities of maxi<g<n || X/
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Proposition 5.3 Let Xi,...,X,, be independent stochastic processes indexed by an arbitrary set. Then
for any A\,n > 0,

2

* < * * .
@ P (sl > 334 0) < P (axlsel > )+ P (el > )
If X4,...,X,, are independent and symmetric, then also

5) P <r]?3x 1Skl > 2X + n) < AP (||| > V)2 + P <r£3x X5 > n) .

Proof.  Let Ay be the event that ||Sg||* is the first ||.S;||* that is strictly greater than A:
A =S < A [Sk—all® < A ISkIF > A}
Then the Ay’s are disjoint and U?_; Ar = {maxy<y ||Sk|* > A}. By the triangle inequality,
1S5 1™ < 1Sk—a I + 1 Xk " + 155 = Skll*
for every j > k. On Ay, the first term on the right side is bounded by A. It follows that on Aj we have

Iyzagllsgll _/\+I,§1§a;;||Xk|| +rjl.13,§<HSg Skl

On Ay, this remains true if the maximum on the left is taken over all ||.S;||*. Since the processes X; are
independent, it follows that for every k

IN

P (Ak,max I1SkIl" > 33X+ 77) P <Ak,max | X5|* > 77) + P(Ap)P (max 1Sn — Skl* > 2)\>
k<n k<n n>k

IN

P (Ak’l;&axleH* > 77) + P(Ag)P (%E‘XHSkH* > A)

since max;sy ||S; — Skl/* is bounded by 2maxy<,, ||Sk||*. Finally, summing over k& across this last display
yields the first inequality of the lemma.
To prove the second inequality, first use the same method as above to show that

PS> 20+ ) < P (Aumax Xl > 0) + PADP (IS, = S >

IN

P (v X607 > ) + PP (max]s, - Sl > )
since [|S, — Sk||* < maxg<y [|Sn — Sk*. Then summation over k yields

PUSI > 200 < P (axl > )
+ P (glgfnskl* > /\) P (?3;‘5” — Skl* > >\> .

The processes Sy and S,, — Sy are the partial sums of the symmetric processes X1,..., X,, and X,,,..., X,
respectively. Application of Lévy’s inequality to both probabilities on the far right side concludes the proof.
O

The next step is to use Proposition 5.3 to establish an L, form of the inequality.
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Proposition 5.4 (Hoffmann-Jgrgensen’s inequality for moments) Let 0 < p < oo and suppose that X1, ..., X,
are independent stochastic processes indexed by an arbitrary index set 7". Then there exist constants C),
and 0 < u, < 1 such that

(6) E*max||Sk||? < Cpq E* | max || X |P —I—F_l(up)p
k<n k<n

where F~! is the quantile function of the random variable maxg<, ||S,|/*. Moreover, if X,...,X,, are
symmetric, then there exist constants K, and 0 < v, < 1 such that

0 EISI < K {E () < 67w

where G~! is the quantile function of the random variable ||S,||*. For p > 1, the last inequality is also valid
for mean-zero processes (with different constants).

Proof. Take A = n =t in the first inequality of Proposition 5.3 to conclude that for any 7 > 0

E* Po= 4P P * >4 P
ma 154 [P (el > ar) an
[e’e) 2
< (4T)p+4p/ P<%13x|sk||* >t> d(?)
+ 4p/ P (maXHXkH* > t) ()
- k<n
<

ary + P (xSl > ) B (x5l

tAPE* (maXHka) .
k<n

Now choose 7 so that 47 P(maxg<y ||Sk|* > 7) < 1/2. With this choice of 7 the first inequality follows
by rearranging terms. The second inequality can be proved in a similar way using the second inequality of
Proposition 5.3.

The inequality for mean-zero processes follows from the inequality for symmetric processes by symmetriza-
tion and desymmetrization: it follows from Jensen’s inequality that E*||S,||” is bounded by E*||S, — T,,||P
where T;, is the sum of n independent copies of X1,...,X,. O

Hoffmann-Jgrgensen’s inequality for moments gives control of the moment of a sum of independent
processes in terms of tail probabilities for the sum and corresponding moments of the maximal individual
term. This yields the converse of Markov inequalities under conditions on the moment of maximal terms. A
typical application is to a sequence of (normalized) sums Y ;- ; X,,; where the summands are either symmetric
or have zero means. If || Y1 | X,,;[|* = O,(1) then G,,*(u) = O(1) for the sequence of quantile functions G,
corresponding to the distribution functions G, (z) = P(|| Y1 Xpi||* < ), € R. Hoffmann-Jgrgensen’s
inequality yields the conclusion that E*|| Y1 | X,;||” = O(1) if the sequence E* maxi<;<p || Xn:il|? = O(1).

Hoffmann-Jgrgensen’s inequality also leads to bounds for higher moments of sums of independent pro-
cesses in terms of lower moments of the same sum plus the higher moment of the maximal term of the sum.
The following proposition is of this type.

Proposition 5.5 Suppose that Xi,..., X, are independent, mean zero stochastic processes indexed by an
arbitrary index set T. Then

Ol <M ‘ ok
[1suli],., <20, { s

Jisere], = s, s, + masccn |
P ]

| masicn 1) (v>1)
P1 Pp

(O<p<1)

2

1, 1" N\ (1<p<2).
| "

< My, 4 [I18al"
¥p

Al
oot (S




5. INEQUALITIES FOR SUMS OF INDEPENDENT PROCESSES 33

Here 1/p+1/q =1, and M, and My, are constants depending only on p.

Proof. The first inequality of the proposition follows from Proposition 5.4 by noting that

(1—-v)G 1 (v) < / G (s)ds < /0 G™(s)ds = E*||S,||

for every v and then taking v = v, = 1 — 377/8 and K, = 2(3P). These choices yield M, = 24(2'/7)(3P).
O

Talagrand (1989) uses isoperimetric methods to show that the first inequality of Proposition 5.5 holds
with M, = O(p/logp); see Ledoux and Talagrand (1991), pages 172-175. This is related to Rosenthal’s
inequalities (Rosenthal (1970)) for real valued random variables and the results of Johnson, Schectman and
Zinn (1985). See de la Pefla and Giné (1999), chapter 1, for a nice treatment of the Rosenthal and other
related inequalities.

Exercises
Exercise 5.1 Show that the first inequality in Proposition 5.4 holds with Cp, = 2(4?) and u, =1 —477/2.

Show that the second inequality holds for symmetric processes with K, = 2(3?) and v, = 1—377/8, and for
mean-zero processes with K, = 4(6”) and v, =1 —377/16.
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6 Glivenko-Cantelli Theorems

Glivenko-Cantelli classes F

In this section we will prove two types of Glivenko-Cantelli theorems. The first is based on entropy with
bracketing, while the second is based on random L;—entropy and will be proved via symmetrization and the
maximal inequalities developed in Section 3.

To begin, we need to first define entropy with bracketing. Let (F,| - ||) be a subset of a normed space of
real functions f : X — R; usually we will take || - || to be the supremum norm or the L, (Q) norm for some
r > 1 and a probability measure ) on the measurable space (X, .A).

Given two functions [ and u on X, the bracket [I, u] is the set of all functions f € F with I < f < u. The
functions | and u need not belong to F, but are assumed to have finite norms. An e—bracket is a bracket
[I,u] with [lu — || < e. The bracketing number Njj(e, F, || - ||) is the minimum number of e—brackets needed
to cover F. The entropy with bracketing is the logarithm of the bracketing number.

Theorem 6.1 Let F be a class of measurable functions such that Npj(e, F, L1(P)) < oo for every € > 0.
Then F is P—Glivenko-Cantelli; that is

(1) ||Pn - P”j"-' = (Sup ‘Pnf - Pfl) —a.s. 0.
feF

Proof. Fix € > 0. Choose finitely many e—brackets [l;,u;], i = 1,...,m = N(e,F, L1(P)) whose union
contains F and such that P(u; — ;) < € for all 1 < i < m. Thus, for every f € F there is a bracket [l;, u;]
such that

(Pr, = P)f < (P — Pui + P(u; — f) < (Pn — Plu; +e.
Similarly,

(P—P,)f<(P-Py)l;+P(f—1) < (P—P,)l; +e.
It follows that

]Sclelg): (P, — P)f| < 12‘22;@@” — P)u; v 1r§n%}§n(P —P,)l; + ¢
where the right side converges almost surely to € by the strong law of large numbers for real random variables
(applied 2m times). Thus limsup,, [P, — P||% < € almost surely for every e > 0. O

Although it is not immediately apparent in the statement of Theorem 6.1, any class F satisfying the
bracketing hypothesis of the theorem automatically has a measurable envelope function in the following
sense (Exercise 6.1): an envelope function for a class of real functions F on a measurable space (X, A) is
any function F on X such that |f(z)| < F(z) for all z € X and all f € F. The minimal envelope function
is @ supscx |f(z)]. It will usually be assumed that this function, and its least measurable majorant
x +— (supse g | f(2)])*, are finite for every x € X'

One of the simplest settings to which this theorem applies involves a collection of functions f = f(-, )
indexed or parametrized by t € T, a compact subset of a metric space (D, d). Here is the basic lemma, it
goes back to Wald (1949) and Le Cam (1953).

Lemma 6.1 Suppose that F = {f(-,t) : t € T} where the functions f : X x T — R, are continuous
in t for P— almost all x € X. Suppose that T is compact and that the envelope function F' defined by
F(x) = sup,er | f(x, )| satisfies P*F < co. Then

NH(E,]:,Ll(P)) < o0

for every € > 0, and hence F is P—Glivenko-Cantelli.
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Proof. Define, for x € X, t € T, and p > 0,
Y(zit,p) == sup  |f(z,s)— f(z,¢)].

seT,d(s,t)<p

Since f is continuous in ¢, for any countable set D dense in {s € T : d(s,t) < p},

ait,p) = sup | f(z,s) — f(=,0)],

seD,d(s,t)<p

and hence v (-; ¢, p) is a measurable function for each t € T and p > 0. Note that ¢ (x;t,p) — 0 as p — 0 for
P—almost every z and 9 (z;t, p) < 2F*(x) with PF* < 00, so the dominated convergence theorem yields

PU(X;t,p) = / b(a:t, p)AP(x) — 0

as p— 0.

Fix ¢ > 0. For each t € T choose p; so small that Py (X;t, p;) < . This yields an open cover of T the
balls B; := {s € T : d(s,t) < p:} work. By compactness of T there is a finite sub-cover By, ,..., B, of T. In
terms of this finite sub-cover, define brackets for F by

(@) = Flaty) —blastyp),  ue) = fat) + o@tpn), 5= 1. k.

Then P(u; — ;) = 2Py(X;tj,p;) < 26 and for t € By, we have [;(z) < f(z,t) < wuj(x). Hence
N6, F, Li(P)) < k. O

It is often helpful to further quantify the finiteness given by Lemma 6.1. The next lemma does this by
imposing a Lipschitz type condition rather than just continuity.

Lemma 6.2 Suppose that {f(-,t) : t € T} is a class of functions satisfying
|f(z,t) = f(x,s)] <d(s,t)F(x) forall s,teT, ze€X
for some metric d on the index set, and a function F' on the sample space X. Then, for any norm || - ||,

N[](2€HF”’:F7 H ) ||> < N(G,T,d).

Proof. Let ty,...,tx be an e—net for T with respect to d. This can be done with k = N(e, T, d) points.
Then the brackets [f(-,t;) — €F, f(-,t;) + €F] cover F, and are of size at most 2¢||F||. O

Here is a useful extension of Lemma 6.2 that we will use in Section 2.7.

Lemma 6.3 Suppose that for every 6 in a compact subset U of R? the class Fyp = {fy : 7 € ['} satisfies

1 w
IOgN[](G,]:g,LQ(P)) <K (6)

for a constant W < 2 and K not depending on 6. Suppose in addition that for every 6, , 65, and v € T’

‘f(h,v - f92,'y| < F|91 - 92\
for a function F with PF? < co. Then F = Ugey Fy satisfies

nw
(2) log Njj(e, F, L2(P)) S dlog(1/e) + K (6> .

Proof. See Exercise 6.6. O

It is not hard to see that bracketing condition of Theorem 6.1 is sufficient but not necessary; see Exer-
cise 6.3. In contrast, our second Glivenko-Cantelli theorem gives conditions which are both necessary and
sufficient.
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Theorem 6.2 (Vapnik and Chervonenkis (1981), Pollard (1981), Giné and Zinn (1984)). Let F be a
P—measurable class of measurable functions that is L;(P)—bounded. Then F is P—Glivenko-Cantelli if
and only if both
(i) P*F < 0.
(i)

lim E* log N(E, f]y[, LQ(Pn))

n— o0 n

for all M < oo and € > 0 where Fy; is the class of functions {f1{F < M} : f € F}.

=0

Proof.  Our proof that (i) and (ii) implies F € GC(P) is from Van der Vaart and Wellner (1996), pages
123-124, with one small modification. By the symmetrization inequality given by Corollary 5.1, measurability
of the class F, and Fubini’s theorem,

1 n
ly Z ei f(Xi)

E*”Pn_P”}' S

=1 7
1
< el — e f(X; +2P*F1{F > s
IS IRy

by the triangle inequality, for every M > 0. For sufficiently large M the last term is arbitrarily small. To
prove convergence in mean, it suffices to show that the first term converges to zero for fixed M. To do this,
fix X1,...,X,. If G is an e—net over Fyps in Lo(PP,,), then it is also an e—net in L1 (P,,) (since Ly(P,) norms
are larger than L, (IP,,) norms via Cauchy-Schwarz). Hence it follows that

%Zfif(Xi) %ZQf(Xi)
i=1 i=1

The cardinality of G can be chosen equal to N(e, Fas, L2(P,,)). We now use the maximal inequality Corol-
lary 3.1 with 5 (x) = exp(2?) — 1, to conclude that the right side of the last display is bounded by a constant
multiple of

(a) E. < E.

Fwm

+e€.
g

V/1+log N(e, Far, Lo (P supr elf +e€,
feg 1112|X
where the Orlicz norms || - ||, x are taken over ej,..., €, with Xi,..., X, fixed. By Example 3.1, these

Yhp—norms can be bounded by +/6/n(P, f?)'/? < \/6/nM since f € G C Fu;. Hence the right side of the
last display is bounded above by

6
V1+ IOgN(G,fM,LQ(Pn))\/;M +e—pe

in outer probability. This shows that the left side of (a) converges to zero in probability. Since it is bounded
by M, its expectation with respect to X7, ..., X,, converges to zero by the dominated convergence theorem.

This concludes the proof that E*||P,, — P|| — 0. To see that ||P, — P||% also converges to zero almost
surely, note that it is a reverse sub-martingale with respect to a suitable filtration, and hence almost sure
convergence follows from the reverse sub-martingale convergence theorem.

The proof that F € GC(P) implies (i) is easy (see Exercise 6.4), but the proof that F € GC(P) implies
(ii) is based on multiplier inequalities that will be developed in Section 1.10 together with an important fact
about Gaussian processes, Sudakov’s inequality (recall Theorem 4.2). Thus we will postpone this proof until
Section 1.10. O

The covering numbers of the class Fj; of truncated functions in Theorem 6.2 are smaller than those of
the original class F. Thus the conditions P*F < oo and E*(log N (e, F, L2(IP,,))) = o(n) are sufficient for F
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to be P—Glivenko-Cantelli. As we will see, Lo(IP,,) can be replaced by L, (P,) for any 0 < r < oo, and the
key condition on covering numbers can easily be reformulated in terms of convergence in (outer) probability
rather than convergence in (outer) expectation.

If F has a measurable and integrable envelope (so PF < o) then P, F = O(1) almost surely and the
convergence in probability version of the random entropy condition in L;(PP,,) is equivalent to

(log N (e[| Fl[e, .1, F, L1(Pn)))" = op(n) .

In Section 8 it will be shown that the entropy on the left side is uniformly (in n and w) bounded by a constant
of the form Vlog(K/e) for Vapnik-Cervonenkis classes of functions F. It follows from Theorem 6.2 that
an appropriately measurable Vapnik-Cervonenkis class is P—Glivenko-Cantelli provided that its envelope
function is P—integrable.

Before treating examples, it is useful to specialize Theorem 6.2 to the case of indicator functions of some
class of sets C. In this setting the random entropy condition can be restated in terms of a quantity which
will arise naturally in Section 8 in the context of VC theory: for n points z1,...,z, in X and a class C of
subsets of X, set

AC(zy,...,zn) = #{C N {xy,...,2,}: C€C}.

Then the sufficiency part of the following theorem follows from Theorem 6.2.

Theorem 6.3 (Vapnik-Chervonenkis-Steele GC theorem). If C is a P—measurable class of sets, then the
following are equivalent:

(i) [Py, — Pllz —a.s. 0.

(ii) n "' Elog A°(Xy,..., X,) — 0.

Proof. = We first show that (ii) implies (i). Since F = {1¢ : C € C} has constant envelope function 1, the
first condition of Theorem 6.2 holds trivially and we need only show that (ii) implies the random entropy
condition in this case. To see this, note that for any r > 0

() N(&F,Ly(Pn)) < N(€ V1, F, Loo(Pa)) < (2 V1)
where

||f - gHLT(Pn) = {]P’n‘f _ g|’f‘}1/(’r\/1) ,
1/ = gllie,) = max [£(X:) - g(X,)].

Now if Cy,...,Cy with k = N(¢,C, Loo(Py,)) form an e—net for C for the Lo, (P,) metric, and € < 1, then if
C € C satisfies

fél%xn(lc\cj (Xi) + 1o\ o(Xi)) = max [Lo(Xs) — 1o, (X3)| < e

for some j € {1,...,k}, then the left side must be zero, and hence no X is in any C'\ C; or C; \ C. Thus it
follows that

kE=#{{X1,...,Xn}NCj,forsome Cj, j=1,....k} =#{{X1,..., Xn}NC, CeC};
in other words, for all € < 1,
(b) AS(X1,..., X)) = N(e,C, Loo(Py)) .

Combining (b) and (a), we see that condition (ii) of Theorem 6.3 implies the random entropy condition of
Theorem 6.2, and sufficiency of (ii) follows. O

Here are several simple examples.
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Example 6.1 Suppose that X = R? and

F = {l‘ — 1(_Oo7t](x) 1 te Rd} = {10 :Ce C}
where C = {(—o00,t] : t € R?}. Then, as will be proved in Section 8, for all probability measures @ on
(Xa A) = (Rdv Bd)a

N(e, F,L1(Q)) < M (K>d

€
for constants M = M, and K and every € > 0. Therefore
K
log N (e, F, L1(Q)) < log M + dlog <> ,
€
and the conditions of Theorem 6.2 hold easily with the constant envelope function F = 1. Thus F is
P—Glivenko-Cantelli for all P on (R By). Note that for f; = l(—, € F, the corresponding functions

t— P(fy) = P(X <t)and t — P,(f;) = P, (X < t) are the classical distribution function of X ~ P and
the corresponding classical empirical distribution function. Thus the conclusion may be restated as

IPp(X <) = P(X < 9)loo = sup |Pp(X <t) — P(X <t)] =45 0.
teRd

Example 6.2 Suppose that X = R? and
F={zr—1lgy@): s,teRY s<t}={lc: CecC}

where C = {(s,1] : s,t € R% s <t}. Then, as will be proved in Section 8, for all probability measures @ on
(X’ A) = (Rd7 Bd)a

N(e, F,1a(@) < M (K)

€

for constants M = My and K and every € > 0. Therefore

K
log N (e, F, L1(Q)) < log M + 2dlog () ,
€
and the conditions of Theorem 6.2 again hold easily with the constant envelope function F' = 1. Thus F is
P—Glivenko-Cantelli for all P on (R% By). Since F is in a one-to-one correspondence with the class of sets

C, the class of all (upper closed) rectangles in this case, we also say that C is P—Glivenko-Cantelli for all P.

Example 6.3 It is sometimes helpful in statistical applications to let the dimension of the space under
consideration grow with the sample size n; for example see Diaconis and Freedman (1981). The questions
which were investigated by Diaconis and Freedman involve the collection of half spaces H in R? where d = d,,
increases with the sample size n. The collection of half spaces in R? is the class of sets Hy = {Hy::u€
S4=1t € R} given by

Hy;={zcR%: (x,u) <t} ue 84l teR;

here S4~1 = {u € R?: |u| = 1} is the unit sphere in R%. Tt can be shown (see Section 8 and Dudley (1979))
that Hy is a VC class with V(H4) = d + 2, and hence (by Theorem 8.1) that

d+1
N(e, Ha, L1(Q)) < M(d +2) <I€(>

for all probability measures @@ where M and K are absolute constants. Thus we see that when d = d,, grows
with n, the condition of Theorem 6.2 becomes

n~tlog N (e, Ha,, L1(P,)) <n~? {log (M(dy, +2)) + (dy, + 1) log (K> } -0

€
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if d,,/n — 0. We conclude, just as did Freedman and Diaconis (1984) by a somewhat different proof, that if
d,/n — 0, then

3) IPn = Pll3¢,, —p0-

We do not claim almost sure convergence here, because the underlying product probability spaces are now
changing with n through the dimension d. Note that the left side in the last display can be rewritten in terms
of the empirical distribution function F* and population distribution F* of the random variables (X;,u),
we Sl i=1,...,n: for H,; € Hg,

(Pr — P)(Hu,) = F/(t) = F(1),

where F'(t) =n~ ' >0 1{(X;,u) <t} and F“(t) = P((X,u) < t) and hence (3) can be written as

() sup sup|FE(t) — () —p 0
ueSd—1 teR
if d,,/n — 0.

Universal and Uniform Glivenko-Cantelli classes

It is worthwhile to give a name to the slightly stronger property of the class F that appears in Examples 6.1
and 6.2: if F is P—Glivenko-Cantelli for all probability measures P on (X,.A), then we say that F is a
universal Glivenko-Cantelli class.

A still stronger Glivenko-Cantelli property is formulated in terms of the uniformity of the convergence
in probability measures P on (X,.A). We let P = P(X,.A) be the set of all probability measures on the
measurable space (X, .A). We say that F is a strong uniform Glivenko-Cantelli class if for all € > 0

sup Prp (sup ]P’m—P||f>e) —0 as n — 0o
PeP(X,A) m>

where P(X, A) is the set of all probability measures on (X, A). For = (z1,...,z,) € X", n=1,2,..., and
r € (0,00), we define on F the pseudo-distances

n rTiAL
ear(fi9) = {n_lzlf(xi)—g(xi)l’“} ,
=1
roo(fr9) = max [f(z;) —g(zi)], fgeF.

1<i<n

Let N(e, F,ez,r) denote the e—covering number of (F, ez ), € > 0. Then define, for n =1,2,..., ¢ > 0, and
r € (0, 00], the quantities

Nyr(e,F) = sup N(e, F,eqzr).
TeEX™

Theorem 6.4 (Dudley, Giné, and Zinn (1991)). Suppose that F is a class of uniformly bounded functions
such that F is image admissible Suslin. Then the following are equivalent:
(a) F is a strong uniform Glivenko-Cantelli class.
(b)
log Ny, (€, F)
_—
n

0 forall e>0

for some (all) r € (0, ).
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Proof. We first show that (b) with » = 1 implies (a). Let {¢;} be a sequence of Rademacher random
variables independent of {X;}. By uniform boundedness of F, M = ||F||s < co. By Lemma 5.2 with x = ne
(so that B,(z) =1 — (4M?/ne®) > 1/2 for n > 8M?/€?) and boundedness of F it follows that for all € > 0
and for all n sufficiently large we have

Pr{[B,— Plr>e} < 4P’“{H S (X > ne/4} .
i=1
Forn=1,2,..., let z,,(w) = (Xi(w),..., X, (w)) € X". By definition of N(e, F,ez,1), for each w there is a
function 7, = 7y : F = F with card{m, f : f € F} = N(¢/8,F, e, (w),1) and

ea:n(w),l(f, ’/Tnf) < 6/87 fer.
By Hoeffding’s inequality (recall Exercise 3.23),

Pr {H ;Gif(Xi)Hf > n6/4} < FEpPr {H ;emnf(Xi)H}- > ne/g}
< 2B{N(¢/8,F, ey, (1)} exp(—ne*/(128M7?))

where the interchange of E'p and F. is justified by the image admissible Suslin condition. By the hypothesis
(b) with » = 1, for all n sufficiently large we have N(e/8,F,e;1) < exp(e?n/(256M?)) for all z € X™.
Therefore we can conclude that

Pr{|P, — Pz >} < Sexp(—ne’/(256M2))

for sufficiently large n. Summing up over n, it follows that there is an V. so that for n > N, we have

sup Z Pr{||P, — Pllr >¢} < 8 Z exp(—ke? /(256 M?))
pep k>n k=n
exp(—ne? /(256 M?))
1 —exp(—€2/(256M2))

— 0 as n — 00.

This completes the proof of (a).
The proof that (a) implies (b) uses Gaussian symmetrization techniques, so it will be postponed to Section
10. O

Preservation of the Glivenko-Cantelli Property

Our goal in this subsection is to present several results concerning the stability of the Glivenko-Cantelli
property of one or more classes of functions under composition with functions ¢. A theorem which motivated
our interest is the following result of Dudley (1998a).

Theorem 6.5 (Dudley, 1998a). Suppose that F is a Glivenko-Cantelli class for P with PF < oo, J is a
possibly unbounded interval including the ranges of all f € F, ¢ is continuous and monotone on J, and for
some finite constants ¢, d, |¢(y)| < cly| +d for all y € J. Then ¢(F) is also a strong Glivenko-Cantelli class
for P.

Dudley (1998a) proves this via the characterization of Glivenko-Cantelli classes due to Talagrand (1987b).
Dudley (1998b) also uses Talagrand’s characterization to prove the following interesting proposition.

Proposition 6.1 (Dudley, 1998b). Suppose that F is a strong Glivenko-Cantelli class for P with PF < oo,
and g is a fixed bounded function (]|g|lcc < 00). Then the class of functions g-F = {g- f : f € F} is a strong
Glivenko-Cantelli class for P.
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Yet another proposition in this same vein is:

Proposition 6.2 (Giné and Zinn, 1984). Suppose that F is a uniformly bounded strong Glivenko-Cantelli
class for P, and g € £1(P) is a fixed function. Then the class of functions g- F ={g- f : f € F} is a strong
Glivenko-Cantelli class for P.

Given classes Fi,...,F, of functions f; : X — R and a function ¢ : R¥ — R, let o(Fy,...,Fr) be the
class of functions x — ¢(f1(z),..., fx(z)), where f; € F;, i = 1,..., k. Theorem 6.5 and Propositions 6.1
and 6.2 are all corollaries of the following theorem.

Theorem 6.6 Suppose that Fi, ..., F) are P— Glivenko-Cantelli classes of functions, and that ¢ : RF — R
is continuous. Then H = ¢(Fq, ..., Fi) is P— Glivenko-Cantelli provided that it has an integrable envelope
function.

Proof. We first assume that the classes of functions F; are appropriately measurable. Let Fy,..., Fy
and H be integrable envelopes for Fi, ..., Fx and H respectively, and set F = F} V...V F. For M € (0, c0),
define

Hu ={e(Fp<ny: = (1o fs) € Fi x Fa x - x Fi, = F}.
Now
[(Pr — P)e(f)ll7 < (Pn + P)H1p>an + |(Pn — P)hllg,, -

The expectation of the first term on the right converges to 0 as M — oo. Hence it suffices to show that H
is P—Glivenko-Cantelli for every fixed M. Let § = §(¢) be the § of Lemma 2 below for ¢ : [-M, M]* — R,
€>0, and || - || the Ly (Py)-norm | - ||y. Then for any (f;,g,;) € Fj, j=1,...,k,

o .
Polf; —9illip<an < 75 J=1,...,k

=7
implies that
Pnlso(fla .. 'afk)) - @(917' e 7gk)|1[F§M] <e.

It follows that

k
— d
N(e,Har Li(Pn)) < [T N (5 Filiy <an, La(Pn)) -
j=1

Thus E*log N (e, Har, L1(Py)) = o(n) for every € > 0, M < oo. This implies that
E*log N(e, (Har)n, L1(Py)) = o(n)

for (Has)n the functions h1{H < N} for h € Hys. Thus Hyy is strong Glivenko-Cantelli for P by Theorem
1. This concludes the proof that H = ¢(F) is weak Glivenko-Cantelli. Because it has an integrable envelope,
it is strong Glivenko-Cantelli by, e.g., Lemma 2.4.5 of Van der Vaart and Wellner (1996). This concludes
the proof for appropriately measurable classes Fj, j = 1,...,k.

We extend the theorem to general Glivenko-Cantelli classes using separable versions as in Talagrand
(1987a). (Also see van der Vaart and Wellner (1996), pages 115 - 120 for a discussion.) As shown in the
preceding argument, it is not a loss of generality to assume that the classes F; are uniformly bounded.
Furthermore, it suffices to show that ¢(Fi,...,F) is weak Glivenko-Cantelli. We first need a lemma.

Lemma 6.4 Any strong P-Glivenko Cantelli class F is totally bounded in L, (P) if and only if ||P|# < occ.
Furthermore for any r € (1,00), if F has an envelope that is contained in L,(P), then F is also totally
bounded in L, (P).
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Proof. A class that is totally bounded is also bounded. Thus for the first statement we only need to
prove that a strong Glivenko-Cantelli class F with || P||z < oo is totally bounded in L;(P).

It is well-known that such a class has an integrable envelope. E.g. see Giné and Zinn (1983) or Problem
2.4.1 of van der Vaart and Wellner (1996) to conclude first that P*||f — Pf||# < oo. Next the claim follows
from the triangle inequality || f||= < ||f — Pf|| + ||P]|#. Thus it is no loss of generality to assume that the
class F possesses an envelope that is finite everywhere.

Now suppose that there exists a sequence of finitely discrete probability measures P,, such that

Ly == sup{|(Po — P)|f — gl : f.g € F} —0.

Then for every € > 0, there exists ng such that L,, < e. For this ng there exists a finite e—net f1,..., fx
over F relative to the L;(P,,)-norm, because restricted to the support of P, the functions f are uniformly
bounded by the finite envelope and hence covering F in L (P,,) is like covering a compact in R™. Now for
any f € F there is an f; such that P|f — f;| < Ly, + Pn.|f — fi| < 2e. Tt follows that F is totally bounded
in Ly (P).

To conclude the proof it suffices to select a sequence P,. This can be constructed as a sequence of
realizations of the empirical measure if we know that the class |F — F| is P-GC. It is immediate from the
definition of a Glivenko-Cantelli class that F — F is P-GC. Next by Dudley’s theorem, Theorem 2, (and
also by our Theorem 3, but we have used the present lemma in the proof of this theorem to take care of
measurability), the classes (F — F)* and (F — F)~ are P-Glivenko Cantelli. Then the sum of these two
classes is P-GC and hence the proof is complete.

If F has an envelope in L, (P), then F is totally bounded in L..(P) if the class Fjs of functions f1{F < M}
is totally bounded in L,.(P) for every fixed M. The class Fys is P-GC by Theorem 3 and hence this class is
totally bounded in L;(P). But then it is also totally bounded in L,.(P), because P|f|" < P|f|M"~! for any
f that is bounded by M and we can construct the e-net over Fps in Ly (P) to consist of functions that are
bounded by M. O

Because a Glivenko-Cantelli class F with [|P[|z < oo is totally bounded in L;(P) by Lemma 1, it is
separable as a subset of Li(P). A minor generalization of Theorem 2.3.17 in van der Vaart and Wellner
(1996) shows that there exists a bijection f < f of F onto a class F C L1 (P) such that

o [= f P—almost surely for every f € F.

e there exists a countable subset G C F such that for every n there~ exists a measurable set N,, C X"
with P"(N,) = 0 such that for all (z1,...,2,) ¢ N, and f € F there exists {g,} C G such that

Plgmn = f| = 0 and (gm(@1),- -, gm(@n)) — (f@1),- -, fza).

By an adaptation of a theorem due to Talagrand (1987a) (see Theorem 2.3.15 in van der Vaart and Well-
ner (1996)) a class F is weak Glivenko-Cantelli if and only if the class F is weak Glivenko-Cantelli and
SUp e P.|f — f| — 0 in outer probability. Construct a “pointwise separable version” F; for each of the

classes F;. The classes F; possess enough measurability to make the preceding argument work; in particular
“pointwise separable version” in the above sense is sufficient for the nearly linearly supremum measurable
hypothesis of Giné and Zinn (1984) for both Fi, ..., Fy and @(Fi, ..., Fi). Thus the class o(Fy, ..., Fr) is
Glivenko-Cantelli for P.

Now by Lemma 2 there exists for every € > 0 a § > 0 such that

- 5 _
Pn|fj_fj|<E7 i=1,...k,
implies

Pﬂ'@(flw"?fk)_So(fl,...7f]€)‘ < €.

The theorem follows. O
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Lemma 6.5 Suppose that ¢ : K — R is continuous and K C R¥ is compact. Then for every € > 0 there
exists 6 > 0 such that for all n and for all ay,...,ay,b1,...,b, € K C RF

1 n
72”&171)2“ <5
ni:l

implies

S letan) — gl <.

1/r
Here || - || can be any norm on RF; in particular it can be ||z, = (Zle |xl|r) , r € [1,00) or [|z||ec =
maxy <<k || for x = (x1,...,21) € RF.
Proof. Let U, be uniform on {1,...,n}, and set X,, = ay,, Y, = by,. Then we can write

1 n

= llai = bill = E|| X, — Y|

n 4
=1

and

1 n

=~ lplai) = p(b)] = Blo(Xn) — (Yol
i=1

Hence it suffices to show that for every e > 0 there exists § > 0 such that for all (X,Y") random vectors in
K C RF,

E|X-Y|<é implies Elo(X) —p(Y)] <e.
Suppose not. Then for some € > 0 and for all m = 1,2, ... there exists (X,,, Y,,) such that
BlXp ~Yull < &0 Elp(Xp) — 9(¥n)] > €.
But since {(X.,, Yin)} is tight, there exists (X7, Vi) —q (X,Y). Then it follows that
EIX Y] = lim E|X, Y| =0
so that X =Y a.s., while on the other hand
0=Elp(X) —¢(Y)|= lm Elp(Xmn) = @(Yn)| 2e>0.

This contradiction means that the desired implication holds. O

Another potentially useful preservation theorem is one based on building up Glivenko-Cantelli classes
from the restrictions of a class of functions to elements of a partition of the sample space. The following
theorem is related to the results of Van der Vaart (1996) for Donsker classes.

Theorem 6.7 Suppose that F is a class of functions on (X, A, P), and {X;} is a partition of X: U2, X; = X,
X; N X; = () for i # j. Suppose that F; = {flx, : f € F} is P—Glivenko-Cantelli for each j, and F has an
integrable envelope function F'. Then F is itself P—Glivenko-Cantelli.



44 CHAPTER 1. EMPIRICAL PROCESSES: THEORY

Proof. Since

F=1> 1, => fla,,
=1 i=1

it follows that

o0
E*||P, — P||F < ZE*HPn — Pl —0
j=1
by the dominated convergence theorem since each term in the sum converges to zero by the hypothesis that
each F; is P— Glivenko-Cantelli, and we have

B[P, — Plls, < E*P,(Flx,) + P(Fly,) < 2P(Fly,)
where 337 | P(Fly;) = P(F) <occ. O

Exercises

Exercise 6.1 Show if if F is a class of functions satisfying the bracketing entropy hypothesis of Theorem 6.1,
then F has a measurable envelope F satisfying PF < oo.

Exercise 6.2 Suppose that X = R and that X ~ P.

(i) For 0 < M < oo and a € R, let f(x,t) = |z —t|, and F = Fypr = {f(2z,¢) : [t —a| < M}.

(ii) For a € R, let f(x,t) = |z —t| — |z —a|, and F = F, = {f(x,t) : [t —a| < M}.

Show that Npj(e, F, Li(P)) < oo for every e > 0 for the classes F in (i) if E|X| < oo, and in (ii) without the
hypothesis E|X| < co. Compute the envelope functions for these two classes.

Exercise 6.3 Show that there is a probability space (X,.A, P) and a Glivenko-Cantelli class of functions F
defined there such that Njj(e, F, L1(P)) = oo for every e < 1/2. Hint: Take (X, A, P) = ([0, 1], B, Lebesgue),
and F = {1¢, : Cx C [0,1]} where the sets Cj, are chosen so that P(Cy) = 1/k and the Cj’s are independent:
P(C; N Cy) = P(C;)P(Cy) = 1/(jk) for j # k. See Dudley (1999), pages 236 - 237.

Exercise 6.4 Suppose that F is a P—Glivenko-Cantelli class of measurable functions; that is ||P, —
Pl —a.s. 0 as n — oo. Show that this implies P*|f — Pf|l7 < oo. Thus if || P||7 = sup;cz |Pf| < oo,
P*F < oo for an envelope function F.

Exercise 6.5 For a class of functions F and 0 < M < oo the class Fpy = {fI{F < M} : f € F}. Show
that the L, (Q)-entropy numbers N (¢, Fas, L-(Q)) are smaller than those of F for any probability measure
@ and for numbers M > 0 and r > 1.

Exercise 6.6 Prove Lemma 6.3.
Hint: This is a generalization of Lemma 4.2, in Van der Vaart (1996), page 873.

Exercise 6.7 Suppose that F, F;, and F5 are P— Glivenko-Cantelli classes of functions. Show that the
following are classes are also P—Glivenko-Cantelli:
(i) {arfr+asfa: fi € Fi, lai| <1}
(i) F1+ Fo;
(iii) the class of functions that are both the pointwise limit and the L;(P)— limit
of a sequence in F.

Exercise 6.8 Show that Propositions 6.1 and 6.2 follow from Theorem 6.5. Hint: Take F1 = F, Fa = {g},
and ¢ : R? — R given by op(u,v) = uv.
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7 Donsker theorems: uniform CLT’s

In this section we will develop Donsker theorems, or equivalently, uniform Central Limit Theorems, for
classes of functions and sets. The proofs of these theorems will rely heavily on the techniques developed in
Sections 3 and 5. An important by-product of these proofs will be some new bounds on the expectations of
suprema of the empirical process indexed by functions (or sets).

Uniform Entropy Donsker Theorems
Suppose that F is a class of functions on a probability space (X, A, P), and suppose that Xi,..., X, are
iid. P. Asin Section 1 we let {G,,(f): f € F} denote the empirical process indexed by F:

Gn(f) = vn(®, — P)(f), feF.
To have convergence in law of all the finite-dimensional distributions, it suffices that F C Lo(P). If also
G,=G in £°°(F)

where, necessarily, G is a P—Brownian bridge process with almost all sample paths in C,(F, pp), then we
say that F is P—Donsker.

Our first theorem giving sufficient conditions for a class F to be a P—Donsker class will be formulated
in terms of uniform entropy as follows: suppose that F'is an envelope function for the class F and that

(1) /O sup VI N (€| Fllg 2 F, La(Q))de < oo

where the supremum is taken over all finitely discrete measures @ on (X,.A) with HF||2QQ = [ F?dQ > 0.
Then we say that F satisfies the uniform entropy condition.
Here is the resulting theorem:

Theorem 7.1 Suppose that F is a class of measurable functions with envelope function F' satisfying:
(a) the uniform entropy condition (1) holds;

(b) P*F? < oo; and

(c) the classes Fs ={f —g: f,g € F, ||f —gllp2 <0} and F2 are P—measurable for every ¢ > 0.
Then F is P—Donsker.

Proof. Let 6 > 0. By Markov’s inequality and the symmetrization Corollary 5.1,

I

Now the supremum on the right side is measurable by the assumption (c), so Fubini’s theorem applies
and the outer expectation can be calculated as ExFE.. Thus we fix Xi,...,X,, and bound the inner
expectation over the Rademacher random variables ¢;, i = 1,...,n. By Hoeffding’s inequality, the process
f={n~Y23 " e, f(X;)} is sub-Gaussian for the Lo (P, )-seminorm | f|,, given by

P(Gullry >2) < 2B {H;ﬁ;eiﬂm

1712 =Bur? = = 37 F0X0).
=1

Thus the maximal inequality for sub-Gaussian processes Corollary 3.5 yields

< \/IOgN(E,]:(;,LQ(Pn))dE.

~

a E.
(a) sy

% Zfif(Xi)

The set Fs fits in a single ball of radius € once € is larger than 6,, given by

1 n
02 = sup f%ZH* (X, .
f€f5|| | n; ( )B
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Also, note the covering numbers of the class Fs are bounded by covering numbers of Foo = {f—g: f,g € F},
and the latter satisfy N (e, Foo, L2(Q)) < N2(€/2,F, L2(Q)) for every measure Q.

Thus we can limit the integral in (a) to the interval (0,6,,), change variables, and bound the resulting
integral above by a supremum over measures Q: we find that the right side of (a) is bounded by

0. 0/ Il
/ Viog N(e, Fs, La(Py))de < \/5/ VIog N(€|[Flln, F, L2(By))de - | F |l
0 0

IN

On /I Flln
Va [ s flog Nl Fllga. . La(@))de- 1P
0

The integrand is integrable by assumption (a). Furthermore, ||F||? is bounded below by | F.||?> which
converges almost surely to its expectation which may be assumed positive. Now apply the Cauchy-Schwarz
inequality to conclude that (up to an absolute constant) the expected valued of the bound in the last display
is bounded by

1/2

0u/|IF |l 2
(b) Ex (/0 sup \/1ogN(6|IFIIQ,2,f, LQ(Q))d6> {Ex (IFII)}

1/2

This bound converges to something bounded above by

S/ Fxllp,2
© [ s\ foN(elFllga £ La(@)de- [
0

if we can show that

(d) 07 <6+ o0p(1).

To show that this holds, note first that sup{Pf? : f € Fs} < §%. Since Fs C Fuo, (d) holds if
IPrf? = Pf2I5, —p 0;

i.e. if 72 is a (weak) P—Glivenko-Cantelli class. But F2 has integrable envelope (2F)?, and is measurable
by assumption. Furthermore, the covering number N(e|2F|2,F%, L1(P,)) is bounded by the covering
number N (|| F||n, Foo, L2(Py)) since, for any pair f,g € Foo,

Pulf? = ¢l < Pul(|lf = gl(4F)) < [If = gllul4F || -

By the uniform entropy assumption (i), N (|| F||n, Foo, L2(Py)) is bounded by a fixed number, so its logarithm
is certainly o,(n), as required by the Glivenko-Cantelli Theorem 6.2. Letting ¢ \, 0 we see that asymptotic
equicontinuity holds.

It remains only to prove that F is totally bounded in Lo(P). By the result of the previous paragraph,
there exist a sequence of discrete measures P, with || P, f2— P f?|| .. converging to zero. Choose n sufficiently
large so that the supremum is bounded by €2. By assumption N (e, F, Lo(P,)) is finite. But an e—net for F
in Ly(P,) is a v/2e— net in Lo(P).

Thus F is P—Donsker by Theorem 2.1. O

It will be useful to record the result of the method of proof used in terms of a general inequality. For a
class of functions F with envelope function F and § > 0, let

8
@ 6.7 = [ 1l NelFllga F. L(Q)) de.

where the supremum is over all discrete probability measures @ with ||F||g,2 > 0. It is clearly true that
J(1,F) < oo if F satisfies the uniform-entropy condition (1).
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Theorem 7.2 Let F be a P—measurable class of measurable functions with measurable envelope function
F. Then, for p > 1,

@) |IGalx

o |0 FYIF

SJILF)Fpavp -
P,p

Here 0, = (supsecx || flln)*/||F|[n where [ - [|,, is the La(P,)— seminorm and the inequalities are valid up to
constants depending only on p. In particular, when p =1

4)  ElGulF S E{J(0n, P)IF|ln} £ J(1L,F)IF|pz2-

Proof. See Van der Vaart and Wellner (1996), page 240. O

The difficulty with the bound (4) is the dependence on the random variable 6,,. We now give a more
explicit bound in the case of VC-classes (which will be explained in detail in Section 8).

Let F be a uniformly bounded class of real valued measurable functions on a probability space (X, A, P).
To be specific, assume the functions in F take values in [—1,1] and are centered. Assume also that the class
F is P—measurable and VC, in particular,

1%
AIIFIILQ(@)
€

(5)  N(eF La(Q)) < (

for all 0 < e < [|[F||z,(0) and some finite A and V; we may assume A > e and V' > 1 without loss of
generality. Here, 1 > F' > sup;c# |f| is a measurable envelope of the class F. Let X, X;, i € N, be i.i.d.
(P) random variables (coordinates on a product probability space), and let PP, be the empirical measure
corresponding to the variables X;. Let o be any number such that sup; Ef?*(X) < ¢® < EF?(X). Then
the square root trick for probabilities (see Lemma 7.1 below), yields: for all ¢ > 47no?,

& 14
o pl[Srm) sedenfin(s(Aue) )]
=1 F o

By concavity of the function 1 A z on [0, 00) and Holder, we have

E|1A (8 (AHFLZ(PH))Vet/lG)]
ag
= FE [1 A (81/V (AHFLz(]P’n)) e—t/(lGV)>:|v
ag
< E [1 A (81/V (AHFM(PTL)) e—t/(lGV)>:|
ag
<

1/V
o <8 A||FL2<P>et/<w>> |

g

Integrating this tail estimate one readily obtains:

Lemma 7.1 Let F be a measurable VC class of P-centered functions taking values between -1 and 1,
with A > 2 and V > 1 in (5). Let F' > sup;cz|f| be a measurable envelope of the class F and let
sup; Ef*(X) < 0% < EF?(X). Then, for all n € N,

- A|lF
Zf2(Xi) <120 [na2 V Vlog ("LQ(P))] .
i=1

g
F

E
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The subgaussian entropy bound gives that

(= 206
<c|
0

E

F

LSS M (AlFlE)
\/ﬁ ; ezf i 0g B €
for some universal constant C. Since

(IS, 2 x| /n) ' A|F
/ V log <HL2(R‘)>d€ < D\/VAHFHLZ(]PH)7
o €

where D = fol v/1ogu=1ldu, the above integral is dominated by

(IS 20 /m) 2 24| F
/ Vlog <||L2(P))d€
’ €

+ DVVA|F| e HIF | Lo@.) > 201F ||y (p) }-

Regarding the second summand, Hélder’s inequality followed by Bernstein’s exponential inequality give

9 2
E (”F”Lz(ﬂ”ﬂ1[|\F\|L2<pn>>2|\F\|L2<p>}) < [Ellzz ) exp <—8”||F|L2(P>> :

For the first summand, we note that, by concavity of the integral fom h(t)dt when h is decreasing, we have

(I £2 x| /m) 24| F
/ : Vlog <||||L2(P)>d6
" €

(B, £2 (x| /m)' 24| F
/ Vlog (H”LZ’(P))de
’ €

Now, by regular variation, this integral is dominated by a constant times
1
VV-—= | E

1/2 1/2
) (log 2A||F|| P )
v . (B, f2(X)| 5 /n)"?

which, by the lemma, is in turn dominated by a constant times

n

> X

i=1

1
NG

Collecting the above bounds and applying a desymmetrization inequality we conclude:

V Vlog

A|lF
l VoV 1f1og AIF 2o
g

Al FlLa(p)
S .

Theorem 7.3 Let F be a measurable VC class of P-centered functions taking values between -1 and 1,
with A > 2 and V > 1 in (5.1). Let F' > sup;cr|f| be a measurable envelope of the class 7 and let
supy Ef*(X) < 0% < EF?(X). Then, for all n € N,

AllF AllF
NN /log I E Nl Ly p) s I1F'1| Ly Py
g g

9
WIVRAIFli 0 (-2l Pl ) ) |

n

> F(X)

i=1

E < C

F
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Corollary 7.1 If in the previous theorem we also have no? > A, then there exists a universal constant C

such that, for all n € N,
AllF A|lF |y,
g o

> F(X)
i=1
Proof. It follows from the previous theorem and the inequality

v0ogx > xexp (Zmz) , X >2,

where we take x = A||F||,(p)/c > A>2. DO

E <C

f

We complete this Subsection with a proof of (6).

Proposition 7.1 (Square root trick; Le Cam (1981), Giné and Zinn (1984), (1986)). Suppose that F C
Lo(X, A, P). Suppose that the functions f in F take values in [—1,1] and are centered: Pf = 0 for all
feF.

(i) Let M,, = \/ﬁsupfe}- Pf? = /no? and suppose that t,p are positive numbers such that A = t1/2 —

912012 _ 95> 0. Then
" {H > s, > t”m} < B {1 ASN(p/n'/%, F, Lo(Py)) exp(~X*n'/2/4) | .
=1

This implies that for all v > V470 > 2(2 + 2'/2)0,
Pr {H\/]‘P’nf?Hf > v} < B* {1 A8N(0, F, Ly(P,)) exp(—v*n/16)}
(ii) In particular, if 02 is any number satisfying sup;c » Pf? < 0 < PF? and F satisfies

Al Flq.

14
o2} o<ce<rlon

N(G’]:’[Q(Q)) < (

for some A > e and V > 1, then, for all t > 47no? > 4(2 + 21/2)27102,

Pr* {H zn:fQ(Xi) > t} < E* {1 A (8 (AHZHQ’QYeXp(—t/lG)> } :

Proof. The following proof is from Giné and Zinn (1986), but with some (minor) changes of the
constants.
Let €1,...,€, be i.i.d. Rademacher random variables that are independent of the X;’s (and defined on

an additional coordinate of the product probability space as before). Set

sin= X =Y (95) Ao,

{i<n:e;=1} i=1
S-(f)= 2. f2<Xi>=Z(l_2ﬁ)f2(Xi>.
{i<n: e;=—1} i=1

Then S; and S_ have the same distribution, are conditionally independent given {e;}7 4,

n n

Se(f)=S-(H = af*(Xi), and  Sy(f)+5-(f) =D f(Xi).

i=1 i=1
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Furthermore,
B([SY2(1} = BAS_ ()} = gnPP* < gn'*M,,

and, by the triangle inequality for Euclidean distance in R™ and using +/a + Vb <V2Va+b

n

1/2
V2 {Z(f(Xi) - Q(Xi)>2}

i=1

IN

(SY2(5) = 812 = (8 %(9) - 8*(9))]

= Vava (R (f -9} .

Hence it follows (using the symmetrization lemma for probabilities, Lemma 5.3, to get the second inequality)
that

ref |3 ], > e}

< 2pr {||Si/2(f)||f > t1/2n1/4/21/2}
< 4E.P §i/2 _gi/2 1/2,1/4 /91/2 _ pr1/2,1/4
< AEPx ([I5Y7(f) = 82T (N)lls >t 0 72 T
(@) = BRI () = SVADF > (/2 = 222t/

Let F,/,,1/4 denote a finite subset of F that is p/n'/*—dense with respect to Ly(P,,), and hence can be chosen
to be of cardinality N(p/n'/*, F, Ly(P,)). Then, arguing for fixed Xi, ..., X,, it follows that

PAISY2(r) = SV > (012 = M2t/ 212

< N(p/n1/47.7:, Ly(P,) sup P {'SJlr/2(f) _ Si/z(f)‘ > (t1/2 _ 21/2Mi/2 _ 2p)n1/4/21/2}

JE€F, 1/a

, 15+(f) = 5-(f)l
= N(p/n1/47_7-"’ Ly(P,)) sup P. {Si/z(f) N Si/g(f) > (t1/2 — 21/2Mi/2 — 2p)n1/4/21/2}

IN

| iy €2 (X)) 1/4 191/2
N(p/n'/* F, Ly(P,)) sup PE{ e > Ant/t/2t/
fEF, 14 {Zi=1 f2(Xl_)}1/2

using z'/2 4+ y*/? > (v +y)'/? in the denominator,
and setting A = t1/2 — 21/201/2 _9)

| >y € f (X5 1/4 101/2
N(p n1/4,}',L P, sup PE{ —~i=1 > Anl/4/2Y
( / 2( ))fGJ:p/nuzL {Zizl fz(Xi)}l/Q /

using |f| <1 in the numerator
)\277,1/2 >

IN

IN

]\7(p/nl/47 F,Lay(P,))2exp < by Hoeffding’s inequality .

Combining the inequality in the last display with the inequality (a) yields the first conclusion.
The second conclusion follows by follows by taking p/n'/* = o, t = v?n, and noting that

Npl/2o 1 v’n
= — — /2 2 >
1 4(1} (2% +2)0)*n > 16

for v > 2(2'/2 4 2)o. Part (ii) of the proposition follows immediately from the first. O

The statement and proof of Theorem 7.3 are from Giné, Koltchinskii, and Wellner (2003). It substantially
modifies the proof of a similar bound (simpler, but with U = || F||« instead of ||F||z,py) in Giné and Guillou
(2001).
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Bracketing Entropy Donsker Theorems

Here our main result will be the following theorem due to Ossiander (1987).

Theorem 7.4 (Ossiander, 1987). Suppose that F is a class of measurable functions satisfying

(7) / \/logNH(e,]:, Ly(P))de < 0.
0
Then F is P—Donsker.

We will actually prove a slightly more general result from Van der Vaart and Wellner (1996) that is
between Theorem 7.4 and the more general results of Andersen, Giné, Ossiander, and Zinn (19xx). To state
this result, we first need to define the Lg o (P)—norm of a function f:

/]

P200 = Sli%{JJQP(If(X)I > 2) /2.

Actually this is not a norm because it does not satisfy the triangle inequality. It can be shown that there is
a norm that is equivalent to this “norm” up to a constant multiple.

Theorem 7.5 Suppose that F is a class of measurable functions satisfying

(8) / V108 N (€., L oo (P))de + / 108 N (e, F, Lo(P))de < 0.
0 0
Suppose also that the envelope function F' of F has a weak second moment; i.e.
?P*(F(X)>xz)—0 as T — 00.

Then F is P—Donsker.

Proof. The following proof is from Van der Vaart and Wellner (1996); it is based on a combination of
the techniques of Pollard (1989) and Arcones and Giné (1993).

For each positive integer ¢ there is a partition {fqi}fv:ql of F into N, disjoint subsets such that

(a) ZQ*qw/loqu<oo,

q

(b) IC sup [f = gD)*llp2oec <277,
fvgej'—qi
(©) sup |1f — gllpa <277,
fagEFq'i

To see that this can be arranged, cover F separately with minimal numbers of Ly (P)—balls and Lg o, (P)—brackets
of size 279, disjointify, and take the intersection of the two partitions. The total number of sets will be

N, = quNg where Né, i = 1,2, are the number of sets in the two partitions. The logarithm turns the
product into a sum, and condition (a) holds if it holds for qu and qu.

Moreover, the sequence of partitions can, without loss of generality, be chosen to be nested. To see this,
construct a sequence of partitions {?qi}f\;"h g=1,2,..., F= Ufiql?qi, possibly without this property. Then
take the partition at stage g to consist of all intersections of the form ﬂgzl?pyip. This yields partitions into
N, = N;--- N, sets. Using the inequality (log HNp)l/2 < z:(logﬁp)l/2 and interchanging the summation
(Exercise 7.1), it follows that the condition (a) continues to hold.

Now for each ¢, choose a fixed function f;; from each set F,; of the partition, and define

ﬂ-qf:fqia iffej:qi7

d .
(d) Agf =supy per,, |h—gl*, if feFy.
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Note that 7, f and A, f run through sets of just N, functions if f runs through F. By virtue of Theorem 2.2,
it suffices to show that the sequence ||G,,(f — g, f)||% converges to zero in probability as n — oo followed
by qo — oo.

Next, for each fixed n and g > qo, define truncation levels a, and indicator functions A, f, B, f as follows:

ag = 279/y/log Ny,
Aq—lf 1{Aqof S \/ﬁaqm"',Aq—lf S \/ﬁaq—l}7
Byf = Ag i fH{AS > Vnag},
By f = HAyf > Vnag}.
Since the partitions are nested, the indicator functions A,f and B,f are constant in f on each of the

partitioning sets F,; at level ¢. The following decomposition (pointwise in x, which is suppressed in the
notation) is key to the remainder of the proof:

oo o0

(e) f=maf = =74 f)Be f+ Z (f = 7mqf)Bqf + Z (mf = mq-1f)Ag-1f .

q=qo+1 q=qo+1

The basic idea here is to first write

q1
f=mgf=f—muf+ Z (mqf = mg—1f)

q=qo+1

for the largest ¢1 = ¢1(f, z) such that each of the “links” 7, f — m,_1f in the “chain” is bounded in absolute
value by \/nay; note that |m,f — mg—1f| < Ay—1f. To see (e) rigorously, note that either B,f = 0 for all g,
or there is a unique ¢ = q; with By, f = 1. In the first case, the first two terms in the decomposition are
zero and the third term is an infinite series (all A;f = 1) with gth partial sum telescoping out to my f — g, f
and converging to f —my, [ by the definition of the A, f. In the second case, A;—1 f = 1 if and only if ¢ < ¢,
and the decomposition is as in (e), via a separate treatment of the case when ¢ = qo; i.e. when the first link
already fails the test.

Now we apply the empirical process G,, to each of the three terms separately, and take the supremum
over F for each term. We will show that each of the resulting three terms converge to zero in probability as
n — oo followed by gy — oc.

The first term is the easiest: since |f — 7y, f|Bg, f < 2F1{2F > \/nag, }, it follows that

E*Gn(f = 7o f)ll 7 < 4VnP*F1{2F > v/nag,} .

The right side of this last display converges to zero by virtue of the weak second moment hypothesis on F'
(Exercise 7.2).

In preparation for handling the second and third terms, note that for a fixed bounded function f Bern-
stein’s inequality yields

1 2
PGA(1)] > 7) < 2exp (‘2 PR <1/3>||f|oox/ﬁ> '

It follows from Proposition 3.2 that for any finite set F with cardinality at least 2,
[1f1lo0
\/>

(f) E|Gnll7 < max === log | 7| + max | f]| p2/log | 7]

As will be seen below, the chaining argument has been set up so that the two terms on the right side of the
previous display are of the same order.
To handle the second term, note that by the inequality of Exercise 7.3

\/TlaqPAquqf < QHAqf”?D,Q,oo <2.27%,
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Since the partitions are nested A,_1 fB,f and the latter is bounded by v/na,—1 for ¢ > qo, it follows that

P(AgByf)? < Vnag1 P(Agf1{A.f > Vnag}) < 2%2—%
q

Now apply the triangle inequality and (f) to find

S Gl —m)B S|

qo+1

Z E*HGnAququf + Z ZﬁllpAquqf”F

go+1 qo+1

E*

IN

o0

_ 4
E {aq1 log N, + da-19-q log Ny + 2_2q}
Qq Qq
qo+1

A

Since a4 is decreasing, the ratio a,—1/a, can be replaced by its square. Then, using the definition of a,, the
series on the right can be bounded by a multiple of ZZ: 4127 % /log N;. This upper bound is independent
of n and converges to zero as gy — o<.

For the third term, first note that there are at most N, functions 7y f —m,—1 f and at most N,_; functions
A,_1f. Since the partitions are nested, the function |mgf — mg—1f|Ag—1f is bounded by A,_1fA;_1f <
v/nag—1. The Ly(P) norm of |m,f — my—1f| is bounded by 279+, Then (f) yields

S Gulmyf Tt A S S {ag-110g N, +279\/log N, } .

qo+1 go+1

El*

and this completes the proof. 0O

Just as Theorem 7.2 gives a bound on the expected value of ||G,, | = for classes F satisfying the uniform
entropy integral hypothesis (1) we can express bounds for such expected values in terms of bracketing entropy
integrals like those in (7). Somewhat more generally, for a given norm, || - ||, define a bracketing integral of
a class of functions F by

s
T6.F ) = [ /TR NTFTLZ T .
Here is the resulting set of bounds when we take the norm to be the Lo(P)—norm.

Theorem 7.6 (Bracketing bounds on expected values). Let F be a class of measurable functions with
measurable envelope function F. For fixed n > 0 define

. e
\/1 +log Niy(n||Fl p2, F, L2(P))

Then, for every n > 0,
E'|Gullz S Jy(nF, La(P)|Fllps + VRPFI{F > v/na(n)}
+ 1171l p2ll7/1 + log Ny (nll Fllp2, F, La(P))

If | fllp2 < O||F||p2 for every f € F, then taking n = ¢ in the last display yields
E*|Gnllz S J(6,F, La(P))|Fllp2 + vRPFI{F > v/na(é)} .

~

Hence, for any class F,

E|Gull7 < Jn(LF, La(P))| Fllp2 -

~
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Donsker Theorem for Classes Changing with Sample Size

The Glivenko-Cantelli and Donsker theorems we have formulated so far involve fixed classes of functions
F not depending on n. As will become clear in Chapter 2, it is sometime useful to have similar results for
classes of functions F,, which depend on the sample size n.

Suppose that

n—{fnt tET}

here each f;, ; is a measurable function from & to R. We want to treat the weak convergence of the stochastic
processes

(9) Lo, (t) = ann,t

as elements of £*°(T"). We will assume that there is a semimetric p for the index set T for which (T, p) is
totally bounded, and such that

(10) sup  P(fn,s — fn,t)2 -0 for every 4, \, 0.
p(S,t)<§”

Suppose further that the classes F,, have envelope functions F;, satisfying
(11)  PF2=0(1), and PFﬁl[an\/m — 0 for every € > 0.

The other major additional hypothesis needed will be some control on entropy: not surprisingly, the theorem
holds with control of either the bracketing or uniform entropy. However, it will convenient to formulate the
hypothesis in terms of the modified bracketing entropy integral

100, F, | - | / V0eg N(e, F,| - |)de.

Theorem 7.7 Suppose that F,, = {f,: : t € T} is a class of measurable function indexed by (T, p)
which is totally bounded. Suppose that (10) and (11) hold. If either j[](én,}'n,Lg(P)) — 0 for every
On \\ 0, or J(0p, Frn, La) — 0 for every J,, \, 0 and all the classes F,, are P—measurable, then the processes
{Z,,(t) : t € T} defined by (9) converge weakly to a tight Gaussian process Z provided that the sequence
of covariance functions K, (s,t) = P(fn,sfnt) — P(fn,s)P(fn,t)converges pointwise on T x T. If K(s,t),
s,t € T, denotes the limit of the covariance functions, then it is a covariance function and the limit process
Z is a mean zero Gaussian process with covariance function K.

Proof. Here is the proof under the bracketing entropy condition. We leave the proof under a uniform
entropy condition as Exercise 7.5.

For each 6 > 0, the condition (10) implies that T can be partitioned into finitely many sets Ti,..., T}
satisfying

max sup P 2 <52,
1<1<kst€€“ (fnt fn,s)

Then Theorem 7.6 yields the bound

E Gy —
(235,20 G = o)

PF21{F, > a,(6)\/n}
an(0)

/Wde+PF nl{Fn > 3n(8) /)
" an(6)

< (8, Fny La(P)) +
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where @, (d) is the a(d/||F,| p2) of the theorem evaluated for the class of functions F,, = F, — F, with

envelope Fj;:
)

an(d) = ~ ’
\/1 + log Ny (0, Frn, L2(P))

But this can be bounded below, up to constants, by the corresponding number and envelope for F,,, namely

0

an(6) = V1+2logN;j(6/2, F, Lo(P))

and this is bounded away from zero since f(f V1og Njj(e, Fro, Ly(P))de = O(1) for every § > 0. Thus the
second term in the bound converges to zero by the Lindeberg condition, and the first term can be made
arbitrarily small by choosing § sufficiently small. This shows that the asymptotic equicontinuity hypothesis
of Theorem 2.2 holds.

Convergence of the finite-dimensional distributions follows from the Lindeberg condition (11) together
with the hypothesized convergence of the covariance functions; see e.g. Loeve (1978), pages 134-136. O

Universal and Uniform Donsker classes

It is worthwhile to give a name to several related properties of a class F that appear in Examples 6.1
and 6.2: if F is P—Donsker for all probability measures P on (X,.A), then we say that F is a universal
Donsker class.

A still stronger Donsker property is formulated in terms of the uniformity of the convergence in probability
measures P on (X, A). We let P = P(X,.A) be the set of all probability measures on the measurable space
(X, A). We say that F is a uniform Donsker class if

sup  dpp(Gn,p,Gp) — 0 as n — oo
PEP(X,A)

where P(X,.A) is the set of all probability measures on (X,.A); here df, is the dual-bounded-Lipschitz
metric

d*BL(Gn,P7GP) = Ssup E*H(Gnyp) 7EH(GP)
HeBL,

where BL is the collection of all functions H : ¢*°(F) — R which are uniformly bounded by 1 and satisfy
[H(21) — H(22)| < |21 — 22| 7

Here is a notion that is somewhat weaker than the Donsker property, but is also sometimes useful: we
say that F is a bounded Donsker class if

(12) |G plF = Op(1);
equivalently, by Hoffmann-Jgrgensen’s inequality (Exercise 7.4),

(13)  limsup Ep||G, pllr < 0.
If (12) (or, equivalently (13)) holds for every P € P, then we say that F is a universal bounded Donsker
class. Similarly, if

(14)  limsup sup Ep||G, pllr < oo,
n—oo PeP
then we say that F is a uniform bounded Donsker class.
Here is a result connecting universal bounded Donsker classes of sets to VC classes to be introduced in
Section 8.
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Theorem 7.8 Let C be a countable class of sets in X satisfying the universal bounded Donsker class
property:

(15) im limsup P*{||G,,pllc > M} =0 for all PeP.

|
M—00 n—oo

Then C is a VC-class.

Proof. By Hoffmann-Jgrgensen’s inequality (see Exercise 7.4),

sup VnE|P, — P|l¢c < 0o.
n

By the symmetrization inequalities,
1 n

VRE||~ Y ei(le(X) = P(C))||, < 2VRE|P, - Pl < o0,
i=1

so the Rademacher complexity of C at P,

R(P) = sgp\/lﬁEHinc(Xi) c

IN

1 n
9/nE|P, — P —E‘ -
VnE|P, ||c+8171Lp\/5 ;Ez
< 2ynE|P, — Pllc + V27 < o0,

where we used Hoeffding’s inequality at the last step. Thus R(P) < oo for every P. We now show that there
exists an M < oo such that

(a) R(P) <M for all P.

To this end, we first show that if P°, P! are two measures on (X, A), and P = aP’ + (1 — a)P!, then
R(P) > aR(P%). To see this, let X?, X} respectively, be ii.d. P° P! respectively. Let )\; be i.i.d.
Bernoulli(1—«) random variables independent of the X?’s and X}’s. Then X; =4 X Z)‘, and by the contraction
principle

EH Zeilc(Xi) c > EH Zeilc(XiO)l[Ai:O]Hc
i=1 i=1

By Jensen’s inequality this yields

b

B3 ete(x)
i=1

> EH o(X0
2 ;6 c(Xy)

’

and hence R(P) > aR(P"). Now suppose that (a) is false. Then there exists a sequence of measures Py on
(X, A) such that R(P;,) > 4* for every k. Then, defining P

P=>27P=2"%p,+(1-27%)) 277p;,
Jj=1 J#k

we find that P has R(P) > 2 KR(P;) > 2* for every k, and this yields R(P) = oo, contradicting R(P) < oo
for all P. Thus (a) holds.
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Now suppose that C is not VC. Then for every k there is a set A = Ay = {x1,..., 21} C X such that C
shatters A; i.e. #{C N A:C € C} = 2*. Then for each o € R* we have

k
Z|O‘i| = Za?+2a;
i=1
< 2max{Za;r,Za;}
k
QHZailc(l’i)
i=1

note that the last inequality holds equality when C picks out the set of z;’s corresponding to those a}s
yielding the maximum of Y~ o and Y~ ;. Now take P = k! Zle 8z,. Choose n so large that n > (4M)2.
Then choose k > 2n?; with this choice of k it follows that the set Qo = M;2;[X; # X;] has P(Qo) > 1/2:
note that

P(Q§) = PUi<nlXi=X;])< > P(X;=X;) <n’k' <1/2.
i#j<n

(b)

IN

b

c

Thus, since R(P) < M, (b) yields

Myn > EHZeilc(Xi) . ZE{HZGilc(Xi) leO}
=1 =1
n n
> 2py) > 2.

This contradicts our choice of n > (4M)2. It follows that C is VC. O

Exercises

Exercise 7.1 Suppose that {N,}o2, satisfy PO 279(log N,)'/? < oo. Show that N, = N;--- N, also
satisfies > 279(log N)Y? < 0.

Exercise 7.2 Suppose that X is a random variable satisfying the weak second moment condition t>P(| X| >
t) — 0 as t — oo. Show that tE{|X|1{|X]| > ¢}} — 0 ast — co.

Exercise 7.3 Show that for any non-negative random variable X we have the inequalities

1X13 00 < suptEX1{X >t} < 2| X3 o -
t>0

Exercise 7.4 Show that (12) and (13) are equivalent.

Exercise 7.5 Show that Theorem 7.7 holds under the uniform entropy hypothesis.
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8 VC - theory: bounding uniform covering numbers

For a collection of subsets C of a set X, and points z1,...,z, € X,
Ag(:cl,...,xn) =#{Cn{xy,...,zn}: CEC}
so that AS(zy,...,z,) is the number of subsets of {z1,...,z,} picked out by the collection C. Also we define

m€(n) = max AS(xy,...,z,).

T geens T,

Let

V(C) =inf{n: mC(n) < 2"}
S(C) =sup{n: mC(n) = 2"}

where the infimum over the empty set is taken to be infinity, and the supremum over the empty set is taken
to be —1. Thus V(C) = oo if and only if C shatters sets of arbitrarily large size. A collection C is called a
VC - class if V(C) < o0, or equivalently if S(C) < oo.

It is easy to see that V(C) = 0 if and only if C is empty, and V(C) = 1 if and only if C contains just one
set. Thus we can assume in the following that V(C) > 2.

Example 8.1 Suppose that X = R, and let C = Oy := {(—o0,t] : ¢t € R}. Then C is VC and S(C) =1
since C cannot pick out {z1 V z2}. Similarly, for X =R and C = Ry = {(s,t] : s,t € R, s < t}, Cis VC
and S(C) = 2: for any three point set {x1, 2,23} with 1 < z2 < x3, C = R; can not pick out the set
{z1,23}. X =R%and C = O, := {(—00,t] : t € R}, then C is VC and S(C) = d. Similarly, the collection
C=TRyg:={(s,t:5teR s<t}tis VC and S(C) = 2d.

Lemma 8.1 (VC - Sauer - Shelah). For a VC - class of sets with VC index V(C), set S = S(C) = V(C) — 1.
Then for n > S,

1) mCmn) < ES: C) < (%)S .

Jj=0

Proof. For the first inequality, see Van der Vaart and Wellner (1996), pages 135-136. To see the second
inequality, note that with Y ~ Binomial(n, 1/2),

f: (”) = 2”% (’;) (1/2)" = 2"P(Y < §)

J

j=0 7=0
< "ErY—S for any r <1
1
25 4 ) =S ()"
2 2
s
- (%) (1+ %)” by choosing r = S/n
s
< (5)

and hence (1) holds. O

Before proceeding further, it may be of value to consider several examples of classes of sets for which the
VC property fails.
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Example 8.2 Suppose that X = [0, 1], and let C be the class of all finite subsets of X'. Let P be the uniform
(Lebesgue) distribution on [0, 1]. Clearly V(C) = oo and C is not a VC class. Note that for any possible
value of P,, we have P, (A) =1 for {X1,...,X,} while P(A) = 0. Therefore |P,, — Pl|l¢c =1 for all n, so C
is not a Glivenko-Cantelli class for P, and also not a Donsker class.

Example 8.3 Suppose that X = S = {(z,y) € R? : 22+ y? =1}, and let C be the set of all closed convex
subsets of R%. For any finite subset A = {x1,...,2,,} C S, the convex polygon with vertices in A is in C
and has intersection exactly the set A with S'. Hence C shatters any finite subset of S* and V(C) = oo.
Thus C is not a VC class. If P is the uniform distribution on S, then C fails to be P—Glivenko-Cantelli and
P—Donsker. On the other hand C is a Glivenko-Cantelli and a Donsker class for probability measures P on
compact subsets of R? with uniformly bounded densities, as we will show in Section 9.

Our next goal is to show that the VC property yields bounds on covering numbers.

Theorem 8.1 (Dudley, Haussler). There is a universal constant K such that for any probability measure
@, any VC-class of sets C,and 7 > 1,and 0 < e < 1,

Klog(3e/€7“))5(c) _ (K/>TS(C)+6 ool

€r - €

@) NC.L(Q) < (

here K = 3e%/(e — 1) ~ 12.9008... works. Moreover,

_ o S©
3)  N(e.C L.(Q) < KV(C) (4) .

6?”

where K is universal.

The inequality (2) is due to Dudley (1978); the inequality (3) is due to Haussler (1995). Here we will
(re-)prove (2), but not (3). For the proof of (3), see Haussler (1995) or van der Vaart and Wellner (1996),
pages 136-140.

Proof. We first prove the first inequality in (2) when » = 1. Fix 0 < e < 1. Let m = D(e,C, L1(Q)),
the L1(Q) packing number for the collection C. Note that the claimed bound holds trivially when m <
(K log3e)S(©). Thus we can assume that m > (K log K)%(©) and it thus certainly suffices to prove the
bound when logm > S(C) > 1 orm >e > 2.

By the definition of the packing number, there exist sets Cy,...,C,, € C which satisfy

Q(CvACJ) = EQ|1Ci — lcj| > € for ¢ 7& 7.

Let X1,...,X, be iid. Q. Now C; and C; pick out the same subset of {X1,...,X,} if and only if no
X, € C;AC;. If every C;AC; contains some Xy, then all C;’s pick out different subsets, and C picks out at
least m subsets from {Xi,..., X, }. Thus we compute

Q([for all i # j, X} € C;AC; for some k < n |9)
Q([for some i # j, X), ¢ C;AC; for all k < n])

< Y QUXk ¢ CAC for all k< n])
1<J
< (?) max[1 — Q(C;AC,)]
(a) < (2) (1-e" < (?) e " <1 for n large enough.
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In particular this holds if
log (") —
o> 0g (5) _ log(m(m —1)/2)
€ €

Since m(m — 1)/2 < m? for all m > 1, (a) holds if

n = [2logm/e] .
for this n,

Q([for all i # j, Xy € C;AC; for some k <n]) >0.
Hence there exist points X1 (w),. .., X, (w) such that
AS(X (@), ., Xn(w))

< max AS(zy,...,z,)

T15eTn

en\ s
(b) (%)
where S = S(C) = V(C) — 1 by the VC - Sauer - Shelah lemma. With n = [2logm/e], (b) implies that

m < 3elogm o
- Se

N

m

Equivalently,
mt/S 3e
logm — Se’

or, with g(z) = «/log z,
3e

€

()  g(m'%) <

This implies that
3e 3e

d /s & 9% 2=

(@) st e\ )

or

(e) D(e,C,Ll(Q))=m§{ ‘ ?’elog(?’e)}s.

e—1 € €

Since N(e,C, L1(Q)) < D(¢,C, L1(Q)), (2) holds for r = 1 with K = 3e?/(e — 1).
Here is the argument for (c) implies (d): note that the inequality

xT

<y

9(w) = log x

implies
e
x < Py logy .
e —

To see this, note that g(x) = 2/ log « is minimized by x = e and is . Furthermore y > g(z) for > e implies
that

log1 1
logy>logx—log10gx=logx<1— o8 0gm> > logx (1— ) ,
log z e

SO
r <ylogz < ylogy(l —1/e)~t.
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For L,(Q) with r > 1, note that

I1c = 1pllL, (@) = QICAD) = |l1c = 1pll7,(q) >
so that

N(6,C Lo(@)) = N(¢,C, 1.(Q)) < (K log (K))S |

This completes the proof. O

Definition 8.1 The subgraph of f : X — R is the subset of X X R given by {(z,t) € X xR: ¢t < f(x)}. A
collection of functions F from X to R is called a VC - subgraph class if the collection of subgraphs in X x R
is a VC -class of sets. For a VC - subgraph class, let V(F) = V (subgraph(F)).

Theorem 8.2 For a VC-subgraph class with envelope function F' and r > 1, and for any probability measure
Q) with HF| Lo(Q) > 0,

16e\° %)
67’

N Fllor F.L(Q) < KV(F) (

for a universal constant K and 0 < e < 1.

Proof. Let C be the set of all subgraphs C'y of functions f € F. By Fubini’s theorem,
Qlf — gl = (@ x \)(CrACy)

where A is Lebesgue measure on R. Renormalize @) X A to be a probability measure on {(x,¢t) : || < F(x)}
by defining P = (Q x A)/2Q(F'). Then by the result for sets,

46) V(F)-1

€

N(e2Q(F),F,L1(Q)) = N(e,C,L1(P)) < KV (F) (

For r > 1, note that

QIf —gI" <QIf = g|2F)" " = 2" R|f — glQ(F™™)
for the probability measure R with density F”"~/Q(F"~!) with respect to Q. Thus the L,(Q) distance is
bounded by the distance 2(Q(F"~")Y"||f — gH}{; Elementary manipulations yield

86) V(F)-1

67“

N(e2||Fllg,r F,L-(Q)) < N(€"RF,F,L1(R)) < KV (F) <
by the inequality (3). O

The following propositions give several important ways of generating VC classes of sets and functions.
For a collection F of real-valued functions on a set X, let

pos(f) ={x: f(z) > 0}, pos(F)={pos(f): feF}
nn(f) = {z: f(z) >0}, nn(F) = {n(f): feF}.

Proposition 8.1 (Dudley’s generalization of Radon’s theorem). Let F be an r—dimensional real vector
space of functions on X, let g be any real function on X', and let g+ F={g+ f: f € F}. Then:

(i)  S(pos(g + F)) = S(un(g + F)) =r.

(ii) S(pos(F)) = S(un(F)) =r.

(iil) S(F) <r+1.
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Proof. We first prove (ii). Let v = dim(F) 4+ 1 = r + 1, and let x1,...,2, be v distinct points of X.
Define the mapping A : F +— RY be defined by A(f) = (f(z1),..., f(zy)). Since dim(F) =r =v—11it
follows that dim(A(F)) < v — 1. Thus there exists a vector b = (by,...,b,) € R” orthogonal to A(F); i.e.

O:Zbif(xi) forall feF,
i=1

and hence
Z bif(zi) =— Z bif(@i).
i:b; >0 i:b; <0

We can assume that {i < v: b; < 0} is not empty (if it is empty, replace b by —b). If there were a function
f € F for which {f > 0}n{x1,...,2,} = {x; : b; > 0}, then the left side of the last display would be greater
than or equal to zero, while the right side would be strictly negative, which is not possible. Thus there is a
subset of {x1,...,z,} that is not the intersection of {x1,...,z,} with any set {f > 0}. Hence nn(F) is VC
and S(nn(F)) <.

On the other hand, dim(F) = r implies that there is some subset {z1,...,2,} with A(F) = R", so all
subsets of {x1,...,z,} are of the form BN{z,...,z.} for B € nn(F). Hence S(nn(F)) >r. O

Proposition 8.1 part (ii) was proved by Dudley (1978) (see also Dudley (1979)), while part (i) is due to
Wenocur and Dudley (1981). Pollard (1984), page 30, lemma 28, gives a version of part (iii).

Example 8.4 (Half spaces in R?). Suppose that X = R? and
C=MHg={H(u,t): ue St t>0}

where H(u,t) := {y € R?: (y,u) <t} and S ! = {z € R?: || = 1}. Let F be the space spanned by 1
and x1,...,zq (i-e. the collection of affine functions). Then dim(F) = d 4+ 1. Moreover,

H(u,t) = {zx e RY: (z,u) <t} ={z e R : ¢t — (z,u) > 0} = {x: fi.(x) >0}

where f; () =t — (x,u) satisfies f;,, € F. Thus Proposition 8.1 (ii) yields S(Hq) = d + 1.

Example 8.5 (Balls in R?). Suppose that X = R? and
C=DBy={B(z,t): xR t>0}

where B(z,t) :== {y € R? : |y — 2| < t}. Let F be the vector space spanned by the coordinate functions
x1,...,xq (that is, f;(xz) =z;, j=1,...,d), and the constant function fy41(z) =1, and let g be defined by
g(z) = —|z|%. Then dim(F) =d+ 1, and

Bz,t) = {y:ly—af <ty ={y: |yl -2y, 2) + |z]> <t}
{y:2(y,z) — [y — |z|* +t > 0}
{y:9(y) + frz(y) > 0}

where f;.(y) == 2(y,z) — |z|? + ¢ satisfies f;, € F. Since By = nn(g + F) and since S(nn(g + F)) =d + 1
by Proposition 8.1 (i), it follows that S(Bg) = d + 1.

Example 8.6 (Polynomial domains in R?). Let F = P} 4 be the space of all polynomials of degree at most
k on R?. For fixed d and k, F is a finite-dimensional vector space, so pos(F) is a VC class. In particular, for
k = 2 this yields that the collection of all ellipsoids in R? is contained in a VC class, and hence is also VC.

It is very useful to have available a number of operations which preserve VC - classes. The following
proposition gives a number of such preservation properties.
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Proposition 8.2 (Operations preserving the VC property for sets). Suppose that C and D are VC-classes
of subsets of a set X', and that ¢ : X — Y and 9 : Z — X are fixed functions. Then:

(i) Cc={C°:CeC}isVC and S(C°) = S(C).

(i) cNnD={CnNnD:CeC,DeD}isVC.

(ili) cuD={CuD:Ce(C,DeD}isVC.

(iv) ¢(C) is VC if ¢ is one-to-one.

(v) »~C)is VC and S(»»~1(C)) < S(C) with equality if ¢ is onto X.

(vi) The sequential closure of C for pointwise convergence of indicator functions is VC.

(vii) For VC-classes C and D in sets X and Y, C x D ={CxD: Ce€C,D € D} is VC.

Proof. The set C° picks out the points of a given set {x1,...,2,,} that C does not pick out. Thus if
C shatters a given set of points, so does C¢. Thus C is VC if and only if C¢ is VC and the VC indices are
equal. To see that (ii) holds, note that from n points C can pick out O(n3(€)) subsets; from each of these
subsets D can pick out at most O(n(P)) further subsets. Thus C MD can pick out O(nSP)*+5(P)) subsets.
For large n this is certainly smaller than 2". This proves (ii). Then (iii) follows by combining (i) and (ii)
since CU D = (C°N D). To see that (iv) holds, note that if ¢(C) shatters {y1,...,yn}, then each y; must

be in the range of ¢ and there exist x1,...,z, such that ¢ is a bijection between z1,...,z, and y1,...,Yn.
Thus C must shatter {z1,...,2,}. To prove (v), note that if »=1(C) shatters {z1,...,2,}, then all ¥(z;)
must be different, and the restriction of ¥ to z,, ..., z, is a bijection on its range.

To prove that (vii) holds, note that C x ) and X x D are VC-classes, and hence so is their intersection
C x D by (ii). Finally, for the proof of (vi): take any set of points 1, ..., 2, and any set C in the sequential
closure. If C is the pointwise limit of a net C,, then for sufficiently large « the equality 15(z;) = lc, (2;)
holds for each i. For such « the set C, picks out the same subset at C. O

The following proposition gives some degree of quantification to the VC index in parts (ii), (iii), and (vii)
of Proposition 8.4.

Proposition 8.3 Let [0 = M, U, or x. Let Sg(j,k) := max{S(CE D) : S(C) = j, S(D) = k}. Then
Sn(j,k) = Su(j, k) = Sx(4,k) :== S(j, k) for each j, k € N, and, moreover,

S(j, k) < sup{r eN: TCSj Tcgk > QT} = T(],k)
where ,C<; = Y], (1)

Dudley (1984) shows that S(1,1) = 3, while it is not hard to calculate 7'(1,1) = 5. Dudley (1984), (1991)
also notes that L. Birgé has shown that S(1,2) > 5, while it is again easily calculated that T'(1,2) = 8. Here
is a table of the upper bound T'(j, k) for j,k=1,...,10.

Table 1.1:
i/k 1 2 3 4 5 6 7| 8 9|10
1 5 8|11 | 14 | 17 | 20 | 23 | 26 | 28 | 31
2 8|1 13|16 | 20|23 |27|30| 33| 36|39
3 11 |16 | 21 | 25|29 | 32 | 36 | 39 | 43 | 46
4 14 | 20 | 25 |29 | 34 | 38 | 41 | 45 | 49 | 52
5 17 123 |29 | 34| 38 | 42 | 46 | 50 | 54 | 58
6 20 | 27 | 32 | 38 | 42 | 47 | 51 | 55 | 59 | 63
7 23 30|36 |41 |46 | 51 | 56 | 60 | 64 | 68
8 26 | 33139 |45 |50 | 55|60 |64 |69 |73
9 28 | 36 | 43 |49 | 54 | 59 | 64 | 69 | 73 | 78
10 31 (39|46 | 52 | 58 | 63 | 68 | 73 | 78 | 82

Similarly, it is frequently useful to preserve the VC property for VC subgraph classes of functions
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Proposition 8.4 (Operations preserving the VC-subgraph property for functions). Suppose that F and G
are VC-subgraph classes of functions on aset X, and g: X — R, ¢ : R+— R, and ¢ : Z — X fixed functions.
Then:

() FAG={fNg: feF,geg}is VC subgraph;

(i) FVG={fVg: feF, geG}is VC subgraph;

(ili) {F >0} ={{f >0}: feF}is VC;

(iv) —F is VC-subgraph;

V)g+F={g+ [f: feF}is VC subgraph;

(vi)g-F={g-f: feF}is VC subgraph;

(vii) Foyp = {f(¥): f € F} is VC subgraph;

(viii) p o F = {o(f) : f € F} is VC subgraph for monotone ¢.

It is sometimes easier to work with the following notion: a class of real functions on a set X is said to be
a Buclidean class for the envelope function F' if there exist constants A and V such that

N(e|Fllg1, F, L1(Q)) < Ae™V,  0<e<1

whenever 0 < ||F||g,1 = QF < co. Note that the constants A and V' may not depend on Q.
If F is Euclidean, then for each r > 1

N(el|Fllgr F, Lr(Q)) < A2V, 0<e<1

whenever 0 < QF" < oo, as follows from the definition of N(2(e/2)"||F||u1,F,L1(1)) for the measure
p(-) = Q(-2F)).

Here is an example of a preservation or stability result for Euclidean classes:

Proposition 8.5 Suppose that F and G are Euclidean classes of functions with envelopes F' and G respec-
tively, and suppose that @) is a measure with QF" < oo and QG" < oo for some r > 1. Then the class of
functions

F+G={f+g:feF,geg}
is Euclidean for the envelope F + G; moreover,

N((2¢ + 20)|[F + Gllgr F + G, L2(Q)) < N(e[|Fllg.r, F, Lr(Q)N (] GllQ.r: G, Lr(Q)) -

Here are two specific results concerning affine transformations of R? and then composition with a fixed
function of bounded variation.

Lemma 8.2
(i) Suppose that 1 : R* +— R is of bounded variation. For A an m x d matrix and b € R™, let fa, : R? — R
be defined by fa(z) = ¥(|Az + b|). Then the collection

F={fap:Aanm x dmatrix,b € R™}

is Euclidean for a constant envelope F' = ||9)|| .

(ii) Suppose that ¢ : R — R is of bounded variation. For a € R%, b € R, let g4 : R? — R be defined by
fap(z) = p(a’z +b). Then the collection G = {gap : a € R% b € R} is Euclidean for a constant envelope
F = |9]lco-

Proof.  First note that 1) = ¢! 44! where ¢! is bounded and monotone nondecreasing and 7' is bounded
and monontone nonincreasing. By Proposition 8.5 it suffices to treat the resulting two component classes
separately, so without loss we can assume that 1 is bounded and monotone nondecreasing with ¥ (0) = 0.
Let ©~! be the left-continuous inverse of ¢ on I = (0,sup ). Next, partition I into sets I, I so that

o eeraosa-{0T B
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Then we can express the subgraph of (| Az + b|) as
{tel,||Av +b] >~ ()Y U{t € I, Az + b] > ¢~ (1)}

Define functions ga ,(x,t) = |Az + b> — (¢ =1(¢))?. The functions ga(-,-) span a finite-dimensional vector
space (of dimension d(d —1)/2+2d+ 17). By Proposition 8.1, the collections of sets nn(g4 ) and pos(ga )
are both VC, and by Proposition 8.2, so is the union. Then it follows from Theorem 8.2 that the class of
functions in (i) is Euclidean for the envelope [|9]|s. O

It is also of interest to consider the effect of taking projections. Suppose that C is a collection of subsets
of a product space Z = X x Y (to be specific, let X = R and Y = R so that the product space is R?).
The natural projection map from Z to X is given by Iy (z) = Iy (z,y) = z. For any set C € C, set
IIx(C) = {Ix(2) : z € C}. Then let Ix[C] = {Ix(C) : C € C}. It can happen that C is a VC-class of
subsets of Z (even with S(C) = 1 if the sets in C are disjoint; see Exercise 8.7), but IIx[C] is not a VC
class. To see this, start with a collection & = {U, : y € R} of subsets of X = R. For cach y € R, let
W, = {(z,y) € R? : € U, }. Then the sets W, are all disjoint with Iy (W,) = U, for each y, but the sets
Uy need not be a VC class. This can be arranged even for a countable family of sets U; see Exercise 8.8.

Thus the VC property is not preserved (in general) under projection. However, the VC property is
preserved by a certain type of projection involving semi-algebraic sets. A semialgebraic set in R? is a set in
the Boolean algebra generated by all sets pos(f) where f is a polynomial of d variables. Here is the result
of Stengle and Yukich (1989).

Theorem 8.3 Let P(-,-,-,-) be a fixed real polynomial on R? x R™ x RP x R?, P(x,y,r,s) where € R,
y€eR” reRP, and s € R9. Let R C R? and S C RY be fixed semialgebraic sets. Then the family of all
subsets C of R? of the form

C, = {z € R*: sup inf P(x,y,r,s) > 0}
reRSES

for y € R™ is a Vapnik-Chervonenkis class.

Stengle and Yukich (1989) and Laskowski (1992) give still more ways of generating VC classes. For an
application of the results of Stengle and Yukich (1989), see Olshen, Biden, Wyatt, and Sutherland (1989).

Convex Hulls

If ¥ is a vector space, and A C Y, then the conver hull of A, denoted by conv(A), is the set of all sums
tiyi + - + teyr with y; € A, t; > 0, Zj t; <1, for some integer k. A well-known theorem in analysis,
Mazur’s theorem (see e.g. Dunford and Schwartz (1958), page 416; or Rudin (1973), page 72 for a more
general result) asserts that if ) is a Banach space and A C ) is compact, then conv(A) is compact. Here
we are interested in quantifying this qualitative result further in the cases when ) = £,.(X, A, Q) for some
r>1.

The convex hull conv(F) of a class of functions F is defined as the set of functions > ., o, f; with
St a; =1, a; > 0 and each f; € F. The symmetric convex hull, denoted by sconv(F), of a class of
functions F is defined as the set of functions Z?;l «; f; with 2111 a; <1 and each f; € F. A collection of
measurable functions F is a VC-hull class if there exists a VC-class G of functions such that every f € F
is the pointwise limit of a sequence of functions f,, contained in sconv(G). Given an upper bound for the
covering number for a class of measurable functions F in Lo-norm, an upper bound for the covering number
of the convex hull conv(F) can also be obtained in Lo-norm; see Ball and Pajor (1990), Van der Vaart and
Wellner (1996), pages 142-145, and Carl (1997). Here is the resulting theorem:

Theorem 8.4 Suppose that @ be a probability measure on (X,.A), and let F be a class of measurable
functions with measurable square integrable envelope F such that 0 < QF? < oo, and

\%
1
N<e||F||Q,2,f,L2<@>>sc()  0<e<l.

€
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Then there exists a constant K that depends on C' and V only such that

1\ 2V/(V42)
log N (e][Fll .2, @F(F), Ly(Q)) < K () .

€

This upper bound improves the result by Dudley (1987) that for any 6 > 0

1\ 2V/(V+2)+6

log N (e Flloa, wmv(7). Lx(@) < & ()

On the other hand, Dudley (1999), page 326, gives an example showing that the power 2V/(V + 2) is sharp.
Note that 2V/(V 4 2) < 2 for any V' < oo. This ensures that the convex hull G = conv(F of a polynomial
class F satisfies the uniform entropy condition:

/ sup\/logN(eHGHQ’%g,LQ(Q))de<oo,
0 Q

provided || G||3 , = [ G*dQ is finite for some envelope function G for G.
Carl (1999) extended the above result to L,-metrics for 1 < r < oo as follows:

Theorem 8.5 Let @) be a probability measure on (X, A), and let F be a class of measurable functions with
measurable envelope F' such that QF" < oo, and

) NelFlor F. Lr@))sc(l) ,

€

where 0 < € < 1, and r > 1. Then, there exists a constant K such that

b

1
1\ mn-1, H+&
€

(5) log N(e||F|lg,r, convF, L.(Q)) < K (
where K depends on r, C, and V only.

Carl’s Theorem 8.5 has been given another proof by Song and Wellner (2002). Here are several examples.

Example 8.7 Consider the class of all distribution functions on R?. Let G4 = {1[§,oo) 1t e Rd}. Then G, is
a VC-class with V(G;) = d + 1. The envelope function is 1. Thus an upper bound for the covering numbers
is then given by (3) of Theorem 8.1:

N(6,Ga, Lo (Q) < Ke™,  0<e<l.
The entropy of conv(Gy) is given by
(6)  log N(e,comv(Ga), L (Q)) < Ke 7D 0<e<1,

where

2rd
M N I
) T

Genariy 1<r=2.

Note that v(2,d) = 2d/(d + 1), and v(r,d) /" d as r \, 1. In particular, v(2,1) = 1 = 7(1,1), while
v(2,2) =4/3, v(r,2) /2 asr\ 1.
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Example 8.8 (Monotone functions on R). In the case of d = 1, we have
log N (e,conv(Gy), L (Q)) < Ke b pg<e<1,

We know that the class F; of all distribution functions on R is contained in the closed convex hull of the
class G;. Thus we obtain

log N(e, F1, L. (Q)) < Ke "1 0 <e<1

where (r,1) = 1V 2r/(r 4+ 2). Note that for 1 < < 2 this upper bound is of the same order (i.e. 1/¢) as
that for the Ly bracketing number of the class Fp, see Theorem 2.7.5 in Van der Vaart and Wellner (1996).

Example 8.9 (Bivariate distribution functions on R?). If d = 2, it follows from (6) that
log N (e,conv(Ga), L (Q)) < Ke 7™ 0 <e<1

where
2r/(r+1), r>2

7(r,2)={ 2r/(2r —1), 1<r<2.

This upper bound, combined with the fact that the class F of all bivariate distribution functions on R?
is contained in the closed convex hull of the class G5, has been used to obtain a global rate of convergence
in Hellinger distance for the (nonparametric) maximum likelihood estimator (MLE) with bivariate interval
censored data. For more details, see Song (2001). However, we believe that tighter bounds may be possible
in this case. While the example of Dudley (1999) for the case r = 2 shows that the bound of Theorem 8.5
is sharp in general when r = 2, it does not say that the bound cannot be improved in a particular case. It
would be interesting to know when the bound of Theorem 8.5 is indeed sharp.

Unlike the case for the class F;, we do not know a sharp upper bound for the entropy with bracketing
of the class F». Thus, whether or not the bracketing number Nyj(e, F2, L2(Q)) and the covering number
N(e, Fa, L2(Q)) are of the same order is still an open question. Any sharper bound would give a faster rate
of convergence for the NPMLE with bivariate interval censored data.

If the covering number of a given class F is not polynomial in €, does the entropy of the convex hull
of the class F still behave polynomially? Mendelson (2001) showed that if there are constants v > 0 and
0 < p < 2 such that log N (e, F, L2(Q)) < ve P for every € > 0, then there is a constant C(p,~) such that

€

-3
log N (e, sconv F, L2(Q)) < C(p, 7);2 <log <1>> .

A natural question here is to extend the above result to the L,-norm for r > 1.
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Exercises

Exercise 8.1 (Ozgur Cetin). Show that the first inequality of Lemma 8.1 continues to hold when n < S(C).
(It is only in the second inequality that n > S(C) is used.)

Exercise 8.2 Use (ii) of Proposition 8.1 to show that S(B;) < d + 2, and then show that S(By) = d + 1.

Exercise 8.3 Let By, denote the collection of all balls in R? with fixed radius » > 0. What is the VC-
dimension of By .7

Exercise 8.4 Let &; be the collection of all ellipses in R?. Find upper and lower bounds for S(&;).

Exercise 8.5 Another index of the size of a class of sets C is defined as follows:
dens(C) = inf{r > 0: m®(n) < Kn" for all n > 1, for some K < co}.

Show that dens(C) < S(C) and that dens(C) < oo implies S(C) < co.

Exercise 8.6 Give an example of a collection C such that dens(C) = 0 but S(C) = m. Hint: Consider a set
X with card(X) = m and C = 2%,

Exercise 8.7 Suppose that C is a collection of at least two subsets of a set X'. Show that S(C) = 1 if either
of the following hold: (i) C is linearly ordered by inclusion. (ii) Any two sets in C are disjoint.

Exercise 8.8 Construct a family of subsets of the real line R with cardinality equal to that of the continuum
(so it can be put into a one-to-one correspondence with the real numbers) that is not a VC class. Can you
find such an example for which the collection is countable?

Exercise 8.9 Define fi(z) = |z —t| for z € Rand ¢t € R, and let F = {f; : t € R}. Show that F is a
VC-subgraph class of functions with S(F) = 1.
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9 Bracketing Numbers

We have already seen two ways of controlling bracketing numbers; recall Lemma 6.1 and Lemma 6.2. Our
goal here is to describe some of the other available results for larger classes of functions.

Control of bracketing numbers typically comes via results in approximation theory. Bounds are available
in the literature for many interesting classes: see for example Kolmogorov and Tihkmirov (1959), Birman
and Solomjak (1967), Clements (1963), Devore and Lorentz (1993), and Birgé and Massart (2000). We give
a few examples in this section.

Many of the available results are stated in terms of the supremum norm || - ||o; these yield bounds on
L.(Q) bracketing via the following easy lemma (see Exercise 9.1).

Lemma 9.1 For any class of measurable real-valued functions F on (X, .A), and any 1 < r < oo,

N(€7f7 LT‘(Q)) < N[](€7f7 Lr(Q))) and
NH<€"7:’ LT(Q)) < N(6/2’~7:7 H : ”00)

for every € > 0.

Smooth Functions

First, consider the collection of smooth functions on a bounded set X in R? with uniformly bounded
derivatives of a given order a > 0 defined as follows: Let a denote the greatest integer smaller than «, and
for any vector k = (k1,...,kq) of d integers, let

"

k_
b= oxk ... gzl
1 d

where k. = ijl k;. Then for a function f: X — R, define

D*f(z) — D f(y)
fllo = maxsup D’“fx + max sup
1lle = maxsup | D7f(2)] +maxsup =~y

3

where the suprema are taken over all z,y in the interior of X with x # y. Let C%;(X) be the set of all
continuous functions f : X — R with ||f||o < M. The following theorem goes back to Kolmogorov and
Tikhomirov (1959).

Theorem 9.1 Suppose that X is a bounded, convex subset of R? with nonempty interior. Then there exists
a constant K depending only on « and d such that

K

d/a
1) TN ) <2 (5

for every € > 0; here A(X!) is the Lebesgue measure of the set X' = {z : ||z — X|| < 1}.

By application of Lemma 9.1, this yields the following corollary:

Corollary 9.1 Let X be a bounded convex subset of R? with nonempty interior. Then there is a constant
K depending only on a, A\(X*), and d such that

d/a
log Ny (e, C(X), L, (Q)) < K (1)

€

for every r > 1, € > 0, and probability measure @ on R
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Example 9.1 Let 7, = C{[0,1] for 0 < a < 1, the class of all Lipschitz functions of degree v < 1 on
the unit interval [0,1]. Then log N(e, C{[0,1], L2(Q)) < K(1/€)Y/* for all € > 0, and hence F,, is universal
Donsker for a > 1/2. Similarly, for Fy ., = C[0,1]%, we conclude that F, , is universal Donsker if o > d/2.
[It follows from a results of Strassen and Dudley (1 69) that this is sharp in a sense: if o = d/2, then the
class Fy o is not even pre-Gaussian for Q = \ on [0, 1]4]

If we replace the uniform bounds in the definition of the norm used to define the classes C{;(X) by
bounds on L,—norms of derivatives, then the resulting classes of functions are the Sobolev classes W' (X)
defined as follows. For oo € N and p > 1, define

/
1Fllpa = 1fl, + { 3 104112, }
k=«

where L, = L,(X,B,A). If a is not an integer, define

D* f(a) — DFf(y)|?
o=, + 3 [ [ R et daty

The Sobolev space W*(X) is the set of all real valued functions on X with || f|[,.o < co. Let D} (X) =
{f e WHX) || fllp.a < M}. Birman and Solomjak (1967) proved the following entropy bound.

1/p

1/

Theorem 9.2 (Birman and Solomojak). Suppose that & is a bounded, convex subset of R? with nonempty
interior. Then there exists a constant K depending only on r and d such that

d/a
® N DO, < (5

for every € >0 and 1 < g < co when p > d/a, 1 < g < ¢* :=p(1 —pa/d)~! when p < d/a.

Theorem 9.2 has recently been extended to balls in the Besov space Bg . ([0,1]?) by Birgé and Massart
(2000). Here is the definition of these spaces in the case d = 1 following DeVore and Lorentz (1993).
Suppose that [a, b] is a compact interval in R. For an integer r define the rth order differences of a function
f:a,b] — R by

r - -
8q () = 3 () (-0t k)
k=0
where z,z + kh € [a,b]. The L,—modulus of smoothness w,(f,y, [a,b]), is then defined by
b—rh
rlfolathyl? = sw [ AL (Fa)rds for 0.
0<h<yJa

For given o > 0 and p > 0, define || f| 5o by
1fllBs = supy~*w.(f,y,[a,b]), .
y>0

The Besov space B ,([a,b]) is the collection of all functions f € Ly([a,b]) with || f|[ps < oco.
This generalizes to functions on bounded subsets of R? as follows:

Theorem 9.3 (Birgé and Massart). Suppose that p > 0 and 1 < ¢ < co. Let Vi (Bg ([0,1]%) = {f €
By ([0, 1]4) : | fllpe < M}. Then, for a constant K depending on d, «, p, and ¢,

M d/a
‘)

log N(e, Var (B2 o ([0, 1]%), Ly) < K (

provided that a > (d/p —d/q)".
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The results stated so far in this subsection apply to functions f defined on a bounded subset X of
FEuclidean space. By adding hypotheses in the form of moment conditions on the underlying probability
measure, the entropy bounds can be generalized to classes of functions on R%. Here is an extension of this
type for the Holder classes treated for bounded domains in Theorem 9.1.

Corollary 9.2 (Van der Vaart). Suppose that RY = U524 1; is a partition of R¢ into bounded, convex sets
I; with nonempty interior, and let F be a class of functions f : R i R such that the restrictions F]| 1, are
in Cfy, (I;) for every j. Then there is a constant K depending only on «, V, r, and d such that

V+4r
T

log Nii(e, F, L <K1V OO/\Ilv’ﬁM%I%
og Nyj(e, 7, Ln(Q)) < K | — > AI)) QL) 7

Jj=1

For every € > 0, V > d/«, and probability measure Q.

Proof.  See Van der Vaart and Wellner (1996), page 158, and Van der Vaart (1994). O

Monotone Functions

As we have seen in Section 7, the class F of bounded monotone functions on R has Ls(Q) uniform entropy
bounded by a constant times 1/e via the convex hull Theorem 8.4; see Example 8.8. It follows that F is
Donsker for every probability measure P on R. Another way to prove this is via bracketing. The following
theorem was proved by Van de Geer (1991) by use of the methods of Birman and Solomjak (1967).

Theorem 9.4 Let F be the class of all monotone functions f : R — [0, 1]. Then

logN[](e,]:, LT(Q)) < E

€

for every probability measure @, every r > 1, and a constant K depending on r only.

Proof.  See Birman and Solomojak (1967) (they state an approximation result in their Theorem 4.1, page
309, but no entropy bound), Van de Geer (1991) (who realized that the approximation result of Birman and
Solomjak could be translated into an entropy bound), and Van der Vaart and Wellner (1996), pages 159 -
162 for a complete proof. O

The bracketing entropy bound is very useful in applications because of the relative ease of bounding
suprema of empirical processes in terms of bracketing integrals, as developed in Section 7.
Convex Functions and Convex Sets

To deal with convex sets in a metric space (D,d), we first introduce a natural metric, the Hausdorff
metric: for C,D C D, let

h(C, D) = sup d(x, D) V sup d(z,C).
zeC xzeD

When restricted to closed subsets, this yields a metric (which can be infinite). The following result of
Bronstein (1976) gives the entropy of the collection of all compact, convex subsets of a fixed, bounded subset
X of R? with respec to th Hausdorff metric.

Lemma 9.2 Suppose that Cg is the class of all compact, convex subsets of a fixed bounded subset X' of R?
with d > 2. Then there are constants 0 < K; < K5 < oo such that

1\ (=172 1\ (d-1)/2
K, () <log N(e,C,h) < Ko () .

€ €
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Proof.  See Bronstein (1976) or Dudley (1999), pages 269 - 281. O

There is an immediate corollary of Lemma 9.2 for L,(Q) bracketing numbers when @ is absolutely
continuous with respect to Lebesgue measure on X with a bounded density:

Corollary 9.3 Let Cy be the class of all compact, convex subsets of a fixed bounded subset X' of R? with
d > 2, and suppose that @ is a probability distribution on X with bounded density q. Then

1 (@72
IOgN[](G,Cd,LT(Q)) <K (6> ,

for every € > 0 and a constant K depending only on X, ||¢||c, and d only.

Proof. See Van der Vaart and Wellner (1996), page 163. O

Note that for » = 2 the exponent in the bound in Corollary 9.3 is d — 1, which is < 2 for d = 2 (and
hence Cs is P-Donsker for measures P with bounded Lebesgue density), but is > 2 when d > 3. Bolthausen
(1978) showed that Cy is Donsker. Dudley (1984), (1999) section 12.4, studied the boundary case d = 3 and
shows that when P is Lebesgue measure A = A4 on [0, 1]¢, for each § > 0 there is an M = M(§) > 0 such
that

P(||Gplle, > M(logn)'/?(loglogn)~°~1/2) — 1 as n — oo;

it follows in particular that Cs is not A\y— Donsker.

Now consider convex functions f : X — R where X is a compact, convex subset of R?. If we also require
that the functions be uniformly Lipschitz, then an entropy bound with respect to the uniform metric can be
derived from the preceeding result.

Corollary 9.4 Suppose that F is the class of all convex functions f : X — [0, 1] defined on a compact,
convex subset X' of R? satisfying |f(z) — f(y)| < L|jy — z|| for every =,y € X. Then

1\ %2
log N(e. - o) < K1+ 1) (1)
€
for all € > 0 for a constant K that depends on d and the set X" only.

Proof. See Van der Vaart and Wellner (1996), page 164. O

Lower layers

A set C C R? is called a lower layer if and only if 2 € C and y < x implies y € C. Here y < x means
that y; < x; for j =1,...,d where y = (y1,...,yq) and = (x1,...,24). Let LLg denote the collection of
all lower layers in R? with nonempty complement, and let

LLya={LN[0,1)%: L€ LLy LN[0,1]" #O}.

Lower layers arise naturally in connection with problems connected with functions f : R? — R that are
monotone in the sense of being increasing (nondecreasing) in each of their arguments. For such a function
the level sets appear as the boundaries of sets which are lower layers: for ¢t € R

{zreR:: f(x) <t} =C

is a lower layer (if ¢ is in the interior of the range of f?7). Recall that for a metric space (D,d), z € D, and
aset ACD,

d(z, A) = inf{d(z,y) : y € A}.
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Further, the Hausdorff pseudometric h for sets A, B C D is given by

h(A, B) = max{sup d(z, B),sup d(y, A)} .
z€A yeB

It is not hard to show that h is a metric on the class of closed, bounded, nonempty subsets of D.
The following Theorem concerning the behavior of the covering numbers and bracketing numbers for
lower layers is from Dudley (1999), Theorem 8.3.2, page 266.

Theorem 9.5 For d > 2, as € | 0 the following assertions hold:
lOg N(67 ££d,la h) = IOg N(67 Eﬁd,h L1<>\)) = El_d )
and

log Njj(e, LLa,1, L1(N)) < €' 7.

For other results on lower layers and related statistical problems involving monotone functions, see Wright
(1981) and Hanson, Pledger, and Wright (1973).



74 CHAPTER 1. EMPIRICAL PROCESSES: THEORY

Exercises

Exercise 9.1 Prove the assertions in Lemma 9.1.

Exercise 9.2 Suppose that F is the class of all differentiable functions f from [0, 1] into [0, 1] with || f/||ec <
1. Show that for some constant K

K
log N(e, F, | |loo) < — for all e>0.

T €
Hint: Consider approximations of the form

k
f(@) =) elf(Ge)/ell-ryeza(@).

j=1

Exercise 9.3 Suppose that F = {f : [0,1] — [0, 1]|f01(f’(x))2dx < 1}. Show that for A = Lebesgue
measure on [0, 1] there is a constant K so that

K
log N(e, F, La(N)) < —log(K/e) forall e>0.
€

Hint: See Van de Geer (2000), page 22, exercise 2.4
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10 Multiplier Inequalities and the Multiplier CLT

Multiplier Inequalities: the unconditional multiplier CLT
If we write Z; = dx, — P, then the Donsker theorems of Section 7 can be written as

1 & , -
%;Zié(ﬁ} in 1°(F)

where G is a tight Brownian bridge process. Now suppose that £1,...,&, are i.i.d. real random variables
which are also independent of Zi,...,Z, (i.e. independent of Xi,...,X,). The multiplier central limit
theorem asserts that

(1) \}ﬁ;gizﬁ»aG in  (2(F)

where 02 = Var(&). If the & have mean 0 and satisfy a moment condition just slightly stronger than a
second moment, then the multiplier central limit theorem holds if and only if F is a Donsker class.

A more refined version of this set of questions concerns the conditional version of the convergence in
(1), conditionally on Zy, Zs,.... This deeper question turns out to be also true under just slightly stronger
conditions.

These questions have connections to statistical problems and especially to various ways of “bootstrapping”
the empirical process. The theorems themselves are based on the followng “multiplier inequalities”.

For a random variable £, set

[1€]]2,1 =/O P(|¢] > t)dt.

Although |[|-||2,1 is not a norm, there exists a norm that is equivalent to [|-||2,1. It is easily seen (Exercise 10.1)
that [|€]|2.1 < oo implies E|€|? < oo, while E|£|?*? < co implies ||€]|2,1 < oo.

Lemma 10.1 Suppose that Z1, ..., Z, are i.i.d. stochastic processes with E*||Z;||# < oo independent of the

Rademacher variables €y, ..., €,. Suppose that &1,...,&, are i.i.d. mean zero random variables independent
of Z1,...,Z, satistying ||£]|2,1 < co. Then, for any 1 < ng <mn,

I I
—= Z €iZ; —= Z &iZi
v Vi

< _ *
< 2(o—1)E HZIHfEfg%Xn

E*

IN

1
— E'*
~léll

F F

(91

vn

no<k<n F

k
1
+2\/§H§H2’1 max E*Hi E €2;
\/Ei:no

If the &;’s are symmetric about zero, then the constants 1/2, 2, and 21/2 can all be replaced by 1.

Proof. Define €1, ..., €, independent of &1, ...,&, on their own factor of a product probability space. If
the &; are symmetric, then the random variables ¢;|£;| have the same distribution as the &;, and the inequality
on the left follows from

> EBeléil Z
1=1

n

> a6z

E* =E"

<E*
f

F F

n
> &z
— i=1
For the general case, let 1y, . .., 0, be an independent copy of &1, ..., &,. Then ||&|1 = 1&G—Emilly < |€—n:ll1s
so that ||&;]|1 can be replaced by ||€; —n:||1 on the left side. Now apply the inequality for symmetric variables
to the variables & — n;, and then use the triangle inequality to see that

> (& —m)Z > &z
i=1 i=1

E*

< 2FE*
F

e .
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Thus the inequality on the left has been proved. - }
To prove the inequality on the right side, start again with the case of symmetric §;’s. Let & > -+ > &,

be the reversed order statistics of the random variables |£1],. .., |£,]. By the definition of Z1, ..., Z, as fixed

functions of the coordinates on the product space (X", B"), it follows that for any fixed &1, ...,&,,

n n

> el Z: = EePz > eliZi

i=1 i=1

E.E}

P

By the inequality that replaces Fubini’s theorem for outer measures (Lemma 1.2.7 of VAV-W, 1996), the
joint out expectation E* can be replaced by F¢E7. Thus it follows that

> &z
i=1

E*

f

, = EeB| > ez

- E EH &7
P Eeligz ;6251 i

n

> eliZi

1=nN0

IN

(no — 1)E& E*||Z1]| 7 + E*

F

Now write fz = ZZZZ(& — ng) in the second term (with £n+1 = 0) and change the order of summation to
find that the second term equals

n

k
Z (& — &kt1) Z €2 -

E* Z @iz = B |
1=no k=ng 1=ngo
n k
. 1
< E VE(Er — &pp1) p max EY||— Y €7
{k;() T no<kzn ﬁ;o F

Since k = #{i < n : |&] >t} on &y < t < &, the first expectation in the last display can be written as

n

&k oo o0
EY | \/Edtg/o E\/#{ign:|§i|2t}dt§/o VP& > t)dt

k=ng Y Ek+1

by Jensen’s inequality at the last step. Combining these pieces yields the upper bound in the case of
symmetric variables &;.
For asymmetric multipliers &;, first note that

> &z > (& —ni)Zi »
=1 =1

Then apply the bound already derived for symmetric multipliers to the right side in the above display, followed
by use of the triangle inequality and the “corrected triangle inequality” (see Exercise 10.2) || — n]j2,1 <
2v/2||€||2.1 to complete the proof. O

E*

< K"
f

The first application of Lemma 10.1 is to the unconditional multiplier central limit theorem.

Theorem 10.1 Suppose that F is a class of measurable functions on a probability space (X, .4, P). Suppose
that &,...,&, are i.i.d. real random variables with mean zero, variance 1, and ||§1]2,1 < oo, independent
of X1,...,Xn. Then the sequence n=1/23" & (dx, — P) converges to a tight limit process in ¢>°(F) if
and only if F is P—Donsker. When either convergence holds, the limit process in each case is a (tight)
P—Brownian bridge process G.

It is easily seen that under the conditions of Theorem 10.1 the pair of processes

<\/15 > _(0x, = P), % Z&(éxi - P)) = (G,G)

i=1



10. MULTIPLIER INEQUALITIES AND THE MULTIPLIER CLT 7

in £°(F) x £>°(F)) where G and G are independent P—Brownian bridge processes.

Proof. Assume without loss of generality that Pf = 0 for all f € F. Marginal convergence of both
processes is equivalent to F C Lo(P). Thus it suffices to show that the asymptotic equicontinuity conditions
for the empirical and the multiplier processes are equivalent.

If F is Donsker, then its envelope function F is weak-Lo(P): P*(F > x) = o(x™2) as © — o0; see e.g.
Lemma 2.3.9, van der Vaart and Wellner (1996), page 113. By the same lemma convergence of the multiplier
proceses to a tight limit imlies that P*(|¢F| > x) = o(x~2). In particular, P*F < oo in both cases. Since
|€ll2,1 < oo implies F(£2) < oo, it follows that E max;<;<n |£i]/v/n — 0. Using these facts together with the
multiplier inequalities Lemma 10.1 yields

1 1 &
§||§H1 lim sup E* % ; €7;

n—oo

IN

lim sup E*

Fs n— o0

Fs

1 n
7n ;fizi

IN

1k

*

2\/§”€H21 kS;}L)OE \/E;QZZ
for every ng and § > 0. By the symmetrization Lemma 5.1, the Rademacher random variables in these
inequalities can be deleted at the cost of changing the constants by factors of two. This yields the conclusion
that E*||n=Y23"" | Zi||, — 0if and only if E*||n~Y23" & Z;||, — 0. These are the L;— versions
of the asymptotic equicontinuity conditions. By Hoffmann-Jgrgensen’s inequality Proposition 5.4, they are
equivalent to the probability versions. (Also see van der Vaart and Wellner (1996), Lemma 2.3.11, page 115.)
O

Fs

Our second application of Lemma 10.1 will be to prove the converse part of Theorem 6.2.

Proof. (Necessity part of Theorem 6.2). This proof is from Giné and Zinn (1984), pages 981 - 982.
Suppose that F € GC(P). Then by the same argument as for the SLLN in the real-valued case (using the
Borel - Cantelli lemma), we deduce (see Exercise 6.4) that

(a)  ET[[f(X1) = Pfllr <oo.

But the £1(P) boundedness of F means that sup ;. |Pf| < oo, so (a) implies that EF = E|| f(X1)||# < oc.
That is, (i) holds. Then, by the usual facts connected with the SLLN (see Van der Vaart and Wellner (1996),
Exercise 2.3.4, page 120), this implies that

b E (max’“i" F(X’“)> 0.

n
Now by the symmetrization inequality Corollary 5.1 we know that

o1 ea(f(Xy) — Pf)

R

1

ZE*
©
where the convergence on the right side holds since F € GC(P) implies that ||P, — P||z —q.s. 0, which
yields ||P,, — P||# —p 0. This, together with (b) and the Hoffmann-Jgrgensen inequality implies (c) holds.
From (c) it follows that

< E*||P, —Pllr —0

1 < 1 < 13
e leeif(Xi) L < B ;ei(f(Xi) - Pf)Hf—i—E‘n;ei 1P fll-
— 0.
Thus by the multiplier inequality Lemma 10.1, with & ~ N(0,1),
1< 1k
Fli e, < 2Vl max B3 a0, +o)

— 0
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as n — oo (and then ny — o).
But conditionally on the X;’s the process

Zfl Xi) = Zu(f)

is a mean zero Gaussian process with natural Gaussian pseudo-metric p,, 2 given by

— =30 X)) =Po(f — 9)°.

Now for any mean zero Gaussian process Z indexed by a set T, it follows from Sudakov’s inequality Theo-
rem 4.2 that

(@) supey/Iog N(e. T, p) < 3B|Z|z.
e>0

Thus it follows that

p721,2(f1 g) = EE(Zn(f)

Q\H

)

}supe\/logNe]:Lg <3E.5H*Z§z

e>0

and hence also

(e) %E {Egge\/logN €, F, La(P } < 3EH—X:€z

Now it is easily seen that N (e, Far, L2(Pn)) < N(e, F, L2(P,,)), and, on the other hand, that

—>0.

N(e,Far, Lo(Py)) < N(€, Far, Loo(Py)) < (21\/[>n

Thus it follows from (e) that

n n

{1%(224/6)71}1/2 o {<10gN(e7}“z{7L2(]pn))>l/2}

log N (e, F, La(P,,)) ) 1/2}

n

1/2 1/2
LB 0g N(e, Far, La(Pr) = E*{(logN(e’fM’LQ(P"))) <1°gN(€’fM’L2(P"))> }

IN

< <log<2M/e>>”2E*{(
— 0;

i.e. (ii) of Theorem 6.2 holds. O

Conditional Multiplier Central Limit Theorems

While the unconditional multiplier Central Limit Theorem 10.1 is useful, the deeper conditional multiplier
central limit theorems involve conditioning on the original X;’s and examining the convergence properties
of the resulting sums as a function of the random multipliers. The following two theorems are in this spirit,
and are of interest for statistics in connection with the bootstrap.

Theorem 10.2 Suppose that F is a class of measurable functions and that &;,...,&, are i.i.d. ran-
dom variables with mean zero, variance 1, and |£|j2,1 < oo, independent of Xi,...,X,. Let G|, =
n~Y23"  &(6x, — P). Then the following assertions are equivalent:

(i) F is Donsker.

(ii) supgepr, |EcH(G),) — EH(G)| — 0 in outer probability, and the sequence Gj, is asymptotically mea-
surable.
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Theorem 10.3 Suppose that F is a class of measurable functions and that &,...,§, are ii.d. ran-
dom variables with mean zero, varinace 1, and |{|j21 < oo, independent of Xi,...,X,. Let G| =
n~Y/23°"  &i(x, — P). Then the following assertions are equivalent:

(i) F is Donsker and P*||f — Pf||% < cc.

(ii) supgepr, |[EeH(G),) — EH(G)| — 0 outer almost surely, and the sequence E¢H(G;,)* — EcH(G],).
converges almost surely to zero for every H € BL;.

The almost sure multiplier central limit Theorem 10.3(for separable Banach spaces) is due to Ledoux
and Talagrand (1988). Ledoux and Talagrand (1986) show that the L ;—integrability condition on the
multipliers is necessary in general.
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Exercises

Exercise 10.1 Show that for any random variable £ and r > 2 the following inequalities hold: (1/2)||¢]l2 <

[€ll2,0 < (r/(r = 2)) €]l

Exercise 10.2 Show that for any pair of random variables & and 7, the inequality ||€ + 7|3, < 8||£[|3,; +
8mll3.1-
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11 Further Developments: Material Not Covered

Montgomery-Smith Inequalities
Montgomery-Smith inequalities

Alexander’s theorems; Koltchinskii - Dudley theorem:;

Independent but not identically distributed variables and processes

Dependence

U-statistics and U-processes

Donsker Preservation Theorems

Invariance Theorems and Strong Approximation

Laws of the Interated Logarithm

Large deviations theory

Limit Theorems for Ratios

Self-normalized empirical processes
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Chapter 2

Empirical Processes: Applications

1 Consistency of Maximum Likelihood Estimators

We first prove a general result for nonparametric maximum likelihood estimation in a convex class of densities.
The results in this section are based on the papers of Pfanzagl (1988) and Van de Geer (1993), (1996).
Suppose that P is a class of densities with respect to a fixed o—finite measure p on a measurable space
(X, A). Suppose that Xi,..., X, are i.i.d. Py with density py € P. Let

Dn, = argmax P, logp.

For 0 < a <1, let po(t) = t*—1)/(t*+1) for t > 0, p(t) = —1 for t < 0. Then ¢, is bounded and
continuous for each o € (0,1]. For 0 < 3 < 1 define

h(p.q) =1 - /pﬁql‘ﬁdu-
Note that
2 12 1 2
hi,o(p:q) = h°(p,q) = 5/{\/15— VatTdp

yields the Hellinger distance between p and ¢. By Holder’s inequality, hg(p, ¢) > 0 with equality if and only
if p=gq a.e. pu.

Proposition 1.1 Suppose that P is convex. Then
h? D, < (P, — P Pn
17a/2(pn:p0) < (Py 0) | Yo % .

In particular, when o = 1 we have, with ¢ = ¢,

h*(Bnypo) = h3 5By po) < (Pn — Po) <<P <ﬁn>> = (P, — Ry) ( 2Pn > .

Po D + Do

Corollary 1.1 Suppose that {¢(p/po) : p € P} is a Py—Glivenko-Cantelli class. Then for each 0 < o < 1,
hlfoz/2(ﬁn>p0) —a.s. 0.

Proof. Since P is convex and p,, maximizes [P, logp over P, it follows that

B
P,log ———— >
&= )pn + tp1

83
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for all 0 < ¢ < 1 and every p; € P; this holds in particular for p; = pg. Note that equality holds if ¢ = 0.
Differentiation of the left side with respect to ¢ at ¢ = 0 yields

]P’n],{—l <1 for every p; € P.
DPn

If L: (0,00) — R is increasing and ¢ — L(1/t) is convex, then Jensen’s inequality yields

Choosing L = ¢, and p; = pp in this last inequality and noting that L(1) = 0, it follows that

(@)  0<Pnpa(Pn/po) = (Pn — Po)@a(Pn/po) + Fopa(Dn/po) ;

see van der Vaart and Wellner (1996) page 330, and Pfanzagl (1988), pages 141 - 143. Now we show that
_ [ P"—p§ B8, 1-8

b P, = dPy < —(1-— d

(b) 0%a(P/Po) /pa e 0= < /Pop ﬂ)

for 8 =1— «/2. Note that this holds if and only if

P~ 8, 1-8
—1+2/ - podu§—1+/pp du,
P + p° 0

_ P
/pgpl ﬁdu22/p8+papodu-

But his holds if
&)
(}

or

1-6 5 9 P7P0_
~opytp”
With 8 =1 — «/2, this becomes
1 e} e% (o4 « )
508 +9%) 2 56°p" = /o5pe
and this holds by the arithmetic mean - geometric mean inequality. Thus (b) holds. Combining (b) with (a)
t)

yields the claim of the proposition. The corollary follows by noting that p(t) = (t—1)/(t+1) = 2t/(¢t+1)—1.
O

PoP

The bound given in Proposition 1.1 is one of a family of results of this type. Here is another one which
does not require that the family P be convex.

Proposition 1.2 (Van de Geer). Suppose that p,, maximizes P, logp over P. then

h?(Dn, po) < (P, — Py) <\/ﬁ7n 1) 1{po > 0}.
Po

Proof. Since p,, maximizes P, logp,

1 B
0 < f/ log (p) dp,,
2 Jipo>0] Po

Pn 1) dP,, since log(l+z) <=z
Po

= / 1) d(P, — Py) + Py P4 1{po > 0}
po>0] \ | Po po

IA
s~
\
=
VR
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where the last equality follows by direct calculation and the definition of the Hellinger metric A. O

Proposition 1.3 (Birgé and Massart). If p,, maxmizes P, logp over P, then

. 1 Dy +
hQ((pn +p0)/2ap0) < (Pn - PO) <2 IOg <p 2p0p0> 1[P0>0]> )

and

R P, +
h‘Q(pnapo) < 24h2 (pn2p07po> .

Proof. By concavity of log,

1 1 > -1 — )1 .
0g < 2p0 ) [po>0] = 9 0g (p0> [po>0]

Thus

IA

=3
3
N
| =
)
09

1 Dn + D 1 Dn + D
- e (B ) 4 o (B2 )

o SV
g (P22 ) 1) = (L (Pt P/2)

1 An + ~
< (o= ) (g10n (P52 ) s ) - W2 (Pt RO/2).

where we used Exercise 1.2 at the last step. The second claim follows from Exercise 1.4. O

Corollary 1.2 (Hellinger consistency of MLE). Suppose that either {(1/p/po — 1)1{pg > 0} : p € P} or
{% log (pﬂ)o) Ipe>0 : p € P} is a Py—Glivenko-Cantelli class. Then h(pn, po) —a.s. 0.

2po

The following examples show how the Glivenko-Cantelli preservation theorems of Section 6 can be used
to verify the hypotheses of Corollary 1.1 and Corollary 1.2.

Example 1.1 (Interval censoring, case I). Suppose that Y ~ F on RT and T' ~ G. Here Y is the time of
some event of interest, and 7" is an “observation time”. Unfortunately, we do not observe (Y,T'); instead
what is observed is X = (1{Y < T}, T) = (A,T). Our goal is to estimate F, the distribution of Y. Let P
be the distribution corresponding to Fp, and suppose that (A1, 7T1),..., (A, Ty) be iid. as (A, T). Note
that the conditional distribution of A given T is simply Bernoulli(F (7)), and hence the density of (A,T)
with respect to the dominating measure # x G (here # denotes counting measure on {0,1}) is given by

pr(6,t) = F(t)°(1 - F(t)'°.

Note that the sample space in this case is X = {(6,t) : § € {0,1},¢ € RT} = {(1,¢) : t € RT} U {(0,¢) :
t € Rt} := X UX,. Now the class of functions {pr : F ad.f. on RT} is a universal Glivenko-Cantelli
class by an application of Theorem 1.6.7, since on X, pp(1,t) = F(t), while on X, pp(0,t) = 1 — F(¢)
where F' is a distribution F' (and hence bounded and monotone nondecreasing). Furthermore the class
of functions {pr/pr, : F ad.f. on Rt} is Py—Glivenko by an application of Theorem 1.6.6: Take F; =
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{pr : F adf on Rt} and F» = {1/pp,}, and ¢(u,v) = wv. Then both F; and Fy are Py—Glivenko-
Cantelli classes, ¢ is continuous, and H = ¢(F1, F2) has Py—integrable envelope 1/pp,. Finally, by a further
application of Theorem 1.6.6 with ¢(u) = (¢t — 1)/(t + 1) shows that the hypothesis of Corollary 1.1 holds:
{¢(pr/pr,) : F adf. on Rt} is Py—Glivenko-Cantelli. Hence the conclusion of the corollary holds: we
conclude that

h2(pﬁ‘\"7pFo) —a.s 0 as n— oo.

Now note that h?(p,po) > d% (p,po)/2 and we compute

drv (g pr) = / Fut) — Fo(0)|dG(1) / 11— B (t) — (1— Fy(6)]dG(0)
/ Bult) — Fo(H]dG(1)
so we conclude that

J1B.(0) = Fo(0ldG(®) ... 0
as n — oo. Since F, and Fy are bounded (by one), we can also conclude that

[ 1Ba®) - F®Fd6(6) —u..0

for each r» > 1, in particular for r» = 2.

Example 1.2 (Mixed case interval censoring). Our goal in this example is to use the theory developed so
far to give a proof of the consistency result of Schick and Yu (2000) for the Maximum Likelihood Estimator
(MLE) F,, for “mixed case” interval censored data. Our proof is based on Proposition 1.1 and Corollary 1.1.

Suppose that Y is a random variable taking values in RT = [0, c0) with distribution function F € F =
{all df’s F on R™}. Unfortunately we are not able to observe Y itself. What we do observe is a vector of
times T = (Tk 1, ..., Tk, k) where K, the number of times is itself random, and the interval (T ;—1, Tk ;]
into which Y falls (with Tk = 0, Tk x+1 = 00). More formally, we assume that K is an integer-valued
random variable, and T = {7} ;,j =1,...,k,k=1,2,...}, is a triangular array of “potential observation
times”, and that Y and (K,T) are independent. Let X = (Ag,Tk, K), with a possible value x = (0, tg, k),
where Ay = (Ahl» .. -;Ak,k) with Ak,j = 1(Tk,j,1,Tk,j](Y>7 i=1,2,....k+ 1, and T} is the kth row of the
triangular array T'. Suppose we observe n i.i.d. copies of X; X1, Xo,..., X, where X; = (A%)( ),TI(Q ),K(i)),
i=1,2,...,n. Here (Y(i),z(i),[((”), i=1,2,... are the underlying i.i.d. copies of (Y,T, K).

We first note that conditionally on K and Tk, the vector Ax has a multinomial distribution:

(Ak|K,Tk) ~ Multinomial g 11 (1, AFk)
where

AFg = (F(Tk1), F(Tk2) — F(Tk1),..., 1 — F(Tk x)) -
Suppose for the moment that the distribution Gy, of (Tx|K = k) has density g and pr, = P(K = k). Then
a density of X is given by

k+1

(1) pr(@) =pr( i k) = [T(F ;) = Ftr-1))% ge(O)p

j=1
where ti 0 = 0, tg,1+1 = 00. In general,
k+1
pr(@) = pr0te k) = [[(Flte;) = F(te;-0)%
j=1
k+1

(2) = Zam (thg) — Fltej-1))
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is a density of X with respect to the dominating measure v where v is determined by the joint distribution
of (K,T), and it is this version of the density of X with which we will work throughout the rest of the paper.
Thus the log-likelihood function for F' of X1,..., X, is given by

n K®41
1 1 i i i
—(F1X) = gz > AR, log (F(TI(<2">,J') - F(T;Ei),jfl)) = Pompe
i=1 j=1
where
K+1 K+1
mp(X) = Y Ag;log(F(Tk;) — F(Tk ;1)) = Y Ax jlog (AFk )
j=1 j=1

and where we have ignored the terms not involving F. We also note that

K+1
Pmp(X) =P (Y AFk;log(AFk ;)

Jj=1

The (Nonparametric) Maximum Likelihood Estimator (MLE) F, is the distribution function F, (t) which
puts all its mass at the observed time points and maximizes the log-likelihood I,,(F|X). It can be calculated
via the iterative convex minorant algorithm proposed in Groeneboom and Wellner (1992) for case 2 interval
censored data.

By Proposition 1.1 with a = 1 and ¢ = ¢; as before, it follows that

W(pg,pr) < Bn— 1) (0(p5, /pm))
where ¢ is bounded and continuous from R to R. Now the collection of functions
g= {pF . Fe .7:}

is easily seen to be a Glivenko-Cantelli class of functions: this can be seen by first applying Theorem 1.6.7
to the collections Gy, kK = 1,2,... obtained from G by restricting to the sets K = k. Then for fixed
k, the collections G = {pp(d,tr, k) : F € F} are Py—Glivenko-Cantelli classes since F is a uniform
Glivenko-Cantelli class, and since the functions pg are continuous transformations of the classes of functions
x — 0y, and ¢ — F(ty;) for j = 1,...,k+ 1, and hence G is P—Glivenko-Cantelli by Theorem 1.6.6.
Note that single function pg, is trivially Py— Glivenko-Cantelli since it is uniformly bounded, and the single
function (1/pr,) is also Pp— GC since Py(1/pg,) < oo. Thus by Proposition 1.6.2 with ¢ = (1/pF,) and
F=G={pr: F < F}, it follows that ¢’ = {pr/pr, : F € F}. Is Py—Glivenko-Cantelli. Finally another
application of Theorem 1.6.6 shows that the collection

H={elpr/pr,): F €T}
is also Py-Glivenko-Cantelli. When combined with Corollary 1.1, this yields the following theorem:
Theorem 1.1 The NPMLE ﬁn satisfies

h(pﬁn7pFo) —a.s. 0.

To relate this result to a recent theorem of Schick and Yu (2000), it remains only to understand the
relationship between their L; (1) and the Hellinger metric h between pr and pr,. Let B denote the collection
of Borel sets in R. On B we define measures p and p, as follows: For B € B,

M=

(3)  wB)=) PE=k)

k=1 j

P(de € B|K = k),
1
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and

fe'e) k
(4) i(B) =Y P(K=Fk); > P(Ty; € BIK =k).

k=1 j=1

??‘M—t

Let d be the Lq(u) metric on the class F; thus for Fy, Fy € F,

d(Fy, Fy) /|F1 (ldu(t).

The measure p was introduced by Schick and Yu (2000); note that yu is a finite measure if E(K) < co. Note
that d(Fy, F») can also be written in terms of an expectation as:

K+1
() d(F,F) = Z |F1(Tk,j) — Fa(Tk )

As Schick and Yu (2000) observed, consistency of the NPMLE F, in L1 (p) holds under virtually no further
hypotheses.

Theorem 1.2 (Schick and Yu). Suppose that F(K) < co. Then d(ﬁn, Fy) —4.5. 0.

Proof. We will show that Theorem 1.2 follows from Theorem 1.1 and the following Lemma.

Lemma 1.1 {/|F ngu} < (PF s PF,) -

Proof. We know that

W (pp ,pm) < drv(ps pr) < V2h(pg  PR,)
where, with yr0 = —00, yx,kr1 = 00,

k+1

Z/{ [Faj) — Fu(yn 1))

— [Fo(yn;) — Folyr,j—1)]"*}2dGr(y)

o0
h pF apFo ZP
k=1

while
o k+1
drv(pg, ,pr,) = Y P(K Z/| (W) = Fu(Wr 1))
k=1
— [Fo(yw,j) — Fo(yr,;—1)]|dGr(y) -
Note that
k+1 N .
> Fu(kg) = Fayr—1)] — [Fo(yk.;) — Fo(yk,j—1)]]
=1
k+1 N
= Y (Fn = Fo) (kg1 uegll > max |Fu(ye) — Folye)l,

- 1<j<k+1
j=1
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so integrating across this inequality with respect to G (y) yields

k+1 R R
S~ [ 1Fa5) = Fulwng)) = [Folons) - Folos-)]| 4G (w)

> s [ |Paloes) = o) 4G o)

1<5<k
1 F
= ;Z/Wn(yk»j) = Fo(Yr.j)l dGrj(yr5) -
j=1
By multiplying across by P(K = k) and summing over k, this yields

drv (g piy) z/|ﬁn—Fo|dﬁ,

[f -]

The measure [ figuring in Lemma 1.1 is not the same as the measure p of Schick and Yu (2000) because of
the factor 1/k. Note that this factor means that the measure i is always a finite measure, even if E(K) = oo.
It is clear that

fi(B) < u(B)

for every Borel set B, and that g << fi. The following lemma (Lemma 2.2 of Schick and Yu (2000)) together
with Lemma 1.1 shows that Theorem 1.1 implies the result of Schick and Yu once again:

and hence

(a‘) hQ(pﬁnapFo) >

N |

O

Lemma 1.2 Suppose that g and fi are two finite measures, and that g, g1, g2, . . . are measurable functions
with range in [0,1]. Suppose that p is absolutely continuous with respect to ji. Then [ |g, — gldi — 0
implies that [ |g,, — g|du — 0.

Proof. Write
du
/Ign —gldp = / |9 — gldifdu
m

and use the dominated convergence theorem applied to a.e. convergent subsequences. O

Example 1.3 (Exponential scale mixtures). Suppose that P = {Pgz : G a d.f. on R} where the measures
Pg are scale mixtures of exponential distributions with mixing distribution G:

pc(z) = /OOO ye *dG(y) .

We first show that the map G — pg(x) is continuous with respect to the topology of vague convergence
for distributions G. This follows easily since kernels for our mixing family are bounded, continuous, and
satisfy ye™®¥ — 0 as y — oo for every x > 0. Since vague convergence of distribution functions implies
that integrals of bounded continuous functions vanishing at infinity converge, it follows that p(z;G) is
continuous with respect to the vague topology for every x > 0. This implies, moreover, that the family
F ={pc/(pc +po) : G isad.f. on R} is pointwise, for a.e. x, continuous in G with respect to the vague
topology. Since the family of sub-distribution functions G on R is compact for (a metric for) the vague
topology (see e.g. Bauer (1972), page 241), and the family of functions F is uniformly bounded by 1, we
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conclude from Lemma 1.6.1 that Nyj(e, 7, L1(P)) < oo for every € > 0. Thus it follows from Corollary 1.1
that the MLE én of Gy satisfies

h(pénapGg) —a.s. 0.

By uniqueness of Laplace transforms, this implies that @n converges weakly to G with probability 1. This
method of proof is due to Pfanzagl (1988); in this case we recover a result of Jewell (1982). See also Van de
Geer (1999), Example 4.2.4, page 54.

Example 1.4 (k-monotone densities). Suppose that P, = {Ps : G a d.f. on R} where the measures Py
are scale mixtures of Beta(l, k) distributions with mixing distribution G:

pc(w)=/oooy(1—y,f)i_ldG(yF/ok/Iy(l—y;)k_ldG(y% x>0.

With k£ = 1, the class P; coincides with the class of monotone decreasing functions on R studied by Prakasa
Rao (1969); the class Po corresponds to the class of convex decreasing densities studied by Groeneboom,
Jongbloed, and Wellner (2001). Of course the case k = oo is just Example 1.3. To prove consistency of the
MLE, we again show that the map G — pg () is continuous with respect to the topology of vague convergence
for distributions G. This follows easily since kernels for this mixing family are bounded, continuous, and
satisfy y(1 —yx/ k)lj__l — 0 as y — 0 or oo for every > 0. Since vague convergence of distribution functions
implies that integrals of bounded continuous functions vanishing at infinity converge, it follows that p(z; G)
is continuous with respect to the vague topology for every x > 0. By the same argument as in Example 1.3
it follows that Npj(e, F, L1(P)) < oo for every € > 0, and hence from Corollary 1.1 that the MLE G, of Go
satisfies

h(p@napGo) —a.s. 0.

This implies that 7(Gn, Go) —a.s. 0 for any metric 7 for the vague topology (see Exercise 1.5), and hence

that dgr(Gp,Go) —a.s. 0 (since Gg is a proper distribution function). This gives another proof of a result
of Balabdaoui (2003).

Example 1.5 (Current status competing risks data). Suppose that (X1, Xs,...,Xs,T) is a J + 1—vector
of non-negative, real valued random variables. We assume that T is independent of (Xi,..., X ), and that
T ~ G. Let X1y be the minimum of X1, Xo,..., X, let F; be the cumulative incidence function for X,

Fj(t) = P(Xj < t,Xj = X(l)),
and define
St =1-> Fi(t)y=1-F(t).

j=1
Let A} = 1{X; = Xq)} and A; = 1{X(y) <T}A] for j=1,...,J. Suppose we observe

(Ar,...,AyT).

Finally, set A. = Zj:l Aj = 1{X ) < T}. Then, conditionally on T' = ¢ the distribution of (Ay,..., Ay, 1~
A.) is Multinomial:

(Al,...,AJ,l - A) ~ MultJ+1(1,(F1(t),,FJ(t),S(t))) .

Note that the F};’s are monotone nondecreasing, while S is monotone nonincreasing. Thus the joint density
pr for one observation is given by

J+1
pF(617' <. 75J,5J+17t) = H Fj(t)éj
j=1
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with respect to # x G where # denotes counting measure on {0,1}/*1 §;,; =1~ 67 and F;4y = S, and
F = (Fy,...,Fy) € Fy, the class of J—tuples of nondecreasing functions summing pointwise to no more
than 1.

Suppose we observe
(Ali,...,A‘]i,Ti), i:l,...,n

iid. as (Ay,...,A;,T). Our goal is to estimate F},...,F;. These models are of current interest in the
biostatistics literature; see e.g. Jewell and Kalbfleisch (2001) or Jewell, van der Laan, and Henneman (2001).

This is a convex model, so Proposition 1.1 and Corollary 1.1 apply. To show that the class of functions
{¢pr/pr,) : F = (F1,...,F;) € F;} is Py—Glivenko-Cantelli, we first use Theorem 1.6.7 applied to
{pr : F € F;} and the partition {X ;-]ill where X; = {(0,...,1,0,...,0,t) : t € R} where the 1 is in the
Jjth position for j = 1,...,J and X;11 = {(0,...,0,¢) : t € R}. Then the functions pr|x, are bounded
and monotone nondecreasing for j = 1,...,J, and bounded and monotone nonincreasing for j = J + 1, and
hence are (universal) Glivenko-Cantelli. The conclusion from Theorem 1.6.7 is that P = {pp : F € F} is
Glivenko-Cantelli. The next step is just as in both Examples 1.1 and 1.2: since 1/pp, is Py = Pp, integrable,
the collection P is uniformly bounded, and ¢(u,v) = wv is continuous, it follows from Proposition 1.6.2
that P/pr, = {pr/pr, : F € F;} is Py—Glivenko-Cantelli. Finally, it follows from Theorem 1.6.6 that
{o(pr/pFy) : F € Fy} with ¢(t) = (t —1)/(t + 1) is Py—Glivenko-Cantelli. We conclude that

hpp sPFR) —as 0 as m—oo.

By the familiar inequality relating Hellinger and total variation distance, we conclude that

J+1
drv (v, pm) = 3, [ 1Fui(®) = Fay(0]dG(t) —.. 0.
j=1

Example 1.6 (Cox model with interval censored data). Suppose that conditional on a covariate vector Z,
Y has conditional survival function

L= F(y2) = (1= F(y))™>"?

where 8 € R%, Z € R%, and F is a distribution function on RT. For simplicity of notation we will write this
in terms of survival functions as S(y|z) = S(y)*P( 2. Suppose that conditional on Z the pair of random
variables (U, V) has conditional distribution G(:|Z) with P(U < V|Z) = 1, and the conditionally on Z the
pair (U, V) is independent of Y. Finally, suppose that Z has distribution H on R%. Suppose that we observe
only i.i.d. copies of X = (A1, Ay, A3, U, V, Z) where

A= (A1, A2,A3) = (1jo,03(Y), Lz, v)(Y), Lv,00) (V) -

Based on X1,...,X, i.i.d. as X our goal is to estimate 3 and F'.
The parameter space is © = R? x {all d.f.’s on R*}. The conditional distribution of A given U,V, Z is
just multinomial with one trial, three cells, and cell-probabilities

(1-S(U12),5U|z) - 5(V|Z),5(V|Z)).
Thus
pp.r(0,u,v,2) = (1= 5(ul2))’ (S(ul2) — S(v]2))* S (v]2)*

with respect to the dominating measure given by the product of counting measure on {0,1}3 x G x H.
As in the previous examples, we first use Theorem 1.6.7 applied to {pg r : Fa d.f. on RT, 3 € R?}, and
the partition {&; }?:1 where X corresponds to d; = 1 for j = 1,2,3. On A the class of functions we need

to consider is {1 — S(t)e"p(ﬂTz) : Fadf. on Rt g€ R%}. Up to the leading constant 1, this is of the form
#(G1,G2) where Gy = {S=1—F: Fadf on Rt} Go = {exp(8T2: B € R}, and é(r,s) = 7°. Now G
is a universal Glivenko-Cantelli class (since it is a class of uniformly bounded decreasing functions), and Gy
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is a Glivenko-Cantelli class if we assume that 8 € K C R? for some compact set K. Then |37Z| < M|Z|
for M = supgcg |B| is an envelope for 7Z, and hence Ga(x) = exp(M|z]) is an integrable envelope for
exp(fTz, p € K if Eexp(M|Z|) < oo. Thus Gy is P—Glivenko-Cantelli under these two assumptions.
Furthermore, all the functions ¢(g1,g2) = ¢{* with g; € G; for i = 1,2 are uniformly bounded by 1. We
conclude from Theorem 1.6.6 that the class {pg r(1,0,0,u,v,2): Fad.f. on RT, 3 € K} is a P—Glivenko-
Cantelli class of functions under these same two assumptions. Similarly, under these same assumptions
the class {ps r(0,0,1,u,v,2) : Fadf onR", 3 € K} is a P—Glivenko-Cantelli class of functions, and
so is {pg,r(0,1,0,u,v,z) : Fad.tf onR", 8 € K} since it is the difference of two P—Glivenko-Cantelli
classes. Much as in Examples 1.1 and 1.2 it follows that {p(pg,r/pg,,;,) : F ad.f. onRY, g € K} is
P—Glivenko-Cantelli where ¢(t) = v/%.
Thus it follows from Proposition 1.2 that the MLE 6,, = (Bn, ﬁn) satisfies

h(ps. 7. PpoFo) —as. 0.

Since convergence in the Hellinger metric implies convergence in the total variation metric, the convergence
in the last display implies that the total variation distance also converges to zero where

drv(pg, 7, PBo.Fo)
/ ‘ G, ()P Brz) _ G ()exP(Ao2)

dG(u,v|z)dH ()
+ /‘gn(u)cxp(BnZ) _ §n(v)cxp(5nZ) _ (So(u)cxp(ﬁOZ) _ SO(U)CXP(ﬁoz)) dG(u,v|2)dH (2)
+ /‘gn(v)exp(ﬁnd — S (v)exP(Bo2)

(1) > /‘é\n(t)exp(ﬁnd _ So(t)exp(ﬁoz)

dG(u,v|z)dH (z)

du(t, z) .

In this last inequality of the last display we have dropped the middle term and combined the two end terms
by defining the measure z on R x R? by

/GAxV|)dH /GuxA|)dH()
PUeA ZeC)+PVeA Ze() for AeB, CehBy.

u(A x C)

We will examine the special case in which d = 1 and Z takes on the two values 0 and 1 with probabilities
1 —p and p respectively with p € (0,1). We will assume, moreover, that F' is continuous. In this special case
the right side of (1) can be rewritten as

/‘gn(t)eXp(BnZ) _ So(t)eXp(BOZ)

du(t, z)

@) _ An(t) B So(t)‘ du(t,0) + / ‘gn(t)exp(én) _ So(t)exp(ﬁo) du(t,1).

Since the left side of (1) converges to zero almost surely, we conclude that S, (t (t) —as So(t) for p(-,0) a.e.
t. If p(-, 1) < u(-,0), then it follows immediately by dominated convergence that

/‘S exp(ﬂn — So(t)ePho)

du(t,1) —as. 0,
and hence also, from (2), that
/‘So(t)exp(ﬁn) — Sp(t)exp(8o)

If p((supp(S0))°, 1) > 0 (where (supp(Sp))° denotes the interior of the support of the measure corresponding
to Sp, this implies that 38, —4.5. Go.

du(t,1) —4.5. 0.
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Exercises

Exercise 1.1 Show that for any two probability measures
W*(P.Q) < dry(P,Q) < V2h(P,Q)(1 - (1/2)h*(P,Q))"/* < V2h(P,Q)
where dry (P, Q) = (1/2) [ |p — g|ldu = sup 4 |P(A) — Q(A)| for any measure p dominating both P and Q.

Exercise 1.2 Show that for any two probability measures P and @, the Kullback-Leibler “distance” K (P, Q) =
P(log(p/q)) satisfies

K(P,Q) > 2h*(P,Q) > 0.

Exercise 1.3 Show that

K(PaQ) > 2(dTV(PaQ))2

with d7y as defined in Exercise 1.1.

Exercise 1.4 Show that for any nonnegative numbers p and ¢,
20)"% = (p+ )2 < [p"? = P < (1 +V2)|(20)'% = (0 + )2

This implies that for measures P and @ the Hellinger distances h(P, Q) and h(P, (P + Q)/2) satisfy
21h*(P, (P + @Q)/2) < h*(P,Q) < 2(1+ V2)?h*(P, (P + Q)/2) < 12h*(P, (P + Q)/2).

Hint: To prove the first inequalities, prove them first for p = 0. In the second case of p # 0, divide through
by p and rewrite the inequalities in terms of » = ¢/p, then (for the inequality on the right) consider the cases
r>land 0<r < 1.

Exercise 1.5 We will say that 6 is identifiable for the metric 7 on © D © if for all § € O, h(ps,ps,) = 0
implies that 7(0,6y) = 0. Prove the following claim: Suppose that © C © where (O, 7) is a compact metric
space. Suppose that 8 — py is p—almost everywhere continuous and that 6y is identifiable for 7. Then
h(pe,, ,po,) — 0 implies that 7(6,,00) — 0. Hint: See van de Geer (1993), page 37.
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2 M-Estimators: the Argmax Continuous Mapping Theorem

Suppose that M,, and M are stochastic processes indexed by a metric space H; typically M, (h) = P, my, for
a collection of real-valued functions my, defined on the sample space and M is either a deterministic function
(such as M(h) = P(my,) or a (limiting) stochastic process. We suppose that

h,, = argmax M,, (h) and h = argmax M(h)
are well-defined. In the most basic version of this set-up we frequently begin with thinking of M, (0) =
P, logpg and M(0) = Pylogpy for 6 C ©; i.e. my = logpy.

Lemma 2.1 Suppose that A, B C H. Assume that h € H satisfies

M(h) > sup M(h)= sup M(h)
h¢G,he A heGeNA

for all open G with hed. Suppose that h,, satisfies
M., (hy,) > sup M, (k) — 0,(1).
h

If M,, = M in ¢*°(A U B), then for every closed set I’

limsup P*(h, € FNA) < P(h e FUB®).

n—oo

If M,, = M in £*°(H), then we can take A = B = H to conclude that, by the portmanteau theorem for weak
convergence, h, = h.

The following theorem follows from Lemma 2.1.

Theorem 2.1 Suppose that M,, = M in £*°(K) for every compact K C H. Suppose that h — M(h) is upper

semicontinuous and has a unique point of maximum h. Suppose, moreover, that M, (h,) > sup, M, (h) —
op(1), and h,, is tight (in H). Then

ﬁnéﬁ in H.

We will use this theorem in two different ways:

A. First scenario: H = ©, M,,(0) = P,,mg, M(6) = Pymy deterministic. Here h,, =0, and h = 6y and often
mo(z) = logpy(z) for x € X, 0 € ©.

B. Second scenario: H = 9(90)7 Mn(h) = 8,(M,, (0o + r,;*h) — M,,(6p)) for some sequences 1, — oo and

$n — 00 (often s, = r2), and M(h) is random. In this case h, = rn(f, — 69) and h = argmax M(h) is also

random. For ©(6y) we can often take the collection {h : 6; — 6y — th = o(t) for some {6;} C O}.

Proof. (Lemma 2.1). Suppose that F' is closed. By the continuous mapping theorem it follows that

sup M, (h) —sup M, (h) = sup M(h) — sup M(h).
heFNA heB heFNA heB

Now
{hn€e FNA} = {hne FNAYN {|Myllpaa > [Ma]ls — 0p(1)}
U {hn € FOA}N {|IMallpna < [IMal5 — 0p(1)}
where the second event implies

Mo (hn) < |Mallraa < [Malls = 0p(1) < |Mallzr — 0,(1)
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and hence is empty in view of the hypothesis. Hence
{hn € F N A} C {|IMyllrra > [IMy]|5 — 0,(1)},

and it follows that

limsup P(h, € F N A) limsup P(||M,,||rna > M, |5 — 0p(1))

n—oo n—oo

P(|[M][pna > [[M]|p)
< P(he FUB®);

IA

to see the last inequality, note that

{HGFUBC}C = {her}n{ien}

{her 0B} {IMlrma < M|z}

u{he Fen By N {IMllraa > M5}
(M na < M]3}

O{M(B) > [Mllpna > M5 >M(E)}
= {IMlrna < [M]5}UD.

N

Proof.  (Proof of Theorem 2.1.) Take A = B = K in Lemma 2.1. Then

M(h) > sup M(h).
heGeNK

(If not, then there is a subsequence {h,,} C G°N K which is compact satisfying M(h,,) — M(h). But we
can choose a further subsequence (call it h,, again) with h,, — h € G° N K since K is compact, and then

M(h) = lim M(hy,) < M(h)

by upper semicontinuity of M, and this implies that there is another maximizer. But this contradicts our
uniqueness hypothesis.) By Lemma 2.1 with A = B =K,

limsup P(h, € F) < limsupP(h, € FNK) +limsup P(h, € K°)

n—o0 n—oo n—00

< P(he FUK®) +limsup P(h, € K°)

n—oo

< P(heF)+ P(he K +limsup P(h, € K°)

n— oo

where the second and third terms can be made arbitrarily small by choice of K. Hence, we conclude that

limsup P(h, € F) < P(h € F),

n—o0

and we conclude from the portmanteau theorem that h,=hin H. O

By using this theorem in the set-up of our first scenario yields the following corollary concerning consis-
tency.
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Corollary 2.1 Suppose that M, are stochastic processes indexed by © and suppose that M : © — R is
deterministic.
A. Suppose that:
(i) M, — Ml — 0.
(ii) There exists 6y € © such that M(fy) > supgge M(0) for all G open with 0y € G.
Then any 6, with M, (6,) > [|[M,|le — op(1) satisfies 0,, —p 6.
B. Suppose that [|M, — M| x —, 0 for all K C © compact, and 6 — M(6) is upper semi-continuous

with a unique maximum at 6. Suppose that {0,,} is tight. Then 6, —p 6.

Proof. This follows immediately from Theorem 2.1. O

Suppose that an estimator 6,, maximizes the criterion function 6 — M, (). Then the preceding theorem
will often be applied to a rescaled and “localized” criterion function

where 6 is the “true” value of 0, r,, — 00, and s, — oco. If this new sequence of processes converges weakly,
then Theorem 2.1 will yield a limit theorem for h,, = 7, (6, — 6p). Thus we will typically proceed in steps in
studying an M — estimator 6,,.

Step 1: Prove that én is consistent: én —p Bo;

Step 2: Establish a rate of convergence r,, of the sequence én, or equivalently, show that the sequence of
“local estimators” h,, = r,(0, — o) is tight;

Step 3: Show that an appropriate localized criterion function M, (k) as in (1) converges in distribution (i.e.
weakly) to a limit process M in £>°({h : ||h| < K}) for every K. If the limit process M has sample
functions which are upper-semicontinuous with a unique maximum A, then the final conclusion is that
the sequence ry, (6, — 6g) = h.

Example 2.1 (Parametric maximum likelihood). Suppose that we observe Xi,...,X,, from a density py
where € © C R%. Then the maximum likelihood estimator 6, (assuming that it exists and is unique) satis-
fies M, (0,,) = supgee M, (0) where M., () = n=' Y27 log pg(X;) = Pmg(X) with mg(z) = log pe(z). If pg
is smooth enough as a function of 6, then the sequences of local log-likelihood ratios is locally asymptotically
normal: under Py = Py,

> log P (x)
im1 Do,

I 1
- h’% > (X)) - S T(00)h + op,(1).
=1

n (V00 + Y20~ 11,00))

where [y is the score function for the model (usually Vg logpg), and () is the Fisher information matrix.
The finite dimensional distributions of the stochastic processes on the right side of the display converge in
law to the finite-dimensional laws of the Gaussian process

1
M(h) = WA = SHI(8)h
where A ~ Ny(0,I(6y)). If 6y is an interior point of ©, then the sequence h,, = v/n(6,,—0y) typically converges

in distribution to the maximizer h of this process over all h € R?. Assuming that I(f) is invertible, we can
write

M) = —5(h — I 0)AY T(00)(h — 7 (80)A) + AT (80)A,
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and it follows that M is maximized by h = I=(0y)A ~ Ny(0,171(6)) with maximum value FA'T7(6p)A.
If we could strengthen the finite-dimensional convergence indicated above to convergence as a process in
>({h: ||h]] < K}), then the above arguments would yield

iln = \/ﬁ(én - 6‘0) —d iL ~ Nd(O, 1_1(90)) .

We will take this approach in Sections 2.3 and 2.4.

The classical results on asymptotic normality of maximum likelihood estimators make the convergence
in the last display rigorous by specifying rather strong smoothness conditions. Our approach in Sections 2.3
and 2.4 will follow van der Vaart (1998), theorem 5.39, page 65; this will yield a theorem under considerably
weaker smoothness hypotheses than the classical conditions.
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Exercises

Exercise 2.1 Show that if M : © — R is upper semicontinuous on a compact metric space ©, then it achieves
its maximum value. If it achieves its maximu value at a unique point 6o, then M () > supyeq M(0) for
every open set G containing 6.

Exercise 2.2 Suppose that O is a measurable subset of R?, and suppose that M,, is a separable stochastic
process that converges pointwise in probability to a fixed function M. Suppose that

M, (61) — My, (62)] < M,,[|61 — 62|

for random variables M, satisfying sup,, M, < oo almost surely. Suppose further that M(0) is upper
semicontinuous and has a unique maximum at §p. Show that if 6,, nearly maximizes M,,(0) and 6,, = O,(1),
then 6, —p 6. Hint: See Van der Vaart and Wellner (1996), page 308.

Exercise 2.3 Suppose that O is a subset of Euclidean space and that M, are separable stochastic processes
indexed by 6 € © that converge pointwise in probability to a fixed function M. Suppose that M,, is strictly
concave for every n, that M is strictly concave, and that the unique maximizer 6y of M is in the interior of
O. If 0, nearly maximizes M, (6), then 0, —p bo.
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3 Rates of Convergence

Now assume that 6y is a point maximizing M(6). When M is sufficiently smooth, the first derivative of M
vanishes at 6y and the second derivative is typically negative definite. Hence it is very natural to assume
that

(1) M(6) —M(b) < —d*(0,60)

for 6 in a neighborhood of 8y. Here is our first theorem yielding rates of convergence.

Theorem 3.1 (Rate of convergence). Suppose that {M,, : n > 1} are stochastic processes indexed by a
semimetric space © and M : © — R is a deterministic function satisfying (1) for every 6 in a neighborhood
of 0y. Supose that for every n and d < &y small, the centered process M,, — M satisfies

C IV 6 (0)
@) B swp |0 —1O(0) — (4~ 10)(00)] S 7

where ¢,, are functions satisfying § — ¢,,(0)/0% is decreasing for some a < 2 (not depending on n). Suppose
that r,, satisfies

1
72 b (1") <+/n  forevery n.
n

If 6,, satisfies Mn(én) > M, (60) — Op(r,; %) and converges in (outer) probability to 6, then rnd(é\n,ﬁo) =
O;(1). If the given conditions hold for every 6 and , then the hypothesis that 0,, is consistent is unnecessary.

In the i.i.d. case, M, (0) = P,mg, M(0) = Pymyg, v/n(M,, — M)(8) = G,,;myg, and the key condition (1)
becomes

ET|Gn [ ms00) S ¢n(9)
where M;(00) = {mg —my, : d(0,6p) < 0}.

Example 3.1 If ¢,(5) = 6°, then
2 ¢ (1)) = 1"3;’6 < nl/?

1
for the choice 1, = n?@-# = n". Here is a table of some frequently occurring values of 5 and ~.

Table 2.1:
A% Ié) 0 name / situation
“0” 1 1/2 classical smoothness
1 1/2 1/3 monotone in R, Lip(1) on [0, 1]
1/2 3/4 2/5 | convex in R, bounded second derivative on [0, 1]
d/2 || 1—=d/4 | 2/(d+4) convex (and Lipschitz) in R?
4/3 1/3 3/10 convex hull of upper left orthants in R?

Proof. For simplicity, assume that 6, = argmax M, (#). For each n, partition © \ {6y} into “shells”
{Sn,; : j € Z} defined as follows:

S, =1{0€©:277 <r,d0,00) <27}, jEZL.

If rnd(én, 6p) > 2M for some M, then 0, € Shp,; for some j > M, and hence SUpges, (M,,(0) —M,,(69)) > 0.
We want to show that

lim sup P*(r,d(0,,,60) > 2M) — 0 as M — .

n—oo
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But
P*(Tnd(ém@o) > 2M) S P*(Tnd(énaeo) > 2M; Tnd(émeo) S 2J)
+ P¥( rnd(én,ﬁo) >27 > Nrn/2)
> P ( sup (M, (6) — M, (6y)) > o) + P*(2d(0,,00) > 1) .

M<j<J 0€5n.5

IN

Suppose that we choose 1 so small that the condition given by (1) holds for d(6,60y) < n, and the second
condition (2) holds for all § < 7. Then, for every j in the sum, and all § € S, ;

22(3-1)

rz

Thus in terms of the centered process W, (0) = (M, (0) — M(#)), the sum is bounded by
92j—2

N (LAORAC ="

M<j<J n

< Z ®n 2]/rn

223 2 '
M<j<J

M(6) — M(6o) < —d*(0,00) < —

Z 2%y, (1 /1012 "' o—(2j-2)
M<j<J vn

< 422]@—23‘_)0 as M /" oo;
i>M

IN

where we used the definition of r,, together

Pn(cd) < $n(0)
(co)> — oo

for ¢ > 1 to conclude that ¢, (cd) < c*¢,(5). O

For the case of a Euclidean parameter space and i.i.d. observations, the condition (1) holds if the
function M () = Pmy is twice continuously differentiable at the point of maximum 6y with non-singular
second-derivative matrix. The second condition can be verified via the bounds of Theorems 7.2 and 7.6; in
the present case they yield

3) Ep|Gullms S J (1 Ms)(P*MF)2,

~

(4) BplIGullats S Jy(1, M, La(P))(P* ME)2,

where M is an envelope function for the class Ms = {mg — mg, : d(0,600) < 6}. It is frequently the case
that the entropy integrals stay bounded as § | 0 and the resulting bound ¢, () = ¢(d) is given by just the
envelope term (P*MZ)'/2. Thus a rate of convergence of at least r,, given by the solution of

(5) rPMl/T ~mn

follows. The following theorem focuses on the case in which the rate r, is determined by (5) and yields a
limit distribution of the sequence r,,(6,, — o).

Here is a simple result that handles many parametric examples. This formulation is from Van der Vaart
(1998).

Corollary 3.1 Suppose that 2 — mg(x) is a measurable function for each # € © ¢ R? where © is open,
and suppose that for all 61,6, in some neighborhood of 8y € O there is a measurable function m € Lo (P)
such that

(6) [mo, (x) = ma, (z)] < 1i(2)[|02 — b2
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Furthermore, suppose that the function 8 — M (0) = Pmy has a second-order Taylor expansion at the point
of maximum 6, with nonsingular second derivative. If M., (6,,) > M,,(6y)—O,, (n=1), then /n(6,—0) = 0,(1)
provided that 6,, — 6.

Proof.  The hypothesis (1) holds with the metric d replaced by the Euclidean distance. To verify (2), we
apply (4) to the class of functions Mg = {mg — myg, : ||@ — 0p|| < 6}. This class has envelope My = md, so
that (PMZ2)'/? = §|jin||p2. By Lemma 1.6.2 and Exercise 1.3.19 it follows that

, 66\ ¢
Ny (@ellrill oy Ms, La(P)) < N(e, B(6.6), | - ) < () ,

€

or

N[](€5||m||P,2,M67L2(P)) = N[](G

My, La(P)) < (”)d ,

€

and hence,

J (1, M5, La(P)) < \f/ Hlog de =12Vd v'/2e™dy < 0.
log(12)

Thus we conclude that (2) holds with ¢, (§) < 0. Thus Theorem 3.1 yields the rate of convergence r,, = /n
if Gn is consistent. O

Example 3.2 Suppose that Xi,..., X, are i.i.d. P on R with density p with respect to Lebesgue measure
A. Let

M., (0) = Pnljg—1,641) = Pume,
the proportion of the sample in the interval [# — 1,0 + 1]. Correspondingly,
M) = Pmyg=P(|X —0|<1)=Fx(0+1)— Fx((0—-1)-)

where Fx(z) = P(X < z) is the distribution function of X. Is this maximized uniquely by some 6,7 Since
P has Lebesgue density p, it follows that M is differentiable and

M'(6) =p(0+1) —p(6 —1) =0

if p(@ +1) = p(@ — 1) which clearly holds for the point of symmetry 6y if p is symmetric and unimodal
about 6. If p is just unimodal, with p’(z) > 0 for < 0y and p'(z) < 0 for x > 6y, then it is clear that
6y = argmax M(6). Does it hold that

6, = argmax M, () —, argmax M(0) = 6, 7
If this holds, do we have

= 0,(1) for some 1, — oo
—a L for some limiting random variable Z7

T (0 — o) {

Let F = {my : 0 € R}. This is a VC -subgraph class of functions of dimension S(F) = 2. Now it is easily
seen that with Ms(0g) = {mg —my, : d(6,00) < 6} we have

N(E,M§(90)7L2(Q)) S N(67fW7L2(Q))
2 K :
< N(e/M,Lg(Q))s() 7

€
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and hence the entropy integral

J(l,/\/l(s)f,/o V/8log(K/e)de < 0.

Furthermore, M;(6y) has envelope function
M;s(x) = sup{|mg(z) — mag, ()] : [0 — bo| <6} = Ligy41-6,00+1+0] (%) + 1jgy—1-5,00—1+6)(2)
for § < 1, and we compute
PMJ)=Plo+1-6<X<O+1+8)+Plo—1-5<X <0y—1+08)<4|p|d,
SO
1M p2 < 2lpl|36"2 .
Combining these calculations with Theorem 1.7.2 yields

E*|Gullms S I Ms)lIMsllp2 < 82 = 6(6).

~

The only remaining ingredient is to verify (1). This will typically hold for unimodal densities since

M(0) — M(00) = 5 (/00 + 1) — /(05 — 1)) (0~ 00)° + (10 — o]

where p'(fp — 1) > 0 and p'(fp + 1) < 0. Thus we find that 7, = n'/3, and hence, by Theorem 3.1,
n'/3(0,, — 6y) = O,(1). Can we go further? That is, do we have n'/3(6,, — 6y) —4 “something”? Here the
localized processes are

Mn(h) = n2/3pn(m60+hn*1/3_m90)

”2/3(Pn — P)(mg,pp-1/s —mg,) + n2/3p(m90+hn—1/3 — mg, )

where the second term is

1
nQ/B(M(90 + n—l/Bh) _ M(GO)) — TLQ/SM/(Qo)hn_l/g —|—n2/3§M"(9*)(h2n_2/3)
1 1
= SM(B0)h* = S {p' (6o +1) — /(60 — 1)} 1?

uniformly in |h| < K for any constant K. Thus

\/ 712/3 1 " 2
(1) = G (2573 v — 1)) + 5" B0} + o(1)

uniformly in |h| < K. Thus we need to study the empirical process G,, indexed by the collection of functions
Fn ={(r2/v/n)(moy1n/r, —me, : |h| < K}. Here we can apply a Donsker theorem for a family of functions
depending on n, for example Theorem 1.7.7. Thus we need to check that

Py =0(1);
P*(F21{F, > nyn} = o(1) for all n>0;

sup  P(fns— fn’t)Q —0 for all d, \,0; and
p(s,t)<én

P(fmg - fn,h)Q - (P(fmg - fn,h))Q

4
rn
= ;P(m%—&-g/rn - m9o+h/rn)2 - 0(1)

=0 {Plig, 11g/rn00-14n/r) + TPL0g 1140 r 0041100/} F0(1) i h>g
— {p(6o — 1) +p(6o + 1)}h — gl
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We conclude that
M., (h) = {p(fo — 1) + p(6o + 1)}/?Z(h) + %M”(ﬂo)hz = aZ(h) — bh? = M(h)
in (°([~K, K]) for every K > 0, where a = {p(6y — 1) + p(fy + 1)}/,

b= —%M”(%) = —%{p’(% +1) = p'(0 — 1)}

(assuming that p is unimodal), and Z is a standard two-sided Brownian motion process starting from 0.
Thus we conclude from the argmax continuous mapping theorem that

~ ~ 2/3
n*/3(0, — 0y) —4 argmax M(h) 4 (%) argmax (Z(h) — h?)

see Exercise 3.1. For related results concerning the shorth estimator and other similar estimators in higher
dimensions, see Shorack and Wellner (1986), pages 767-770 (with corrections at Wellner’s web site), Kim
and Pollard (1990), and Davies (1992).

To go further with results on rates of convergence we need to develop some more bounds for the oscillation
moduli appearing in the Theorem 3.1. The following lemmas extend our results for bounds via bracketing
entropy.

For a given norm || - ||, let

§
To6.F N = [T TNy (@ F - .

Lemma 3.1 Suppose that F is a class of measurable functions such that Pf? < 62, and ||f|jec < M. Then

Jy (5, F, L2<P>)M> |

* < T

For our second lemma, we first define the Bernstein “norm” | - || p, by
1f 15,5 = 2P(elT =1 = |f]).
Note that ||f||§37B > Hf||%32 and |f] < |g| implies that || fllp,z < |lgllp,5- Even though | - ||p,p is not
homogeneous and does not satisfy the triangle inequality, the latter property is enough to be able to use it
as a replacement for || - || p2 in the chaining arguments of section 1.7.

Lemma 3.2 Suppose that F is a class of measurable functions such that ||f||p, g < d for all f € F. Then

T (6. F, || - ||p,B>>

E*Gullr < Jn(6, F, ]| - 1
1Gnllz < I (o, F |l IP,B)< + N

Proof. Lemmas 3.1 and 3.2 follow from Theorem 1.7.6. See Van der Vaart and Wellner (1996), page

325. O

The use of the Bernstein norm is related to an extended form of the Bernstein inequality given in
Lemma 1.3.3. Here is the extended form: Suppose that Y7, ...,Y,, are 0—mean independent random variables
with

7 E|Y;|™ < m!M™ 2p,/2
(7) \

for constants M and v;, and all m > 1. Then

P(|ZYi|>aﬁ)§2exp(—20fo> for all >0,
i=1
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for any v > vy + - - - + v,. Note that (7) is implied by

1
Blexp(Yil/M) — 1= [Vil/M)M? < S,

or
Vi
M2

We can use Lemma 3.2 to verify the hypotheses of our basic rate of convergence Theorem 3.1 when O is
a class of densities P with the Hellinger metric h and m,, is chosen as in Exercise 1.3. The following theorem
is a simplified version of Theorem 3.4.4 of Van der Vaart and Wellner (1996), page 327. As in Section 2.1
we assume that P is a collection of densities with respect to a sigma-finite measure .

®)  Yi/Mpp <

Theorem 3.2 Suppose that X1,..., X, are i.i.d. Py with density py € P. Let h be the Hellinger distance
between densities, and let m,, be defined, for p € P, by

T

Then
Mi(p) — Mi(po) = Po(my, —myp,) S —h*(p, po) -

Furthermore, with Ms = {m, —mp, : h(p,po) <}, we also have

: 7 Jy(8, P, h)
B3 IGallats S (6P 1) <1 SN
Proof.  Note that Exercises 1.2 and 1.4 yield

P+po

Po(my —my,) = Polog ( 5 ) < —2h*(po, (p + po)/2) < —Ch*(po, p)

Po

with C' = 1/12. Moreover, since e/l — 1 — || < 12(e*/2 — 1)2 for > —2 (see Exercise 3.4), and m, =
log((p+ po)/(2po)) = log(1/2) = —log2 > -2,

”mp - mpo”?%,B = 2R (e\mpl —1- |mp|> < 24P0(emp/2 _ 1)2

2 2
24P, <,/p+p° 1) 24/(,/1’“90 1) pods
2po 2pg

2
12/ (\/P+p0 - \/2100) dp < 12h%(p, po) ,

again by Exercise 1.4. More generally, by similar calculations,

2
2 mp—myg)/2 2 p+p0
||mp*mq||P0,B < 24P0(e( / -1 24P0<\/ q+ Do 1>
2
+ 2
= 24/(,/‘D p°—1> podM§24/(\/P+Po—\/(J+P0) du
q + po

24 (42/\/mdu> <24 (42/[\/1071+po]du>
24 (2 -2 / \/quu> = 48h*(p, q) ;
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here we used the geometric-arithmetic mean inequality \/pq < (p + ¢)/2 to get the last inequality. Thus the
maximal inequality follows from Lemma 3.2. The functions in Mg each have Bernstein “norm” bounded by
a constant multiple of 6, and a bracket [,/p, /q] of densities of size ¢ yields a bracket [m,,m,] of Bernstein

“norm” of size v485. O

Note that Exercise 1.4 followed by Proposition 1.3 yields

h*(Pn,po) < 24h*((Pn + po)/2,p0)

1 ﬁn +p0
< 24P, — Py) (210g( 200 ) 1[P0>0])
= 12(P, — Fy)(myp, — myp,)
< 1271_1/2“@%”/\/15

on the event {h(pn,po) < d}. Thus for z > 0 and § >0

P(Tnh(ﬁn,po) > 517) = P(Tnh(ﬁmp()) > zvh(ﬁmpo) < 5)
+ P(Tnh(ﬁn7p0) > xvh(ﬁnJ)O) > 6)

E*[r2h? s 1 h s < 6 R
< [ ® pO)xQ{ ) }] P(h(pn,po) > 9)
12071212 B (|G ||

+ P(h(Pn: po) > 0)

2
Choosing x = 27, § = 29+ /r,, and assuming that E*||G,||m; < ¢n(0), this yields

12n’1/2r%¢n(2j+1/rn)
22j

P(roh(pn,po) > 27) < + P(h(pn,po) > 27 1)
for all j. But then by recursion, the bound ¢, (cd) < ¢®¢,(d) used in the proof of Theorem 3.1, and choosing
J so large that 27*!/r,, > 7, we find that

i n 22 gn (2 )

o M
P(rnh(pn, po) >27) < 53]

+ P(h(pn,po) > 2J+1/rn)

j=M
J

o Z 22 a?}l/’rn) —2j +P(h(ﬁn,p0) > 77)

IA

j=M

oo

123 2972 4 P(h(pa,po) > 1)
j=M

IN

(Note that we could have summed out to J so large that 2/+!/r,, > 1, and then the second term on the ride
side is zero since h(p,q) < 1; thus consistency of p,, is not needed in this case.) By consistency of p,, this
yields

hm lim sup P(rph(pn,po) > QM) =0.

M—o0o noco

Example 3.3 (Interval censoring, case I, continued). This is a continuation of Example 1.1; our goal here
is to establish a rate of convergence.
Note that

W (pr, pr) :/{\/F*\/ﬁ}szJr/{\/lfF— VI—F2da,
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where VF, VF' are monotone nondecreasing, and v/1 — F, v/1 — F’ are monotone nonincreasing. It follows
from Theorem 1.9.4 applied twice with r = 2 that

log Njj(e, P, h) < log Nij(e/V2, F1/2, Ly(G)) +log Nyy(€/V2, (1 = F)'/? Ly(G)) <

a | =

This yields
J(0,P,h) S 612,
Hence, by Theorem 3.2

E*IIGn||M6<\f(1+ ) Vit = 6.(6).

§1/2
FEN on

Thus

20 (1/1y) =12 { } 32 V23 <\ /n

Vi Vi

if 7, = en'/3 with ¢ = ((v/5 — 1)/2)?/3. Thus we conclude from Theorems 3.2 and 3.1 that
n'hips pr,) = Op(1).

Since [|F — F'||g,2 < 2h(pr,pr+) for any two distribution functions F, F”, this implies that

1E — Follg.2 = Op(n™'7%).

Example 3.4 (Current status competing risks data, continued). In this case we have, for two vectors of
distribution functions F, F’ with F' = (F},...,F;) and correspondingly for F’,

2

J S -
Z/{m_ﬁ}QdG+/ J1—2F1—$1—ZF; dG
- X [ e [{vs-veY

It follows from Theorem 1.9.4 applied J + 1 times with r = 2 that

log Nij(e,P,h) < Jlog Nyj(e/(J + 1)Y/2, FY/2 Ly(G)) + log Nyy(e/(J + 1)'/2, 82, Ly (@)
(J +1)3/2
=

h*(pr, pr)

S
This yields
J(0,P,h) S 612,
Hence, by Theorem 3.2
51/2
B Gl V3 (1+

m = ¢n(6) :

1
) =Vt 5
Thus

’r’ifbn(l/?"n)— Z{r+\7”}} 3/2 1/2 3 <f

if 7, = en'/3 with ¢ = ((v/5 — 1)/2)?/3. Thus we conclude from Theorems 3.2 and 3.1 that

n*hipg, ,pr,) = Op(1).
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If we define |F — F'||g,2 by
J
IF = Flta =[5 - FjpdG.
j=1

for vectors of subdistribution functions F, F’, then it follows that || F'—F’||g.2 < 2h(pr,pr'), and we conclude
that

1E = Follg.2 = Op(n™'%).
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Exercises

Exercise 3.1 Let Z(h) be standard two-sided Brownian motion with Z(0) = 0. (Thus Z(h) = B(h) for
h > 0 and Z(h) = B(—h) for h < 0 where B and B are two independent standard Brownian motion processes
on [0,00).) Then argmax,,{aZ(h) —bh? — ch} is equal in distribution to (a/b)Q/Sargmaxg{Z(g) —g*} —c/(2b)
for positive constants a, b, c.

Exercise 3.2 Suppose that mg = logpy with {py : 6 € ©} one of the following parametric models:
(a) Normal location family on R: pg(x) = ¢(z — 6), 6 € R where ¢ is the standard normal density.
(b) Cauchy location family on R: pp(z) = 7~ 1(1 + (x — 0)?)~L.

(c) Weibull on R™: p, g(x) = exp(—(z/a)?)(B/a)(z/a)? " 1(g,00) () for & >0, 3> 0.

Show that the hypothesis (6) of Corollary 3.1 holds or fails to hold in these models.

Exercise 3.3 What are possible difficulties with the estimator studied in Example 3.27 Hints: What if
the density p is is concentrated on an interval of length less than 27 Is the estimator location and scale
equivariant? (That is, if a > 0 and b € R, does it hold that 6, (aX +b1) = af,,(X)+b?) What if p is uniform
on (—a,a) with a > 1?

Exercise 3.4 Suppose that f(z) = el®l — 1 — |z| and g(x) = 2(e*/? —1)? for x € R. Show that f(z) <
g(z)f(—2)/g(=2) for x > —2 and that f(—2)/g(=2) = (e*> —3)/(2(e"! — 1)?) < 6.
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4 M-Estimators and Z-Estimators

M-Estimators, continued

In Section 2 we sketched an approach for obtaining the asymptotic distribution of M-estimators (where
the “M” stands for “maximum” or “minimum”). Here is one theorem of this type for the case of i.i.d.
observations. The formulation is from Van der Vaart (1998).

Theorem 4.1 (van der Vaart (1998), theorem 5.23, page 53). Suppose that x — mg(x) is a measurable
function for each § € © C R? for an open set O, that 6 — mg(z) is differentiable at 6, for P—almost every
x with derivative 1hg, (), and that for all 61,6, in a neighborhood of 6y,

mo, () — ma, ()| < 1i(2)]|61 — 62|
where 1 € La(P). Also suppose that M(6) = Pmy has a second order Taylor expansion
1
ng - ngo = 5(9 - 90)TB(9 - 90) + O(He - (90”2)

where 6y is a point of maximum of M and B is symmetric and nonsingular (negative definite since M is a
maximum at ). If M, (6,) > supy M,,(8) — 0,(n™") and 6,, —,, 6o, then

V0, — 00) = =BGy, (mmg,) + 0p(1) —a Na(0, B~ P(ring 1, ) B~').

Proof. (Proof 1). By Corollary 3.1, /n(6, — 6y) = O, (1). From the Lipschitz property and differentia-
bility of the maps 6 — my(z) it follows that for every (possibly random) sequence h,, satisfying h, = O,(1)
we have

(a) Gy (\/ﬁ(m90+h'rzn_l/2 - m90) - hZ:T:fleO) —p 0.

To see this for non-random sequences, calculate the variance and show that it converges to zero by use of
the dominated convergence theorem (see Exercise 4.1); we postpone the proof of (a) for random sequences
R

Since M (0) = Pmy is twice differentiable, the result in (a) can be rewritten as

1
(b) nPy (Mg, pn-1/2 — Mg,) = 5hZBhn + hI G rng, + 0p(1), .

Since 6, is \/n—consistent, we can take h,, in (b) to be either h, = \/ﬁ(én — bp) or hy, = —B7 Gy, .
These choices yield

Tog o2 5 .
nP”(meoJrfznn*l/? —mg,) = §hZBhn + hy, Giing, + op(1),
Lyp oz 1 LT -1 .
nPn (Mg, 1 f p-1/2 — Mo,) = —§hthn +o0,(1) = —§Gn(m90)B Gn(mg,) +op(1),

after some algebra in the second case. By definition of 0,, the left side of the first equality is greater than
the left side of the second equation up to a term of order o,(1), and hence the same holds for the right sides:

1A A . 1

§thhn + hEG g, + an(m;)B—lGn(m%) +0p(1)>0.
By completing the square on the left side this yields

1/ —1 . T 7 -1 .

5 (e + B7'Gnhay)) B (hn + B Guliia,)) + 0,(1) 2 0.

Since the matrix B is strictly negative definite, this implies that the quadratic form converges to zero in
probability, and this futher implies that ||h,, + B~1Gy, (g, )|| — 0.
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Verfication of (a) for random sequences essentially boils down to showing that the process on the left side
of (b) converges weakly in ¢>°({h : ||h|| < K}), and this is exactly what we show in the second proof below.
O

Proof. (Second proof). In this proof we will show that

(a) M, (h) = nPy, (Mg, pp-1/2 — Mg,) = %hTBh + hTGrng, = M(R)  in £({h: ||h]| < K})
for every 0 < K < oo. Then the conclusion follows from the argmax continuous mapping Theorem 2.1 upon
noting that
h = argmax,M(h) = —B~'G(ing,) ~ Na(0, B~ P(1ng,mg )B~").
To see that (a) holds, we rewrite the left side of (a) as follows:

nIPn(m90+hn—1/2 — m@o)
(b) = Vn(Pn — P)(V(mg, hn-1/2 = me,)) + nP (Mg pp-1/2 — me,)

By the second order Taylor expansion of M () = Pmy about 6y, the second term on the right side of the
last display converges to (1/2)h” Bh uniformly for ||| < K. To handle the first term we use Theorem 1.7.7:
The classes

Fn = {\/E(meo—i-hn*l/? - meo) : ||h|| < K}

have envelopes F,, = F' = mmK for all n, and since 1 € Lo(P) the Lindeberg condition is satisfied easily.
Furthermore, with

fn,g = \/ﬁ(mHUJrgn*l/? - m90)a fn,h = \/ﬁ(mﬁ(ﬁ»hn*l/z - m90) )
by the dominated convergence theorem the covariance functions satisfy
P(fugfun) = P(fug)P(fan) — P(g"rggmig,h) = g7 E{G (rng, )G (rng,) } .

Finally the bracketing entropy condition holds since, by way of the same entropy calculation used in the
proof of Corollary 3.1 we have

. 6K \“
Vel s Fa a(P) < (25)

or equivalently

12K|m||P,2)d
€

Ny (6 F La(P)) < (

Thus we have

6 .
] 2K
J11(0, Fn, L2(P)) < / \/dlog (76””1%2)&’
0

and hence the bracketing entropy hypothesis of Theorem 1.7.7 holds. We conclude that the first term on
the right side of (b) converges weakly to h'G(rng,) in £>°({h : ||h|| < K}) and thus (a) holds. O

7 —Estimators; Huber’s Z-Theorem

Often in statistics we find estimators via “estimating equations”. These equations are often derived via
likelihood considerations of some kind, but that is not essential. In this sub-section we will treat the case in
which the parameter 6 to be estimated is finite-dimensional.
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Suppose that © ¢ R?. Suppose that
U, :0—R: for n=12...
are random functions of 6 (depending on the “data”), and
U:0— R?

are deterministic functions functions of  (corresponding to the “population versions” of the ¥,,’s). We will
assume that the estimators 6,, satisfy either

U,0,)=0 or  U,(0,) =o0,(n""?),

and that U(6y) = 0. Here are the four conditions which we will assume:

Al V(W =) (0) —aZo  in RY.
A2 sup V(¥ — ®)(0) — /(T — ¥)(6o)]| 0
6:(16 6o <5, 1+ /nflf — 6ol

for every sequence 6, \, 0.

A.3 V¥ is differentiable at 6y:
U(0) — W(bo) — W, (6 — b) = o(]|6 — bo])) -

A4 \ilo = \1190 is non-singular.

Here is the resulting theorem of Huber (1967); see also Pollard (1985).

Theorem 4.2 (Huber’s Z-theorem). Suppose that conditions A.1 - A.4 hold. Suppose that 6, are random

~

maps with values in © C R? satisfying 6, —p 6o and ¥, (6,,) = op(n’1/2). Then
\/ﬁ((/g\n — 90) —d —‘if(;lZo .

Proof. By definition of é\n and 6,

~

Vi(@(0,) = T(0) = Va(®(0,) — T,(6,)) +0,(1)
= —Vn(¥, — ¥)(0)
VAW, = ©)(0,) — V(W — )(00)} + 0p(1)
(a) = —Vn(¥, — )(00) + 0, (1 + v/n|n — bol]) + 0p(1)

by A.2 and consistency of 9\”: §n —p 0y. Since U, is continuously invertible, there exists a constant ¢ > 0
such that ||Tg(0 — 6p)]| > || — Oo|| for every 6. By the differentiability of ¥ guaranteed by A.3, this yields

[W(8) = (6ol = |6 = boll + o([|6 — boll) -
By (a) and A.1 this yields

Vil = B0l (¢ + 0p(1)) < Op(1) + 0p (1 + v/l | — bl
which implies

V0, = ol = O,(1).
Hence from (a) again and A.3

Wo(v/1(B — 00)) + 0p(v/1llfn — bo|) = —V/n (¥, = 0)(8o) + 0p(1),
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and therefore the stated conclusion holds by A.1 and A4. O

In the classical application of Theorem 4.2, the data Xi,..., X, areii.d. Py = Py,,

\I'n( ): n% 21/1«9 and

U(0) = Fove(X).

here the vector of functions 1y is often taken to be ¥y(x) = Vylogpy(z) for some parametric family of
densities pg. Then

U, (6,) = Putty, (X) = 0

are the “score equations”, and W(0y) = Potg,(X) = 0 is the “population version” of the score equations.
Note that condition A.1 holds easily in this case if the functions g, are square integrable: apply the classical
multivariate Central Limit Theorem. Then

V(W — ) (00) —a Zo ~ Na(0, Po(1heyby,)) = Na(0, A) .

If we let B = \ilg ! then the conclusion in this case can be written as
(0, — 00) —4 —BZgy ~ Nq(0, BABT) ;

note the “sandwich form” of the covariance matrix of the limiting distribution. Also note that
V(¥ = W) (0) = Vn(Pn = Po)() = Gn (o)

is the empirical process indexed by the family of functions {¢y : § € ©}, or for the condition A.2, by
the collection of functions F,, = {¢p : |0 — 6| < §,}. Thus A.2 is a type of “asymptotic equicontinuity”
condition, and in fact it is implied by

—>p0

as n — oo for every 6, — 0.

Note that the formulation of Huber’s theorem given here does not require that the data be i.i.d. nor that
U, is a linear function of the data. Indeed there are many interesting examples in which ¥,, is a U-process
of dimension two or more. For examples, see Exercise 4.7 and Giné (1996).

Example 4.1 (Poisson regression). Suppose we start with a model assumption that the conditional distri-
bution of a counting variable Y given a covariate vector Z is Poisson with mean

(1) B(Y|Z) = Aexp(572).
Let 0 = ()\,0) € Rt x RZ. Under the Poisson assumption, the distribution of X = (Y, Z) is given by

(\ef

I y=0,1,..., ze ZCR?

) pa(y,z) = exp(—Ae” %)

with respect to the dominating measure counting measure X H where H is the distribution of Z. If we
observe X1,..., X, i.i.d. as X, it is easily seen that the score equations for # can be written as

U,(0) = P Z(Y — M %) Z Z:(Y; = xe? 7y =0

S\H

where ZT = ZT = (1/), Z"). We want to study the solution 0,, of this system of equations when X1, ..., X,
are i.i.d. Py Wthh is not necessarily a member of the (conditionally) Poisson model given by (2), but



4. M-ESTIMATORS AND Z-ESTIMATORS 113

does satisfy the conditional mean assumption (1). Now it is clear that the population version of the score
equations is given by

V() = PoZa(Y — Ae? ) = By(ZY) — Eo(ZXe” %) = 0.

These equations have a unique solution 6y € R if the distribution of Z is not concentrated in some hyper-
plane. Here the log-likelihood is

P,logpy(Y,Z) =P, (Y[ﬂTZ +log A — )\exp(ﬁTZ)) + terms not depending on @,

a strictly concave function of 8 which converges pointwise in probability to the strictly concave function
Py (Y[57Z +1log A] = Aexp(572))

Hence by Exercises 2.2 and 2.3 the convergence is uniform (on compacts) and we conclude that 0, —p 0.

Now that consistency is in hand, our goal is to use Huber’s Z-theorem to establish asymptotic normality.
First, note that

V(U (00) = ¥(00)) = G, (X)) —a G(g, (X)) ~ Nar1 (0, Po(ve,v5,))
where vy, () = Z(y— o exp(B8L 2)), if PO(%T0 a,) < 0o. Now U is differentiable at 6y with derivative (matrix)

A2y ZTeR
ZeBZ  z7TNBZ |7

(3) V() = —Po (

SO \i'((%) is negative definite if Z does not concentrate on any hyperplane in R?. Thus it remains only to
verify the condition A.2 of Huber’s theorem. Note that

V(U (0) — ¥ (0) — V(¥ (0p) — ¥ (b))
- G ( (A1 — )\O—l)y _ (eﬁTZ _ eﬁoTZ) )

Z(AoePo Z — 2eB" )
so we need to consider the classes of functions F; 5 = {f;e(2) : |6 — 00| < d}, j = 1,2, with

fro(y,2) = (A1 =25y — (exp(8" 2) — exp(f] 2))
f2.0(y,2) = z(Moexp(BL 2) — Nexp(872)).
Now the functions fi ¢ € F1,5 satisfy
|f10(y,2)] < F1(y,2)[0 — 0p]  for |6 —0| <6

where Fy(y, z) = (Ao — 8) "2y + |z| exp(BL ) exp(d]z|). Hence if we assume that Eyexp(c|Z|) < oo for some
¢ > 2|B], it follows that EqF2(Z) < oo for § sufficiently small, and by Lemma 1.6.2 and Exercise 1.3.19,

65\ 1

Nl Fillry 2. Fus L) < N B D < (2]

Now an envelope function for the class F s is given by F; s = 0F1, and thus we conclude that
EYGullz s S Jn(L Frs, La(Po) || Frsllpye S 90

A similar argument (see Exercise 4.6) shows that

(4) EYGullrs S Jn(L, Fos, Le(Po))l[ F2sllp2 S 0.

Thus A.2 of Huber’s Z-theorem holds. We conclude from Theorem 4.2 that
V0, — 00) —4 —BZgy ~ Nas1(0, BABT)

where B = W' and ¥ is given by (3), and

A = Py(o,5,) = Eo{Zx, 23, (Y — Eo(Y|2))?} .
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Z—Estimators; van der Vaart’s Z-Theorem

Van der Vaart (1995) has generalized Huber’s Theorem 4.2 to the situation of infinite-dimensional pa-
rameters. To do this, we suppose that © C (*°(H) = {z : ||z|| := sup,cp |2(h)| < co}. Moreover, suppose
that

U,:0—1L=/(*H), n=1,2,... are random maps,
and

U:0—L=/(°H), is deterministic.
Suppose that either

U, (6,) =0; ie. W,(6,)(h)=0 for all h € H',
or

U, (0,) = 05 (n~1/?).

We also assume that 6y € ¢°°(H) satisfies ¥(6y) = 0. Here are the four conditions corresponding to A.1-A.4
in the finite-dimensional setting:

B.1 VW, — U)(0g) —a Zo  in (°(H').
[v/n(¥, — ®)(0) — (¥, — ¥)(6p)||*
B.2 su —, 0
ozne—efﬂsan 1+ /1|0 — 6| b

for every sequence 6, \, 0.

B.3 U is Fréchet differentiable at 6:
[9(8) — ¥ (80) — W, (6 — bo)[| = o(]|6 — bol)) -

where ¥y is continuous, linear, and one-to-one, ¥y : lin(0 — ) +— L.

B4 \ifgl = \Pgol exists and is continuous on the range of .

Theorem 4.3 (Van der Vaart’s Z-theorem). Suppose that conditions B.1 - B.4 hold. Suppose that @L are
random maps with values in © C £°°(H) satisfying ||0,, — 6o|* —, 0 and ¥,,(0,,) = 0,(n"'/?). Then

Vb, —00) =4 —W5'Zo  in (°(H).

The various terms in Van der Vaart’s Z-theorem come from appropriate infinite-dimensional “score equa-
tions” in typical semiparametric and nonparametric problems. To illustrate this, we start with the proto-
typical nonparametric problem, estimation of P itself.

Example 4.2 (Nonparametric estimation of P). Suppose that P denotes the collection of all probability
measures on a given measurable space (X, .A). Here we identify § € © with P € P and regard the parameter
space P as a subset of £>°(H) for some class H of uniformly bounded, measurable real functions on X. For
a fixed P € P and a fixed bounded function h € H, consider the one-parameter sub-family {P;} in P given
by

dP;
Then we calculate a “score operator” Bp:
0 dP,
Bph(z) = — log — (x)| = h(z) — Ph
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Thus

U, (0)h = U,,(P)h = P,Bph = P,h — Ph,
U(0)h = U(P)h = PyBph = Poh— Ph,  heH.

Thus the MLE ]3” of P satisfies
U, (P)h=0 forall heH,
or
0=U,(P)h=P,h—P,h  forall he H.

Hence we find that ]3n = P,,. Thus we have identified 13n explicitly in this case, and really do not need the
theorem since we have already studied P,, in detail. It does not hurt to identify the various quantities and
conditions in the theorem in this case, however. First note that

for all h € H. Thus hypothesis B.1 holds if H is a Py—Donsker class of functions. Furthermore,
(U(P) = ¥ (Fy))h =—(P — Py)(h),

so W is trivially differentiable with derivative minus the identity function which is indeed boundedly invertible.
To see that the asymptotic equicontinuity condition B.2 holds, note that

V(U (P) = W(P)h — /n(¥(Po) — ¥(Po))h
= Vn(Puh — Ph — (Poh — Ph) — v/n(Poh — Pyh) = 0

for all h € H; thus B.2 holds trivially. Hence Theorem 4.3 yields the expected result:
Va(P, — Py) = vn(P, — Py) = Gp,  in (®(H)
if H is Py—Donsker.
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Exercises

Exercise 4.1 Show that (a) in the proof of Theorem 4.1 holds for deterministic sequences h,.

Exercise 4.2 Suppose that P = {Py : § € ©} where © C R* and the P have densities pp with respect to
some sigma-finite measure p. Suppose that the densities pg satisfy the “Cramér conditions” in a neighborhood
of 0y where X1,...,X, are i.i.d. Pp,. In particular, suppose that the functions mgy defined by my(z) =
log pg(x) are three times continuously differentiable with respect to 6 with third derivatives bounded in a
neighborhood of 6y by integrable functions Mj 5, ;. Show that condition A.2 holds.

Exercise 4.3 Suppose that X, X1,..., X, are i.i.d. P on R. Consider the absolute deviations about the
sample mean, o
D, =P,|X — X,|,

as an estimator of scale.
(a) Suppose that F|X| < co. Use empirical process theory to show that
D, —4.s d=E|X — E(X)| = E|X — pl.
(b) Suppose that E(X?) < oo and d(t) = E|X — t| is differentiable at u. Use empirical process theory to
show that
V(D — d) —a N(0,V?)
and find V2 as explicitly as possible.
(¢) Give a condition on P which implies the differentiability of d assumed in (b).

Exercise 4.4 Suppose that X, X1,...,X,, are i.i.d. P on R?. Generalize Exercise 4.3 to this context with
the absolute value replaced by || - ||, for 7 > 1, p > 1, where

1/p

d
llzll, = Z|x3|p for z = (x1,...,24) € R?.
j=1

Exercise 4.5 Suppose that X, X;,..., X, are ii.d. P on RY and define criterion functions M, (0) =
M., (0;r,p) for § € R+ >1,p > 1, by

M, (0) = P || X — 0]
where || - ||, is as defined in Exercise 4.4. If
0 = 0,(r,p) = argmingM, (6; 7, p),
find conditions guaranteeing that 6, —p 0 = argmingM(#) where
M(0) = P||X - 0]},
Also find conditions implying that \/n(d, — 6y) —4 and find the limiting distribution.
Exercise 4.6 In Example 4.1, show that (4) holds.

Exercise 4.7 (The Hodges-Lehmann estimator). Suppose that X1, ..., X, areii.d. P with density py,(z) =
f(z—6p) on R where f is symmetric about zero. Let F,(z) = P,1{(—o0, z]}, z € R, be the classical empirical
distribution function, and let

U, (0) = /(1 —F(20 — 2)) dFy(z) — 1/2 = n~2 zn: (1{X; + X; > 20} — 1/2),

\11(9) = /F90(29 —x)ngo(x) — 1/2 = PgO(Xl + X5 > 29) — 1/2.

Give conditions under which the hypotheses of Theorem 4.2 hold, and conclude that ﬁ(@n —0) —a N(0,V)
and find V.
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5 Bootstrap Empirical Processes

Let PP, be the empirical measure of an i.i.d. sample Xy,..., X, from a probablity measure P. Given the
sample values, let X1,...,X,, be an i.i.d. sample from P,,. The bootstrap empirical measure is the empirical
measure

R 1 «
(1) Pa=-3 0k,
i=1

and the bootstrap empirical process G, is

N . 1

(2) Gn = \/E(Pn -P) = Z(Mm —1)dx,
i=1

S

n

where Mp; is the number of times that X; is redrawn from the original sample. If we had drawn a bootstrap
sample of size k, say X1, ..., Xy, then the bootstrap empirical process is

. 1< k
Gup = VEP, —P,) = T > (M - ), -
i=1

To make this precise we need to define the probablility spaces upon which the various random quantities are
defined. Here we will assume (as usual) that the X;’s are the coordinate maps on the product probability
space corresponding to X ~ P on (X, .A), and that My = (Mg 1, ..., M) is independent of all the X;’s (and
defined on the second component of a further product probability space). Note that M} has a multinomial
distribution with n cells, k “trials” and vector of cell probabilities (1/n,...,1/n).

Note that the right sides of (1) and (2) resemble the expressions which occurred in our discussion of
“multiplier central limit theorems” in Section 1.10. The difference is that in the context of the multiplier
central limit theorems the multipliers were assumed to be independent, whereas in the current setting the
random variables My, 1 — 1,..., My, — 1 (or M1 —k/n,..., My, — k/n ) are dependent. Our proofs will
relate the current dependent multipliers to independent multipliers via Poissonization and then an argument
to show that there is negligible difference between the Poissonized and original version of the processes.

Let N,, ~ Poisson(n) independent of both the X;’s and of the Multinomial variables. If we take a sample
of (Poisson) size N,,, then

d
(M1 My, ) L (Vo Y2
where the Y;’s are i.i.d. Poisson(1), and we can write

~ 1

~ N, —n
Gn,N, = Z(Man —1)(6x, — P) —
i=1

VN,

\/]Tn (]P)n_P)

n 1 — N, —n
@ﬁgm—w&—m— (P, )

where the Multiplier CLT can be used to establish convergence of the first term, and the second term
converges to zero almost surely if F is P—Glivenko-Cantelli.

Here is the first bootstrap limit theorem with convergence “in probability” of the bootstrap empirical
process.

1ES

Theorem 5.1 (Convergence in probability of the bootstrap empirical process). Let F be a class of measur-
able functions with finite envelope function. Define Y,, = n= /23" (My, ; — 1)(6x, — P). The following
statements are equivalent:

(i) F is P—Donsker

(ii) (supHeBL1 |[Ex NH(Y,) — EH((G)|) —, 0 and Y,, is asymptotically measurable;

(iii) (supHeBL1 |ExH(G) — EH((G)|) —, 0 and G, is asymptotically measurable.
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Theorem 5.1, especially the equivalence of (i) and (iii), is due to Giné and Zinn (1990) (with a different
treatment of the measurability issues).

Our second theorem gives almost sure convergence of the bootstrap empirical process; again the equiva-
lence of (i) and (iii) (with a different treatment of the measurability issues) is due to Giné and Zinn (1990).

Theorem 5.2 (Convergence almost surely of the bootstrap empirical process). Let F be a class of measur-
able functions with finite envelope function. Define Y,, = n~1/2 S (M, i —1)(6x, — P). The following
statements are equivalent:

(i) Fis P—Donsker and P*||f — Pf|% < oc;

(i) (supHeBL1 |ExnH(Y,) — EH((G)|) —a.s. 0 and the sequence
EynH(Y,)* — EyvH(Y,)s —as. 0 for every H € BLy;
(iii) (supHeBL1 |ExH(G) — EH((G)|) —q.s. 0 and and the sequence

EvnH(GR)* —EmNH(Gp)s —q.s 0for every H € BLy. Here the asterisks denote the measurable
cover functions with respect to M, N, and X1, Xs, ... jointly.

Proof.  Equivalence of (i) and (ii) in both theorems follows from the conditional multiplier central limit
theorems, Theorem 1.10.2 and Theorem 1.10.3 (or see Theorems 2.9.6 and 2.9.7, van der Vaart and Wellner
(1996)). To see that (i) + (ii) is equivalent to (iii), we use a coupling of the bootstrap empirical process
Gn and its Poissonized version Yn that involves a particular construction of the multinomial variables. Let

mS}’, mg), ... be i.i.d. multinomial(1,n71,... ,n~!) variables independent of N,,, and let

n Ny,
Mn:ng), MNn:Zm,(f).
i=1 i=1

Define G, using M, and Y., using My, . Note that EMH(GR) and EMH(Gn)* do not depend on the
probability space on which M,, is defined (up to null sets), but on the distribution of M,, only.

The absolute difference |My, — M,| is the sum of |N,, — n| of the variables m{. Conditional on N,, = k,
the ith component My, ; — M, ;| has a Binomial(|k —n|,n~!) distribution. For any € > 0 there is a sequence
of integers £,, with £, = O(y/n) such that P(|N,, —n| > ¢,) < € for every n. Thus by direct calculation (or
by Bennett’s inequality rewritten for a ratio; see Exercises 5.4 and 5.5), it follows that

(a) P(max |My

ma; — M, ;| > 2) < e+ nP(Binomial(£,,n" ') > 2) — €.

nst

Hence for sufficiently large n all coordinates of the vector |[My, — M,| are 0, 1, or 2 with probability at least
1 —2e. Now write |My, ;i — M, ;| = Zj’;l 1{|Mn, ; — M, ;| > j}. Said another way, if we let I be the set of
indices i € {1,...,n} such that [My, ; — M, ;| > j, it follows that My, ; — M, ; = sign(N,, —n) 372, 1{i €
I7}. Then we can write

1 n
Y, -G, = — My i —M,:)(0x, — P
\/ﬁi—zl( N, i)(0x, — P)

sa.

, o #I, 1
= sign(lN —n) —— (0x, — P)
; Vi \ #5 2. (0

ield,

On the set where maxi<;<p, |Mp,, : — M, ;| < 2, only the first two terms of the sum over j contribute anything
positive. Futhermore, for any j we have j(#I7) < |N,, —n| = O,(y/n), and the norm of the average between
brackets on the right side converges to zero outer almost surely for any j if F is a Glivenko-Cantelli class of
functions. Hence if F is P—Glivenko-Cantelli it follows that

Py (¥ = Gallz > €) =0
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as n — 00, given almost all sequences X1, Xs, ..., for every € > 0. This implies that

sup |EmH(G,)" — EnnH(Y,)|
HeBL,

converges to 0 (outer) almost surely, and the same remains true for this expression with the asterisks removed
or moved to the bottom.

Thus (i)+(ii) and (iii) are equivalent in both theorems if F is P—Glivenko-Cantelli. If (i)4(ii) holds, the
F is Donsker and certainly Glivenko-Cantelli. Thus the proof of the theorem in the direction (i) (or (ii))
implies (iii) is complete.

For the proofs in the converse direction it remains to show that (iii) implies that F is Glivenko-Cantelli.
For these proofs see van der Vaart and Wellner (1996), pages 348 - 350. O

The previous two theorems do not apply to the bootstrap empirical process Gnk based on sampling k
(possibly different than n) times from P,,. Somewhat remarkably, the forward part of the theorem remains
true for arbitrary sample sizes k = k,,: if F is P—Donsker then Gn’k converges conditionally in distribution
to a Brownian bridge process for every possible way in which both n, k — oo.

For § > 0 and a class of functions F,let Fs ={f —g: f,g € F, pp(f —g) < d}.

Theorem 5.3 Suppose that F is a Donsker class of measurable functions such that Fs is measurable for
every 6 > 0. Then

<sup |EMH(<Gn,kn)—EH(G)|> —, 0
HeBL,

as n — oo for any sequence k, — oco. Furthermore, the sequence EpH (Gp 1, )" — ExH(Gyy i, )« converges
in probability to zero for every H € BL;. If P*|f — Pf||% < oo, then the convergence hold (outer) almost
surely in both assertions.

We will not prove this result here since it relies on the “symmetrization with ranks” type multiplier
inequality developed by Praestgaard and Wellner (1993); also see van der Vaart and Wellner (1996), Lemma
3.6.7, page 352. The “symmetrization by ranks” multiplier inequalities were developed in order to handle
“exchangeable bootstrap” methods in which the multinomial random variables M,, are are replaced by a
general exchangeable vector W,, satisfying some integrability and stability properties. For more on these
“exchangeable bootstrap” methods, see Praestgaard and Wellner (1993) and van der Vaart and Wellner
(1996), section 3.5, pages 353-358.
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Exercises

Exercise 5.1 Suppose that Uy,Us,...,U,,... are i.i.d. Uniform(0, 1) random variables with empirical dis-
tribution function F,,(u) = n=! 3"  1{U; < u} for 0 < u < 1. Suppose that N,, ~ Poisson(n).

(a) Show that {N,Fy, (s):0<s <1} 4 {N,(s) : 0 < s <1} where N is a standard Poisson process with
rate n.

(b) Use the result of (a) to show that if M,, = (M1, ..., Mp,) ~ Mult,(n, (1/n,...,1/n)), then

d
My, = (Mn, 1, My, n) = Y1,...,Y,)

(X}

where Y7,...,Y, are i.i.d. Poisson(1).

Exercise 5.2 Let N denote a standard Poisson process with rate 1. Let IF,, denote the empirical distribution
function of i.i.d. Uniform(0,1) random variables as in Exercise 5.1. Show that conditionally on N(n) = n
the process {N(nt)/n : 0 <t < 1} has the same distribution as {F,(¢) : 0 <¢ < 1}.

Exercise 5.3 Let G, (t) = n~ "> 1" 1104 (&) where &1, ..., &y, ... are L.i.d. Uniform(0, 1) random variables.
Show that the process {(G,(t)/t, Fns): 0 <t <1} with F,; = 0{G,(s) : s >t} is a reverse martingale;
i.e. show that for0 <t <s<1

E { Cult ’]—"ms} _ Guls).

t S

Exercise 5.4 Let G,, be the empirical d.f. of i.i.d. Uniform(0, 1) random variables as in Exercise 5.3. Show
that

P( sup Cult)

> A) < exp(—nah(l+ X))
a<t<1 Ut

where h(z) = z(logz — 1) + 1 as in Bennett’s inequality, Chapter 1.3.2.

Exercise 5.5 Use Exercise 5.4 to show that (a) in the proof of Theorem 5.1 holds.
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6 Bootstrapping M- and Z- Estimators

M-Estimators, continued
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7 Semiparametric Mixture Models
Suppose that Xq,..., X, are a sample from
P00.Go € P ={po.c: 0 €0, GG}

where
po.(x) = / po(x]2)dG(2)

and where {pp(z|z) : § € ©} is a parametric family of densities with respect to some measure p on a
measurable space (X,.A) which is known up to the parameter 6. This family P is a semiparametric mixture
model. We refer to the densities pg ¢ as the mixed densities, and to G as the mixing distribution.

The maximum likelihood estimator (é\n, @n) maximizes the log-likelihood
L,(0,G) = nP,logpy,c(X;).

Kiefer and Wolfowitz (1956) established consistency of the maximum likelihood estimator for mixture models
of this type by using the general approach of Wald (1949). Our main goal in this section to sketch the

treatment of asymptotic normality and efficiency of gn given by van der Vaart (1996).
First, here is an example of the type of model we have in mind.

Example 7.1 (A mixture frailty model). Suppose that the random variables (X,Y’) are conditionally
independent given a positive random variable Z with exponential distributions with hazards Z and 67
respectively. Thus the mixture density is

po(@,ylz) = 26”7021 g o0y (€)1(0,00) (¥)
for z € R and # € R*. The mixed density is

po.c(z,y) = /000 022 exp(—z(x + 0y))dG(2) .

See Bickel, Klaassen, Ritov, and Wellner (1993), pages 134 - 135 for information calculations for this model.
We will return to this particular example after establishing a general theorem.

Let the efficient score function for # be denoted by
lj c(x) = lo.o(x) = (ip.c(X)|Pa);

here l.g’g is the vector of partial derivatives of log pg ¢ (x) with respect to 6 and P¢ is the closure of the
linear span of the scores of one-dimensional parametric sub-models for G; see e.g. Bickel, Klaassen, Ritov,
and Wellner (1993). In the examples treated by Van der Vaart (1996), the models admit a sufficient statistic
Ye(X) for G for each fixed value of 6, and the projection in the second term of the efficient score becomes
conditional expectation given ¥y(X): thus

I () = lp.a(x) — Eoclls.c(X)|ve(X) = () ;

see Lindsay (1983), van der Vaart (1988), or Bickel, Klaassen, Ritov, and Wellner (1993), Section 4.5, pages
125 - 143. This implies that

(1) Eo.colg.o(X) =0 for every 6, G, Gy.

A second property of the examples treated is the existence of “least favorable submodels”: for every (0, G)
there is a parametric family ¢ — G(0, G) with t of the same dimension as § and varying over a neighborhood
of the origin such that

" 0
(2) lpc(z) = 3t log pgt+.c,(0,c) () o for all z.
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~

When I% - is a score function at (6,,Gy) as in (2), then it follows that

rLy n

B D he,(X)=0

as is easily seen from the definition of the maximum likelihool estimator. Thus (@n, @n) satisfy (3) which we
call the efficient score equation.
Now consider trying to linearize (3), at least in the 6 coordinate. We write

0= Z%m@n (X5) = Zl;m@n (X3) + ZZZ”,@TL (X3)(0n — o)
=1 =1 =1

for a point 0, between 0y and §n Hence

(0 Vil b0) = ( Zl*,pn ») =206,
i=1

The difficulty here is the appearance of CA;'n in both terms on the right side. But we know that én is (weakly)
consistent for Go, and if there is enough continuity in lj . as a function of G, then we expect to be able to
show that

(5) IZ( Uy (X0)) = 0p(1)

via empirical process theory. To formulate van der Vaart’s theorem, we impose the following regularity
conditions:

1/2 1/2 1 ; 1/2
(©) J132, =%, = 500 60) oy copi{ e, 2 du= o]0 — 8013
(7) lo.c = o.Go Py, ¢, — almost surely
(8) [ 1.1 e, + pao )= 0.

The second and third of these conditions should hold as (6, G) — (6o, Go) for a metric ||6 — 6p| + d(G, Go)
for which the maximum likelihood estimator is consistent. We will also not insist that the estimators satisfy
the efficient score equation (3) exactly. Instead, we will just require that

(9) Puly 5 = op(n~1/2).

Similarly, the unbiasedness condition (1) can be replaced by an approximate version:
/ZA Pg, . =0 o(n 712

Theorem 7.1 (General efficient score theorem). Suppose that (9) and (10) hold. Also assume that the class
of functions {lj o : |0 — 6ol < 3, d(G, Go) < 6} is a Py,,g,—Donsker class for some J > 0 and satisfies (6) -

(8). If the maximum likelihood estimator (6,,, G,,) is consistent for (A, Go), then the sequence /n(6,, — )
is asymptotically normal with asymptotic covariance matrix equal to the inverse of the efficient information
matrix, namely [, ?Go where

I9O'Go = EgoyGo{l;(),Go (X)ZZO,GO(X)T} .
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Proof. We write Py = Fp,,¢,- Any Donsker class which is bounded in L; is totally bounded, or
pre-compact, in Ly. Hence if we consider a sequence (0, G») — (6o, Go), the corresponding sequence lj
has a further subsequence that converges in La(F%). But the hypothesis (6) implies that [ . is the only
limit point. Thus it follows that (7) holds in the sense of Ly—convergence.

Since the functions lp.c form a Donsker class, it follows that

@) Za(0.G) = Vn(Pn — Ro)(l5a) = Glj6) = Z(0,G)
in the space £°((6,G) : |0 — 0y|| < 0, d(G,Gp) < J); here G is a tight Py—Brownian bridge process. Thus
the sample paths of Z are uniformly continuous with respect to the semi-metric p given by

P2((01,G1), (02, G2)) = Pollllg, o, — Uiy 0 I”) -

It follows from the Lo— version of (7) that p((é\n, Gh), (60, Go)) —p 0. Thus it follows from the uniformity
of the convergence in (a) and the continuity of the limit process Z that

(b) Zn(anaan) _Zn(amGO) —p O;

note that a similar argument with the first coordinate fixed at 6y shows that (5) holds, although we will not
actually use this in the proof.
Now we need to show that

Zn(é\na @n) = _\/ﬁ/l;“@np%,@odu + Op(l)
(C) = \/ﬁ/lg\n,@n (p§7z7Go _pQO,Go)d:u + Op(l)
_ ( [ 15, ol cudu + op<1>) VitBh, — 00) + 0,(1).

Since the integral term in the last line equals the efficient information matrix, this combined with (b)
completes the proof. Note that the first equality in the last display follows from (9), and the second equality
follows from (10). It remains only to prove that the third equality holds.

Note that we can rewrite the difference between the second line of (c) and the third line as

. 1/2 1/2 1/2 1/2 1~ ; 1/2
‘F/ b6 (P, + i) {(pa/ 60~ Pinicn) = 500 = 00) o, |
* 1/2 1/2
+ /l@“@n (pgi,go _peé,co) leo,Gopeo ‘o din/1(0, — 0o)

/ (l*n,G,'L l;mGo) lg:hcopgo’(;od,u\/ﬁ(an - 90) .

By using the Cauchy-Schwarz inequality and (6) - (8), the first and last terms of the last display are
op(v/1||6,, — 6o]|). To handle the middle term, let M > 0 and note that the integral can be bounded (up to
constants) by

* 1/2 1/2 1/2
M / 185 o b oY, — o2l

1/2
{/”l pG ,Go +p00,G0)d:u/ ||l907G0||2p907G0du} :
0. coll>M

By (8) the second term is bounded by O,(1)d for any § > 0 by choosing M sufficiently large. Then the first
term converges to zero in probability by consistency of 8,, and (6). O

The hypothesis (6) is implied by differentiability of the mixture kernel in the following Hellinger derivative
sense for the “complete-data” version of the model in which Z is observed:

/] [p;”mz) pi/%(xl2) — 20— Bo)io, (=]} <x|z>} dn()dGolz) = o(6 — 60]1?).



7. SEMIPARAMETRIC MIXTURE MODELS 125

When this holds, the score function for # in the mixture model is given by

' [ lo(x|2)po(x|2)dG(2)
(11)  lpalz) = [pe(e2)dG(=)

and the conditional expectation of l.gyg conditional on 1y (X) is given by

_ J Ello(X[2)1e(X)]pe(X|2)dG(2)
[ pe(X|2)dG(2) '

(12)  E(lgc(X)|ve(X))

Example 7.2 (A mixture frailty model, continued). In the particular case of the mixture frailty model,
Example 7.1, the score function for € in the parametric model given by the mixture kernel is

1
io(ayl) = 5 = 2.

The sufficient statistic for G for each fixed 6 is 9y(X,Y) = X + 0Y, and conditional on 1y(X,Y) = ¢ the
random variables X and 0Y are uniformly distributed on [0, ¢]. It follows that

SO —y2)po(z, y|2)dG(2)
[ po(z,y|2)dG(2) ’

iO,G(xa y) =

and

JEO™! — 2Y[¢e(X,Y)]pe(X, Y]2)dG(2)
J po(X,Y]2)dG(z)

J 2po(X,Y]2)dG(2)

Jpo(X,Y|2)dG(z) -

Combining these calculations yields the efficient score for 6:

Go@y) = la(y) — Elpe(X)|we(X,Y)) = vo(z,y))
-0y [,° 22 exp(—(z + 0y)2)dG(z)
20 fooo 22 exp(—(z + 0y)2)dG(z)

x — Oy
20

E(lg,c(X,Y)[e(X,Y))

11

= 0 20

(X +6Y)

ha (CL‘ + Gy)

where
5T 2 exp(—t2)dG(z)

ha(t) = IS 22 exp(—t2)dG(z)

The special feature of being a score function of a sub-model is true in this case, and in fact the efficient
score is the score for the one-dimensional sub-model given by {pg+c,(9,c) : |t| < 6} where G¢(0,G)(2) =
G(z(1 —t/(20))) for z > 0 (Exercise 7.1); see e.g. van der Vaart (1988) and Bickel, Klaassen, Ritov, and
Wellner (1993), section 4.5, and especially pages 134 - 135. This implies that (1) holds, and this easily
implies (10). What remains is to verify the Donsker condition of Theorem 7.1 for the class of efficient score
functions in a neighborhood of (fy, Go). This will be shown to hold under additional moment hypotheses on
Gy and results in the following proposition.

Proposition 7.1 Suppose that Gy satisfies [~ (2% + 27°)dGo(z) < oo. Then the maximum likelihood

estimator é\n of 6 is asymptotically normal and efficient:
V0, — 0g) =4 N(0,1/Ip,.,)

where

Iog-co = Eo{l52 c ) -
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Proof. Consistency of the maximum likelihood estimator (é\n, én) with respect to any metric generating
the product of the Euclicean and weak topologies holds by the results of Kiefer and Wolfowitz (1956), or,
alternatively, via the methods of Section 2.1.

Our first step is to use Lemma L.23 of Pfanzagl (1990) several times to show that there exists a constant
M and a weak neighborhood of G such that

X _k+1 7tzd 1 (|logt| l
(a) sup Jo S ¢z M (%> , E<1/2
Gev [, zFe 7dG(z) M, t>1/2.

See Exercise 7.3. Note that the function hg(t) appearing in the expression for the efficient score function
for 0 is just the ratio on the left side in this last display for £k = 2 and [ = 1. It therefore follows, with
U={0:]06-06| <}, that

. M
sup sup |lg o(z,y)| < sup _—(|log(z + Oy)| + |z + Oy|)
0eU GeV peU 20

M'(|logz| + [logy| + = +y),

IN

(b)

and hence the hypothesis (8) holds if |log X|, |log Y|, X, and Y have finite second moments uniformly under
Py, for 0 in a neighborhood of ¢y. This does indeed hold under our moment assumptions on Gy; see
Exercise 7.2.

It remains to show that the class of functions {lj 5 : |6 — 0| < 6,d(G,Go) < 6} is a Py, g, —Donsker
class. We will do this via Ossiander’s uniform central limit theorem, Theorem 1.7.4.

First, consider the class of functions {t — tha(t) : G € V} where t € (0,00). We will construct brackets
for the class by constructing brackets for (0,1/2] and ¢ € (1/2,00) separately. For each of these two pieces
we will use Corollary 1.9.2.

From (a) it follows that for every aw € (1/2,1) and G € V

tha(t)| < [logt, t<1/2,
[tihg(t1) — taha(ta)| S [t — t2]* sup (thg(t))® sup (chg(t))l’o‘
11 <t<ta2 t1<t<ta
logt,|'Te
§|t1_t2|a|og71| 0<ty <ty<1/2.

e
Thus the restrictions of the functions ¢ — thg(t) to an interval [a,b] C (0,1/2] belong to the space C{;a, b]
with M = a=%|loga|**®. Similarly,

[tha(t)] < ¢, t>1/2,
|t1hg(t1) — tghg(t2)| S |t1 — tg‘tg, 1/2 <tg < tog,

and it follows that the restrictions of the functions ¢ — thg(t) to an interval [a,b] C (1/2,00) belong to the
space C},[a,b] with M = b. We now apply Corollary 1.9.1 and Corollary 1.9.2 to these two separate regions
with the partitions (0,1/2] = U52,(277,277 "] and (1/2,00) = (1/2,1) U2, [4,j 4 1) respectively. Thus, for
V =1/a we have

logNH(E, {tha(t) : G € V,0 <t <1/2}, L3(Q))

V42
\%

[e) 14
2 2V 1
< Sapruftanral k(1)
=1
viz
., [ log 2-7|2+20 i =1 I NV
N0
]:

We will use this with @ being the distribution of X + 8Y when (X,Y) ~ Py, g, Now the density at ¢
of X 4+ 6Y given Z = z is bounded above by (0y/6)z%te=*(1A0/0)t; see Exercise 7.4. This implies that
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Q277,279 < 2729(0y/0) [ 22dGy(z), and thus the series above converges. Similarly, for 1 <V < 2,

log Njj(e, {tha(t) : G € V,1/2 < t < 00}, Ls(Q))

V42
\4

0o \%4
2 2V v 1
< OANTEMTEQU)TE S K ()

j=1

- " 1\"
- ;JQ”H) K(6>.

In this case, for any k > 0 we have Q[j,j +1) < Q[j,00) S " [ 27*dGo(2), and it follows that the series
converges when k > 4 and V is sufficiently close to 2. These computations show that

w
log Ny (e, {tha(t) : G € V}, L2(Q)) < K <1>

for some W < 2 and a constant K depending on « and the above series. The key property is that the series
are both bounded uniformly in § € U. We can also reformulate the above bound in terms of the functions
(z,y) — (x + Oy)he(x + 0y). Let Gy denote the collection of all such functions for G € V. Then with
Py = Py, q, it follows that

_/1\"
log Nyj(€,Go, La(Po)) < K <€>

Keeping 6 fixed for the moment, the efficient score functions [j  can be expressed as

B x—0y 1
laley) = S grag @+ 0p)hale +0y),

Hence the class of functions Fp = {lj o : G € V} is just the class Gy multiplied by the fixed function
(x — 0y)/[20(x + Oy)], which is uniformly bounded. It can easily be seen (see Exercise 7.5) that

(C) log N[](e,]:g, L2(P0)) <log N[](E, Gy, LQ(P())) .

Now the class of functions which we want to show is a Py—Donsker class is really F = UgcyFy. But in
view of Lemma 1.6.3 together with Theorem 1.7.4, F is indeed Py— Donsker by combining the previous
calculations together with the following fact:

0 ., 1 e
‘%197G(x,y)' = ’ — 27 20 2 ha(x + O0y) + (x — Oy)hi(z + Oy)y

< |log(z + 0y) > + (z + y)?
< |logz|® 4 |logyl* + 2% + ¢,

and the last bound is square integrable in view of our assumption on Gy. O

Van der Vaart (1996) applies Theorem 7.1 to two other mixture models, a Gaussian “errors in variables
model” and a location - scale mixture model in which

polalz) = 26 (“"9) |

where ¢ is a fixed density symmetric about zero (e.g. the standard normal density). Unfortunately, estab-
lishing the Donsker property of the class of efficient score functions seems to require a separate treatment in
each case.
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Exercises

Exercise 7.1 Show that the efficient score for 8 in the exponential frailty model, Example 7.2 is the score
for ¢ at 0 in the submodel {pyi+c,(0,¢) : |t| < 6} where G4(0,G)(2) = G(2(1 +t/(20))) for z > 0.

Exercise 7.2 In the exponential frailty model, show that (b) together with [;*(z%427%)dGo(z) < oo imply
that (8) holds.

Exercise 7.3 A. Show that there exists a weak neighborhood V of Gy such that (a) in the proof of
Proposition 7.1 holds with [ = 1; i.e. show that there is a weak neighborhood V' of Gy and a constant M so
that

X _k+1_ —tz | log t|
(13) sup fo ooz ¢ 7dG(2) < M ( t ) ,  t<1/2
cgev [, ZFet2dG(z) M t>1/2.

)

Hint: See Pfanzagl (1990), Lemma L.23, page 98.
B. Use A to show that (a) in the proof of Proposition 7.1 holds.

Exercise 7.4 Show that the density at ¢ of X 4+ 6Y given Z = z under (g, Go) is bounded above by

%z% exp(—z(1 A 6o/0)t).

Hint: Break the argument into the two cases 6y > 6 and 0y < 6.

Exercise 7.5 Show that (c) of the proof of Proposition 7.1 holds.



8. FURTHER DEVELOPMENTS: TOPICS NOT COVERED 129

8 Further Developments: Topics not covered

Efficient estimation in semiparametric models (other than mixture models)

Penalized estimation (Van der Vaart; van de Geer; VAV and Wellner)

Profile likelihood and empirical likelihood (van der Vaart and Murphy; Owen; Qin and Lawless)
Differentiable functionals (Reed; Gill; van der Vaart and Gill; VAV and W; Dudley)

Adaptive nonparametric estimation

Model selection (Birgé and Massart; Barron, Birgé, and Massart; Massart )

Pollard’s stuff on K-means clustering

Power of classical goodness-of-fit tests

Local versus global functionals in parametric estimation; differentiable functionals



