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Abstract

This paperpresentsthe designof CoFi, a novel archi-
tecturefor supportingdocumenteditingandcollaboratve
work over bandwidth-limitedclients. CoFi combineghe
previously disjoint notionsof consisteng andfidelity in
a unified architecture. CoFi enablesbandwidth-limited
clientsto edit documentghat are only partially present
at the client (becausepartsof the documentswvere loss-
ily transcodedpr only a portion of the documentwas
fetched)andto propagatenodificationsgncrementallyby
progressiely increasingheir fidelity.

1 Intr oduction

Research on mobile computing has made signifi-
cant progressin supporting documentbrowsing over
bandwidth-limiteddevices[1, 2, 3]. Documentediting
and collaboratie work on theseplatforms, however, re-
mainsanopenproblem.

We identify threefactorsthat hinderdocumentediting
andcollaboratve work over bandwidth-limiteddevices:

1. Thetechniqueausedby adaptationsystemso lower
downloadlatencies. Thesesystemseducenetwork traf-
fic by use of subsettingand versioning In subsetting
adaptationspnly a subsebf the componentsf the origi-
nal documentfor examplethe first page,is transferred.
In versioningadaptationssome of the componentsare
transcodednto lower fidelity representationdpr exam-
ple low-resolutionimages.In eithercase the documents
presentat the bandwidth-limiteddevice areonly partially
loaded,andmay be significantlydifferentfrom the docu-
mentsstoredat the sener. Naively storingusermodifica-
tionsto apartiallyloadeddocumentmayresultin thedele-
tion of componentshatwere not includedin the subset,
or in thereplacemenof high-fidelity componentsvith the
lower-fidelity versionsavailableat the bandwidth-limited
device (evenin caseswherethe userdid not modify the
transcoded¢omponents).

2. The potentialfor large updates. Userscan produce
large multimedia content (e.g., photographsdrawings,

audionotes)thatmayincurlong uploadlatencieswoverthe
bandwidth-limitedink.

3. Thepossibilityof updateconflictsthatresultfrom the
useof optimistic consisteng models[4, 5], whereclients
modify their local copy of the documentand propagate
their modificationswhenthey reconnecto the network.

Despite the above limitations, there is much to be
gainedfrom enablingusersof bandwidth-limiteddevices
to modify partially-loadeddocumentsandto share(even
low-fidelity versionsof) their modificationswith their
peers. For example,a manageraway on a conference,
couldmake changeso apresentatioffior launchinga nen
productby loading and editing just the text portions of
the slides his employeesare working on. Several en-
gineerscollaboratingin inspectinga large facility could
stayawareof each-othes progresdy addingdigital pho-
tographsof their findingsto a sharedreport. Transcoded
versionof thesephotographsouldthenbeviewedby the
otherengineers.

This paper introduces CoFi, a unified architecture
that combinesthe notions of cosisteny and fidelity,
and supportsdocumentediting and collaboratve work
on bandwidth-limiteddevices. CoFi supportsediting
partially-loadeddocumentsby decomposingdlocuments
into their componenstructurege.g.,pagesimagespara-
graphs,sounds)and keepingtrack of changesmadeto
eachcomponentby the userand thosethat result from
adaptation. CoFi can then propagatejust user modifi-
cationsto componentgresentwith high-fidelity at the
client, or when the datatype allows it, meme (at the
sener) user modificationsto low-fidelity components
with the high-fidelity versionsavailableat the sener.

CoFi enablesuser of bandwidth-limited devices to
sharetheir modificationsby usingsubsettingandversion-
ing adaptationgo supportpartialandincrementapropa-
gation of modifications. For example,underlow band-
width conditions,a user can chooseto propagateonly
a portion of the modified componentspr cantranscode
componentandpropagatdower-fidelity versions.Later,
on reconnectingover highercapacitylinks, the usercan
propagatethe remainingcomponentr upgradethe fi-
delity of componentshatwere previously propagatedo



thesener.

Two characteristicef CoFireducehelik elihoodof up-
dateconflicts. First, CoFi keepstrack of modificationsat
the level of componentsjnsteadof the full documents,
which reducedhe sizeof the consisteng unit. Secondly
theuseof subsettingandversioningencourageslientsto
propagatemodificationsmore frequently increasingthe
awarenesghat usershave aboutthe modification being
performedby otherusersandreducingthelik elihoodthat
two userswill inadwertentlymodify the samecomponent.

Therestof this paperis organizedasfollows. Section2

partial-fidelityviews of their updates.

In principle, CoFi doesnot assumea predetermined
relationshipbetweensystemnodes. CoFi nodescan be
configuredinto client-sener relationshipor peerto-peer
groups.For easeof explanationhowever, we assumedor
the remainderof this papera systemwith a client-sener
configuration.In this configurationdocumentaremade
persistentat the sener (or senersin a replicatedimple-
mentation). Clients can cachea subsetof a documents
componentpr eventhe full documentput it is assumed
thatall clientmodificationswill be eventuallypropagated

presentshe generaldesignof CoFi. Section3 discusses to thesener.

relatedwork. Finally, Section4 concludeshe paperand
discussesuture plansfor implementation.

2 CoFi

CoFi supportsdocumentediting and collaboratve work
over bandwidth-limiteddevices by decomposingdocu-
mentsinto their componentstructurege.g., pages,im-
ages,paragraphssounds),and keepingtrack of modifi-
cationsto individual componentswvith a model that in-
corporateoptimistic consisteng [4, 5] andfidelity. We
basedCoFi on an optimistic consisteng modelbecause
we think this is the preferred mode of operation for
bandwidth-limiteddevices. CoFi, however, canbe eas-
ily adaptedo operatewith strongerconsisteng require-
ments providedthattheusersarewilling to paythehigher
price of amorerestrictve consisteng model.

CoFi allows differentversionsof the samecomponent,
which we call views to coexist in different partsof the
system.Two views maydiffer becaus¢hey have different
creationtimes,andhencereflectdifferentstagesn thede-
velopmenbf thecomponentpr becausehey have differ-
entfidelity levels. CoFi supportdwo fidelity classesfull
andpartial. For a given creationtime, a componentan
have only onefull-fidelity view but mary partial-fidelity
views. We saythata components presentat full fidelity
whenits view containsdatathatis equalto the reference
view (i.e., theoriginal view) of the componenfor agiven
stagein the componens development. Corversely we
saythata components presentwith partialfidelity if its
view waslossily transcodedrom the componens refer
enceview. Fidelity is by naturea type-specificnotion,
andhencetherecanbeatype-specifimumberof different
partial-fidelity views. CoFiassumedowever, thatall the
views of a componentanbe arrangednto a monotoni-
cally increasingorderaccordingto their fidelity, with the
first view having thelowest-possibldidelity (maybeeven
anemptyview), andthelastbeinga full-fidelity view.

CoFienablesisersof bandwidth-limiteddevicesto re-
ducethe latengy for downloadingcomponentshy load-
ing partial-fidelity views. In a similar manney userscan
reduceupload time by making available to other user

Seners operatewith a simple consisteng model. A
sener alwayshasa consistenwiew of the componentst
senes,andcansene bothfull- andpartial-fidelity views
of components. Seners acceptnew views only if they
aremorerecentthanthe currentsener view or they rep-
resentfidelity refinements. Clients by default fetch the
mostrecentandhighest-fidelityview availablefor acom-
ponent.Client can,however, requesblderviews (usually
for conflictresolution) or requespartial-fidelityviews by
specifyingtranscodingransformatiorfor the component
data.

The following discussiongocuson the statesof a sin-
glecomponenbnaclientnode.Wefirst considera model
that includesa traditional implementationof optimistic
consisteng. We thenextendthis modelto incorporatefi-
delity. While CoFi allows clientsto cachemultiple views
of a componentthe following discussiongelateto the
mostrecentandhighest-fidelityview of the component.

2.1 Optimistic Consistency

The dark ovals in Figure 1 shav the statetransitiondi-
agramfor a componentin a client that supportsan op-
timistic consisteng model, but hasno notion of fidelity.
A componentanbein oneof five states:Empty Clean,
Dirty, Obsolete or Conflict Transitionsbetweenstates
aremarked with dark arronvs andoccurby replacingthe
currentview with a morerecentone (Replacg, modify-
ing the currentview (Write), pushingmodificationgo the
sener (Pusl), learningaboutthe existenceof a morere-
centview atthesener (New View), or resolvinga conflict
(ClientResolveandServerResolvé

New componentareinitially placedin theEmptystate,
which reflectsthat the client is aware of the existenceof
the componenbut doesnot yet have a view for it. Com-
ponentcreatedby the client, arethenmoved to Dirty to
reflectthatthe client hasdatathatneed<o be propagated
to the sener. Componentghat exist initially only at the
sener transitionto Clean after fetchingthe mostrecent
view of the component.If the client modifiesa compo-
nent,its statemovesto Dirty. The componengoesback
to Cleanby pushingits modificationsbackto the sener.
If the client learnsthat the sener hasa newer view of
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Figurel: CoFistatetransitiondiagram.

the component(createdby someother client), the com-
ponenttransitionsto Obsoletewhenthe componentwvas
not changedat the client, andto Conflictwhenthe client
editedthe component.A componenin Obsoletetransi-
tionsto Cleanby fetchingthe new view available at the
sener. A componentn Obsoletemovesto Conflictif the
clientmodifiesit. To resole conflicts,thetwo conflicting
views needto be memged. Dependingon the implemen-
tation, memging canbe doneat the client or at the sener.
Whenthe memging happensn the client, the component
movesto Dirty to reflectthat the new view needsto be
propagatedo the sener. Whenmerging happensat the
sener, the componentmovesto Obsoleteto reflectthat
thesenerhasamorerecentview thantheclient.

2.2 Consistencyand Fidelity

We extend our model to accountfor fidelity by adding
four new statesto the diagramof Figure 1. We assume
thatthe statesdescribedn the lastsectionreflecta com-
ponentwith a full-fidelity view, andthat the new states
representa componentwith a partial-fidelity view. We
denotepartial-fidelity statesy pre-pendingheword Par-
tial to the states name.In this mannera componentvith
apartial-fidelity view canbein oneof four states:Partial
Clean, Partial Dirty, Partial Obsolete and Partial Con-
flict. The new stateshave similar meaningto the states
introducedin the previous section. For example, both
the Dirty and Partial Dirty statesreflectthata compo-
nent hasdatathat needsto be propagatedo the sener.
The statediffer in thatin the former, the usermodifieda
full-fidelity view, while in thelattershemodifieda partial-
fidelity view.

We extendthe modelwith five new transitions:Replace
Partial, Upgrade Upgrade Partial, Push Partial, and
Merge. We denoteheseéransitionsn Figurel with dotted
lines. A componentransitionsinto a partial-fidelity state

by fetching a partial-fidelity version of the mostrecent
view (i.e., ReplacePartial). For example,a componentn
Obsoletdransitionsto Partial Cleanby fetchinganupto
datepartial-fidelityview. A componentransitionsfrom a
partial-fidelity stateto a full-fidelity stateby oneof three
ways: It canupgradeits view with a full-fidelity refine-
ment (i.e., Upgrade); or replaceits view with a more-
recentfull-fidelity view (i.e., Replacg; or it canoverwrite
the sener view with its modificationsto a partial-fidelity
view (i.e., Push, effectively makingthe client’s view the
up to datefull-fidelity view. For example,a component
in Partial Cleantransitionsto Clean by fetchingrefine-
mentsto upgradets view to full fidelity. A componentn
a partial-fidelity statecanimprove thefidelity of its view
(withoutreachingfull fidelity) by fetchingpartial-fidelity
improvementgi.e., UpgradePartial). For example,auser
modifying a partial-fidelity image (componentis Partial
Dirty) canfetchfidelity refinementandmergethemwith
his modifications. This, of course,assumeshat the ap-
plicationcansafelymemgetheusermodificationswith the
refinemenimprovements.Finally, CoFi enablegpushing
partial-fidelity views of modifiedcomponentsFor exam-
ple,ausercanpusha partial-fidelityview of adigital pho-
tographacquiredat the client (i.e., componentin Dirty
state). The componentwill remainin Dirty until a full
fidelity view is pushedo the sener (or we detecta con-
flict).

Partial Dirty is a particularly interestingstate. While
the view fetchedform the sener is partial fidelity, the
modification madeby the client are full fidelity. CoFi
supportsthree methodsfor propagatingthesemaodifica-
tions. First, the client cansetits view asthe up to date
full-fidelity view, replacingthe sener view (i.e., Push),
and transitioningto Clean Second,the client can ask
thesenerto memgethefull-fidelity modificationswith the
sener full-fidelity view (i.e., Merge). A Merge createsa
new view on the sener, andthe client transitionsto Par-



tial Obsoleteto reflectthata more-recenview exists on
thesener. Third, theclientcanpropagate partial-fidelity
view of themodifications(i.e., PushPartial).

CoFi supportsconflict resolutionfor componentsin
partial-fidelity statesat both the client and the sener.
Resolvingconflicts on the client requiresfetching full-
fidelity versionsof the conflicting views, which hasthe
effect of transitioningfrom Partial Conflictto Conflict
Conflictresolutionthenoccursasdescribedn Section2.1
andthe componentransitionsto Dirty. For sener-based
resolution,a full-fidelity versionof the modificationsis
transferedo the sener, whereit is memgedwith the con-
flicting view. The componenin the client transitionsto
Partial Obsoleteto reflectthatthe sener hasa morere-
centview.

2.3

TheCoFiarchitecturgresentedh theprevioussectional-
lows for several possibleimplementationsOnepossibil-
ity is to write or modify applicationsto implementCoFi
natively. An alternatveis to implementCoFiin anadap-
tation system. We believe that the later is a more prof-
itable proposition.Most partsof the CoFiarchitectureare
boundto be commonfor mostapplications. By imple-
mentingCoFiaspartof the generaladaptationinfrastruc-
turewe getto leveragethe codingeffort acrossawider set
of applications.

CoFi does not assumea predeterminedmethod for
propagatingnodificationshetweemodesandcansupport
implementationdasedon datashipping,operationship-
ping, or acombinationof dataandoperationshipping.

Implementation Considerations

3 RelatedWork

While several adaptatiorsystemd1, 2, 3] usesubsetting
andversioningto reducedocumentownloadtime, to the
bestof ourknowledge,CoFiis thefirst to provide adapta-
tion supportfor documentditingandcollaboratve work
over bandwidth-limiteddevices.

Coda[6], Ficus[7], andBayou[8] provide supportfor
documentediting on disconnectedievices. CoFi differs
from theseprevious effortsin thatit assumeshatmodifi-
cationspropagatiorandconflictresolutioncanoccurover
bandwidth-limitecconnectiongnddo nothave to wait for
thedevice to be stronglyconnected.

Several efforts on collaboratie applications(e.g., Al-
liance[9] andDuplex [10]) haveusedhedocumentgom-
ponentstructureto reduceconflictsandlimit theamount
of datathatneedto bepresenttthedevice. Theseefforts,
however, do notallow the propagatiorof low fidelity ver-
sionsof modifications. MASSIVE-3 [11] usestranscod-
ing to reducedatatraffic necessaryo keepusersof a col-
laboratie virtual world aware of eachother MASSIVE-

3, however, implementsa pessimisticsingle-writercon-
sisteny model.

4 Conclusionsand Futur e Work

We describedCoFi, a novel architecturefor supporting
documentediting and collaboratize work on bandwidth-
limited devices. CoFi supportsediting partially-loaded
documentdy decomposinglocumentsnto their compo-
nentsstructurege.g.,pagesjmagesparagraphssounds)
and keeping track of changesmade by the user and
thosethat result from adaptation. CoFi enablesusers
of bandwidth-limiteddevicesto sharetheir modifications
by usingsubsettingandversioningadaptation$o support
partialandincrementapropagatiorof modifications.

In futurework, we planto implementCoFiin the Pup-
peteeradaptatiorsysten1].
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