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Abstract—Providing quality-of-service (QoS) to video delivery
in wireless networks has attracted intensive research over the
years. A fundamental problem in this area is how to map QoS
criterion at different layers and optimize QoS across the layers. In
this paper, we investigate this problem and present a cross-layer
mapping architecture for video transmission in wireless networks.
There are several important building blocks in this architec-
ture, among others, QoS interaction between video coding and
transmission modules, QoS mapping mechanism, video quality
adaptation, and source rate constraint derivation. We describe
the design and algorithms for each building block, which either
builds upon or extend the state-of-the-art algorithms that were
developed without much considerations of other layers. Finally,
we use simulation results to demonstrate the performance of the
proposed architecture for progressive fine granularity scalability
video transmission over time-varying and nonstationary wireless
channel.

Index Terms—Channel capacity, effective capacity, quality-
of-service (QoS) mapping, QoS, scalable video, video adaptation,
wireless networks.

I. INTRODUCTION

W ITH the development of third-generation (3G) [4], [10],
[13] and fourth-generation (4G) [2] wireless standards,

new broadband video applications can be offered to mobile
users. In addition to delivering high bit rate video applications,
3G and 4G systems are also expected to provide multiple
quality-of-service (QoS) guarantees to different types of user
applications. For example, the packet-switched connection in
the Universal Mobile Telecommunications System (UMTS)
provides four different services differentiated by delay sensi-
tivity: conversational, streaming, interactive, and background
classes [10]. An important issue in providing multiple QoS
guarantees to video applications in wireless systems is dynamic
QoS management for services with mobility support [2]. A
dynamic QoS management system allows video applications
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and the underlying prioritized transmission system to interact
with each other in order to cope with service degradation and
resource constraint in a time-varying wireless environment [2],
[9].

Being different from wired networks, wireless networks typ-
ically have time-varying and nonstationary links due to the fol-
lowing factors: 1) fading effects coming from path loss, large-
scale fading, and small scale fading [15]; 2) roaming between
heterogeneous mobile networks [e.g., from wireless local-area
network (LAN) to wireless wide-area network (WAN)]; and
3) the variation in mobile speed, average received power, and
surrounding environments [12], [15]. Consequently, the quality
of wireless link varies, which can be measured by the variation
of the signal-to-noise ratio (SNR) or the bit-error rate (BER).
These variations result in time-varying available transmission
bandwidth at the link layer (also called the channel service rate
[3], [31]), which also leads to time-varying delay of arrival video
packets at the application layer, especially when retransmission
is employed at the link layer. Since the buffer size at the link
layer is typically finite, the time-varying channel service rate can
induce buffer overflow (and therefore, video packet loss) due to
the bit rate mismatch between the transmitting video packet and
the channel service rate. At the application layer, due to vari-
ation in arrival time of video packets, some packets may be-
come useless during playback if its arrival time exceeds certain
threshold.

With time-varying wireless link quality, providing QoS for
video applications in the form ofabsoluteguarantee [25], [28]
may not be feasible. Thus, it is more reasonable to provide QoS
in the form ofsoft (or “elastic”) guarantee, which allows QoS
parameters in the priority transmission system to be adjusted
along with changing channel conditions. The relative QoS dif-
ferentiation discussed in [2], [8], and [28] is one of the possible
solutions for next generation adaptive QoS system. Similarly, on
the application layer, it is desirable to have a video bitstream be
adaptive to changing channel conditions. Among several pos-
sible approaches for video quality adaptation [21], [30], we will
employ scalable video in this paper due to its low complexity
and high flexibility in rate adaptation.

To coordinate effective adaptation of QoS parameters at video
application layer and priority transmission system, cross-layer
interaction and QoS mapping mechanism are required. Unfor-
tunately, a good cross-layer QoS mapping and adaptation mech-
anism that offers a good compromise between the video quality
requirement and the available transmission resource is a chal-
lenging task. This is because at the priority transmission layer,
QoS is expressed in terms of probability of buffer overflow
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and/or the probability of delay violation at the link layer. On
the other hand, at the video application layer, QoS is measured
objectively by the mean squared error (MSE) and/or the peak-
signal-to-noise ratio (PSNR). Despite of recent research efforts
in mapping QoS parameters across these two domains (see re-
lated work in Section VII), there are still some important issues
that remain unanswered, which we summarize as follows.

1) A QoS-based adaptation model, which shows how
QoS parameters of both priority transmission systems
and video applications should be adjusted based on
time-varying wireless channel.

2) A coordination mechanism between priority transmission
system and video applications, which provides interaction
between the two layers.

3) A resource allocation within the priority transmission
system, which provides soft QoS guarantee based on
time-varying wireless channel.

To address these issues, we present a QoS mapping archi-
tecture that address cross-layer QoS issues for video delivery
over wireless networks. We present details for each important
building blocks under this architecture, which include: 1) the
derivation of the rate constraint of a priority transmission
system; 2) the development of a QoS mapping mechanism
that optimally maps video classes to statistical QoS guarantees
of a priority transmission system; and 3) the QoS interac-
tion procedure between video applications and the priority
transmission system to provide the best tradeoff between the
video application quality and the transmission capability under
time-varying wireless channel.

The rest of the paper is organized as follows. In Section II, we
describe the cross-layer QoS mapping architecture proposed in
this paper. In the subsequent three sections, we present the de-
tails for the important building blocks in this architecture. In par-
ticular, Section III derives the rate constraint of a priority trans-
mission system, Section IV presents the QoS mapping between
video applications and the priority transmission system under
time-varying wireless channel, and Section V shows the inter-
action procedure between video applications and the priority
transmission system. Simulation results are given in Section VI.
Section VII reviews related work and Section VIII concludes
this paper.

II. A RCHITECTURAL DESCRIPTION

Fig. 1 shows the proposed cross-layer QoS mapping archi-
tecture for video delivery over a single-hop wireless networks.
This architecture considers an end-to-end delivery system for
a video source from the sender to the receiver, which includes
source video encoding module, cross-layer QoS mapping and
adaptation module, link layer packet transmission module, wire-
less channel (time varying and nonstationary), adaptive wireless
channel modeling module, and video decoder/output at the re-
ceiver. In this section, we will give an overview of key modules
in this cross-layer QoS mapping architecture. Since the main
challenge here is the time-varying and nonstationary behavior
of the wireless link, we will describe its modeling first. Then,
we will discuss the link layer packet transmission module, and
cross-layer QoS mapping and adaptation module.

Fig. 1. A schematic of a cross-layer QoS management architecture for video
delivery over wireless channel.

In this investigation, we consider to model the wireless
channel at the link layer (instead of physical layer) since
the link layer modeling is more amenable for analysis and
simulations of the QoS provisioning system (e.g., delay bound
or packet loss rate) [31]. Here, the wireless link is expected
to be fading, time-varying, and nonstationary, which will
provide a time-varying available transmission bandwidth for
video service. We assume that the fading, time-varying, and
nonstationary characteristics of the wireless channel can be
modeled by a discrete-time Markov model (see Section III-A),
where each state represents the available transmission rate
under current channel conditions. This channel modeling
process is performed by the adaptive channel modeling module
in Fig. 1. Since the Markov model for the channel can be fully
characterized by its transition probability matrix, the adaptive
channel modeling module will periodically measure and update
the transition probability matrix to keep track of the current
channel characteristics based on the algorithm proposed in [12].

We now describe the link-layer transmission control module
in the architecture. In this module, we employ a class-based
buffering and scheduling mechanism to achieve differentiated
services. In particular, we maintain QoS priority classes with
each class of traffic being maintained in separate buffers. A strict
(nonpreemptive) priority scheduling policy is employed to serve
packets among the classes. That is, packets in a higher priority
queue will always be sent first; packets in the lower priority
queue will be sent only if there is no packet in the higher priority
queues. Also, packets within the same class queue are served
in a first-in–first-out (FIFO) manner. For a packet that experi-
ences excess queueing delay (i.e., will miss its scheduled play-
back time) will be flushed out of the buffer (discarded) without
being sent over the wireless channel. Based on this class-based
buffering and strict priority scheduling mechanism, we expect
that each QoS priority class will have some sort of statistical
QoS guarantees in terms of probability of packet loss and packet
delay. As we shall see in Section III-B, statistical QoS guar-
antees of multiple priority classes can be translated into rate
constraints based on the effective capacity theory [5], [31]. The
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calculated rate constraints will in turn specify the maximum data
rate that can be transmitted reliably with statistical QoS guar-
antee over the time-varying wireless channel. Consequently, this
will enable us to classify video substreams into classes and al-
locate transmission bandwidth for each class.

It is worth pointing out that the adaptive wireless channel
modeling module and link-layer transmission control module
are generically designed and application independent. They are
installed at wireless end system as a common platform to sup-
port a wide range of applications (not limited to video delivery).
There are many advantages for such design, such as universal
applicability, modularity, and economy of scale (i.e., can be
massively produced).

We now consider the QoS-mapping and adaptation module,
which is the key component to achieve cross-layer QoS mapping
in this video delivery architecture. Unlike the adaptive channel
modeling module and link-layer transmission module, the QoS-
mapping and adaptation module is application-specific. In this
case, it is designed to optimally match video application layer
QoS and the underlying link-layer QoS. Since the QoS measure
at the video application layer (e.g., distortion and uninterrupted
video service perceived by end users) is not directly related to
QoS measure in the link layer (e.g., packet loss/delay proba-
bility), a mapping and adaptation mechanism must be in place
to maximize application layer QoS with the time-varying avail-
able link layer transmission bandwidth. To be more specific, at
the video application layer, each video packet is characterized
based on its loss and delay properties, which contribute to the
end-to-end video quality and service. Then, these video packets
are classified and optimally mapped to the classes of link trans-
mission module under the rate constraint. The video application
layer QoS and link-layer QoS are allowed to interact with each
other and adapt along with the wireless channel condition. The
objective of these interaction and adaptation is to find a satisfac-
tory QoS tradeoff so that each end user’s video service can be
supported with available transmission resources. In Section IV,
we will show in details how the video application layer QoS
can be optimally mapped into link-layer QoS for video packet
transmission. Then, in Section V, the adaptive QoS module via
cross-layer QoS interaction will be described.

III. V IDEO BITSTREAM RATE CONSTRAINT UNDER

PRIORITY TRANSMISSION

In this section, we derive the video substream rate constraint
in the strict priority transmission module. The rate constraint
specifies the maximum input data rate to a particular buffer class
that can be transmitted with certain statistical QoS guarantee.
It will be used as the basis to allocate the channel bandwidth
for data transmission. Since the wireless channel is expected to
be fading, time-varying, and nonstationary, in Section III-A, we
first characterize the time-varying available transmission rate
using a Markov chain [12]. Then, in Section III-B, we out-
line key results from effective capacity theory that will be used
for our derivation for the class rate constraint. Finally, in Sec-
tion III-C, we derive the rate constraint for each class traffic
under a strict priority scheduler. Table I lists the notations that
we will use in this paper.

TABLE I
SUMMARY OF NOTATIONS I

A. Time-Varying Nonstationary Wireless Channel Rate

Although the wireless channel is expected to be time-varying
and nonstationary, we assume that within each small time in-
terval, say , the channel rate is stationary and time-varying.
Furthermore, within each small time interval, we assume that
service rate for the time-varying wireless channel can be mod-
eled by a first-order -state Markov model as suggested in [29].

Within the small time interval , denote as the state
of the channel at time and . Each state

corresponds to a channel link condition, which can
be characterized by an achievable channel transmission rate of

. The achievable channel transmission rate at state(in unit of
bits per second) can be computed as

(1)

where is the transmission bandwidth in Hz andis the SNR
value of the wireless channel condition at state(physical layer
parameter) [12].

For the -state discrete-time Markov chain, denoteas the
state transition probability from state(at time ) to state

(at time ) with a transition time interval of 1 time unit and
. That is, . Then,

the -sate Markov chain can be completely characterized by the
state transition matrix

...
...

... (2)

Using the state transition matrix, we can calculate the state
probability for Markov model within the time interval [27],
which we denote as . Therefore, the expected
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Fig. 2. A queueing transmission model.

link-layer transmission rate during this time interval
is

(3)

where is the achievable link layer transmission rate in (1).
At the end of each time interval, the state transition matrix

in (2) will be updated by the adaptive channel modeling module
to reflect the nonstationary nature of the wireless environment
[12].

B. Effective Service Capacity: Some Background

In this section, we provide some background on effective ser-
vice capacity, which will be used to derive the rate constraint
for multiple classes under strict priority scheduling in the next
section.

Fig. 2 shows a queueing system for time-varying source rate
and channel service rate. The accumulated amount of data gen-
erated by the source from time 0 tois a random variable of the
form

(4)

where is the source data generation rate. The amount of
data will be stored in the buffer of size awaiting
for transmission. On the other hand, the accumulated channel
service from time 0 to is of the form

(5)

where is the channel service rate at time. Recall that
the time-varying channel service rate has been modeled by a

-state discrete-time Markov chain in Section III-A, where
.

Based on the results in [5] and [31], the stochastic behavior
of the accumulated channel service can be described by the
concept ofeffective capacity, which can be written in the form
of

(6)

where is the asymptotic log-moment generating func-
tion of , defined as

and is called the QoS exponent corresponding to the effec-
tive capacity . The parameter is related to the statistical
QoS guarantee (e.g., packet loss probability) of the time-varying
channel. By using large deviation theory [5], [31], the statistical
QoS guarantee in terms of packet loss probability can be derived
as a function of as follows:

(7)

where is the buffer occupancy at time, is the
maximum buffer size, is the probability that the buffer is
not empty, and is the approximate packet loss
probability guarantee.

As indicated by (6) and (7), the effective channel capacity is
related with the statistical QoS guarantee through the QoS ex-
ponent . Intuitively, it says that the effective capacity in (6)
imposes a limit for maximum amount of data that can be trans-
mitted over time-varying channel with statistical QoS guarantee
in (7).

In general (see Fig. 2), the statistical QoS guarantee required
by the source (e.g., characterized by a QoS exponent) may
mismatch with the statistical QoS guarantee provided by the
channel (i.e., characterized by the QoS exponent). In partic-
ular, if the source generating rate corresponding to the effective
capacity of QoS exponentis greater than the effective channel
capacity (i.e., ), part of the source rate would be
expected to be cut-off (or shaped). The following result from
[5] and [6] shows the maximum source rate that can be trans-
mitted when there is a mismatch between the QoS exponents
corresponding to the source and channel

(8)

where is the QoS exponent corresponding to the packet
loss probability required by source generation rate and is
the source generation rate with QoS exponent. Note that

can be viewed as the effective bandwidth [5], [11], [31] of
with the QoS exponent .

Note that when the time-varying service rate is modeled as a
Markov chain as in Section III-A, the closed form of effective
service capacity and effective bandwidth can be obtained via [5]
and [11] as

(9)

and

(10)

where and are the effective capacity and the ef-
fective bandwidth of corresponding to QoS exponent, re-
spectively, is the transition probability matrix of the
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discrete Markov model and is the spectral radius of matrix
. is defined as a diagonal matrix of achievable channel trans-

mission rate of each Markov state obtained from (1). In case of
Markov states, the diagonal matrix can be shown as

...
...

...
.. .

(11)

C. Rate Constraint Derivation of Multiple Priority Classes

The rate constraint of multiple priority classes under a time-
varying service rate channel is derived in this section.
We assume that the channel characteristic is stationary in a pe-
riod of derivation but time-varying. We start the derivation by
first assuming that there are only two priority classes with QoS
exponents and corresponding to their guaranteed packet
loss probabilities. The randomly generated rate of data sub-
stream at time for transmitting over the first and second pri-
ority classes are and and stored in different buffers
of sizes and , respectively. The statistical QoS guar-
antee of each priority class is provided in form of the packet
loss probability as shown in (7), which is computed based on
its corresponding QoS exponent and the buffer size. With the
strict priority scheduling, the second priority class has a lower
priority than the first priority class and will be served only after
all data in the buffer of the first priority class is served.

For the first substream in the high priority buffer, it is easy to
see that the rate constraint of substream 1 with QoS exponent
requirement transmitted over the priority class 1 with QoS
exponent and buffer size can be shown based on (8) as

(12)

or

(13)

(14)

where is the rate constraint of substream 1 and
is the expected channel service rate computed from (3). is
the random variable of information that can be transmitted over
priority class 1 under the time-varying service rate

from time 0 to .
For the low priority substream, the existence of substream 1

affects the rate constraint of substream 2 due to the strict pri-
ority scheduling algorithm. The derivation of the rate constraint
of substream 2 can be simply viewed as trying to transmit sub-
stream 2 alone with time-varying channel service rate

(15)

where is the time-varying channel service rate, which
is seen by substream 2 with the existence of substream 1. Sup-
pose that substream 2 has its own QoS exponent requirement

equaling . Hence, from (8), the rate constraint of substream 2
can be computed based on as

(16)
where is the random variable of information that can be
transmitted over priority class 2 under the time-varying service
rate from time 0 to , is the effective capacity com-
puted from with (6), and is the effective
bandwidth of with QoS exponent provisioning .

Together with (12), the rate constraint on both substreams 1
and 2 can be expressed as

(17)

and

(18)

(17) and (18) show that the transmission rates of substreams 1
and 2 are limited by and , respectively. Moreover,
the summation of the constraint on the rate of both substreams
1 and 2 should not exceed the expected channel service rate

. Therefore, when the substream demands to send more
data than the rate constraint, in which the priority class can allow
with the statistical QoS guarantee, the rate shaper algorithm has
to be applied to shape the information rate to meet with the rate
constraints.

The procedure for deriving the rate constraint for two data
substreams can be easily extended tosubstreams via

(19)
where is the rate constraint of substreamcomputed by
assuming that the channel service rate seen by substreamcan
be written as

(20)

where is the QoS exponent corresponding to the guaranteed
packet loss probability required by source substreamand
is the random data rate generated by the source of class.

As shown in our analysis, the rate constraints for multiple
priority classes are dependent on each other. Channel occupa-
tion by higher priority classes (i.e., rate constraints) affects the
rate constraints of lower priority classes. The higher channel
occupation from higher priority classes, the lower opportunity
of channel resource usage from lower priority ones. It is worth
pointing out that although we only consider rate constraint under
strict priority scheduling in this paper, it is possible to extend
this result under other scheduling disciplines.

IV. M APPING VIDEO LAYERS FORQoS CLASSES

In this section, we study how to optimally map each video
layer to one of the priority classes. Although our focus is on
scalable video coding, the underlying technique is applicable
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TABLE II
SUMMARY OF NOTATIONS II

Fig. 3. GOP structure of MPEG-4 PFGS scalable video.

to other prioritized video coding schemes (e.g., relative priority
index [24]). Some additional notations are listed in Table II.

A. Preliminaries

Fig. 3 shows a group-of-picture (GOP) structure of MPEG-4
PFGS [30]. Suppose that there are video frames and there
are video layers in one GOP. Therefore, the loss of any video
portion will affect the end-to-end video quality due to the in-
terdependency within the encoding structure. Each video layer
is packetized into several fixed-size packets before transmis-
sion. Each video packet cannot contain video data across video
layers or video frames. Packets from the same video layer are

put onto the same priority class.1 Furthermore, suppose that
the video playback frame rate at the end user is fixed at
frames/s. If the mobile terminal starts to play back the first video
frame of a GOP at time , video frame in the same GOP
should be received and be ready to be displayed before time

for uninterrupted playback.
Let be the mapping policy from video

layers to priority classes, where is the
priority class that video layeris transmitted. represents
the fact that video layer is abstained from transmission. The
overall expected distortion from the mapping schemecan be
derived using the dependent structure of scalable video [7] as
shown in Fig. 3, which can be expressed as follows

(21)

where

(22)

is the total expected distortion from mapping
scalable frames to different priority classes with an alloca-
tion policy , is the expected distortion if no video data are
received, is the distortion reduction if video layeris cor-
rectly received. Note that the term
in (22) is the probability that video layerand all video layers

, on which video layer depends, are correctly received while
video layer is transmitted over the priority class . The pri-
ority class has QoS exponent and , which corre-
spond to its guaranteed buffer overflow and delay bound prob-
ability, respectively. On the other hand, is the
probability that video layer is lost due to either buffer over-
flow or playback deadline violation when transmitted over pri-
ority class . Since we map all video packets from the same
video layer to the same priority class, the probability that video
layer will be lost can be computed as

(23)

where and denote the probabili-
ties that video packets corresponding to video layerare lost
due to buffer overflow and playback deadline violation (i.e., the
deadline is ) when transmitted over priority class ,
respectively.

To derive and , we use our results
in Section III-B, which was based on the theory of large devia-
tion [5], [31]. First, can be directly obtained by using
(7) as

(24)
where is the probability that the buffer of priority class
is not empty, is the QoS exponent corresponding to buffer
overflow probability of priority class , is the buffer

1Although the wireless channel is nonstationary in nature, it is reasonable to
assume that on the time scale of one GOP (e.g., 1 s), the channel characteristic
is stationary.
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occupancy under priority class at time , and is the
maximum buffer size of priority class .

Then, can be computed by using the rela-
tionship between the experienced packet delay and the buffer
occupancy of priority class as [33]

(25)

where is the rate constraint of priority class
as derived in Section III-C and is the experienced
packet delay at time under priority class . The upper
bound of (25) can be obtained when , (i.e.,

). is the maximum delay
a video packet may experience under priority class. By
substituting the parameters from (25) and its upper bound to
(24), the probability of packet delay violation under priority
class can be computed as

(26)

where is the QoS exponent of the guaranteed delay bound
of priority class and can be expressed as

(27)

With the QoS exponent of the guaranteed bound in (27), when
video packets corresponding to video layerare transmitted
over priority class , the probability of its playback delay vi-
olation can be computed as follows [31], [33]:

(28)

where is the playback deadline of video layer (e.g.,
when a video layer corresponding to video frame,

).

B. Problem Formulation

Based on the parameters described above, the optimal map-
ping problem can be formally stated as follows. Given the set
of rate constraints under the priority transmission system in
Section III-C and the expected channel service rate ,
which can be considered stationary in a time periodcorre-
sponding to one GOP, what is the optimal mapping policy
from one GOP with scalable frames (coded in video
layers) to priority classes such that is minimized?
That is

(29)

(30)

(31)

Fig. 4. Illustration of the tree search approach to derive the optimal mapping
algorithm.

where is the rate constraint of priority class, and
is the size of video layer, which will be conveyed by priority
class .

There are two sets of constraints in the above problem for-
mulation. The first set of constraints say that the source rate of
video bitstreams under each priority class must not exceed the
rate constraint of the corresponding priority class. The second
constraint says that the summation of rate constraints of all pri-
ority classes has to be bounded by the expected channel service
rate (see Section III-C). Recall that, under optimal allocation of
the wireless channel resources to video applications, the max-
imum bit rate of video streams transmitted over priority class
occurs when . Thus, we will set in our QoS
mapping algorithm.

C. Solution to the Optimization Problem

Our solution to the optimization problem follows a con-
strained-based search that exploits the dependency among the
layers. Referring to Fig. 4 [18], the tree represents all possible
QoS mapping solutions. Each stage of the tree corresponds to
one of the video layers. Each node of the tree at a given stage
represents a possible cumulative buffer occupancy in each
priority class. For example, in Fig. 4, for each node at stage

, we create branches in order to account for all possible
accumulated buffer occupancies due to QoS mapping from
video layer 1 to , where the number of the branches is equal to

.2 Then, we compute the buffer occupancy corresponding
to each node at stageby summing the size of video layer
and accumulated buffer occupancy corresponding to nodes at
stage . This is equivalent to adding the size of video layer

to the buffer of all possible priority classes at stage .
Each branch at stagehas a cost to account for the expected

distortion reduction when video layeris mapped to a particular
priority class. The reduction in distortion is zero if video layer

is abstained from transmission. Therefore, as we traverse the
tree from the root to leaves, we can compute the accumulated
expected distortion reduction for each possible mappings. For

2Recall thatK + 1 classes include the case where video layer is abstained
from transmission.
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example, in Fig. 4, branch from stage to has the as-
sociated distortion reduction by transmission of video layer
via priority class . The level of occupied resource is the size
of video layer , which is equal to . The expected distortion
reduction of video layer in association with branch can be
found by (22) and (23) and is

(32)
where is the expected distortion reduction when trans-
mission video layer over priority class and video layers is
correctly received.

It is worth pointing out that an exhaustive search of each node
for a complete tree is not necessary, due to the rate constraint
for each priority class given (30) and (31). That is, it is suffi-
cient to prune the branch when the accumulated rate exceeds its
corresponding rate constraint—a branch cannot be created if it
violates the rate constraint of corresponding priority class. Once
we find the maximum accumulated distortion reduction, the op-
timal mapping solution can be found by traversing back from
the leaf node to the root of the tree (see Fig. 4).

V. VIDEO ADAPTATION

A. QoS Bounds

We use a set of QoS bounds to characterize the range of video
quality requirements and transmission service capabilities.
Within this set of bounds, QoS parameters of video and trans-
mission service can be adjusted to cope with the time-varying
and nonstationary wireless link quality. Due to the time-varying
characteristics of video content and time-varying wireless
channel, the set of bounds are also time-varying. Specifically,
the QoS bound for video application at timecan be defined as
the video distortion of GOP as

(33)

where and are the respective lower and
upper bounds at time. For transmission service with
priority classes, priority class with buffer size can
provide statistical QoS guarantee bounds in terms of buffer
overflow probability

(34)

where and are the respective lower and
upper bounds of the guaranteed buffer overflow probability by
priority corresponding to QoS exponent and . Similarly,
the rate constraint corresponding to the statistical QoS guarantee
(see Section III-C) can be expressed as

(35)

where and are the respective rate constraints
corresponding to and . Note that the range
for guaranteed packet delay can also be obtained from the guar-
anteed buffer overflow probability (see Section IV).

Fig. 5. Interaction between video applications and priority networks for QoS
adaptation.

B. Video QoS Adaptation Through Cross-Layer Interaction

Using the set of QoS bounds, we propose an adaptation al-
gorithm for video source through interaction with the under-
lying transmission network. The proposed algorithm optimally
adjusts its video encoding behavior based on the QoS bounds.

Suppose that there are priority classes in priority
network. From the defined QoS bound of packet loss prob-
ability described in Section V-A, it can be set up as

, where ,
and is the candidate of guaranteed packet loss

probability of priority class, and is the number of elements
in . In theory, can be an infinite set (i.e., ) due
to the continuous value of guaranteed packet loss probability
in the QoS bound. However, in real-world implementation,

must be limited to a finite set of QoS options to reduce
complexity. In this paper, we assumeis a finite set.

The optimal video adaptation algorithm can be formulated as
follows. Given that the current expected channel service rate at
time equal to ,3 find a set of QoS parameters for the
priority network from such that the expected video distor-
tion is minimized while satisfying the QoS bound and current
available wireless channel rate. That is

(36)

(37)

(38)

where is the rate constraint of priority class(corre-
sponding to its statistical QoS guarantee in) and
is the optimal expected video distortion from (29), which is ob-
tained by using the set of QoS parameters of guaranteed packet
loss and those of its counterpart guaranteed packet delay at
time . The computation of is done based on video
layer mapping scheme in Section IV.

In the following, we describe an adaptation algorithm for
video encoding based on interaction with the underlying trans-
mission network to achieve the above problem formulation
(also, see Fig. 5).

3Now, we consider the longer time scale in video transmission (i.e., more than
one GOP). Therefore, the wireless channel condition is no longer be stationary
and the expected channel service rate is time-varying.
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Algorithm I : ( Video Adaptation )

• Step 1: The video coding module sets up the
QoS bound �(t) in terms of the expected video
distortion (or the expected PSNR). Then, it
sends the request for transmission (TxReq) to
the transmission module to set up the trans-
mission process.

• Step 2: After transmission module receives
(TxReq), transmission module offers a set
of statistical QoS guarantees for each pri-
ority class based on 	 to the video coding
module. Then, the video layer mapping in-
terface translates the QoS provisioning of
each priority class to the expected dis-
tortion value as described in Section IV.
Note that all of the possible solutions in
	 will be considered. The QoS parameters of
the priority network that provide the lowest
distortion and satisfy the range of video
quality requirement �(t) will be chosen as
the QoS parameters for video transmission.
If there are no QoS parameters satisfying
all constraints simultaneously. It implies
that the available transmission capabilities
cannot meet the video quality requirement
of the video coding module under the current
channel condition. Then, we go to Step 3.
If all constraints are met, we go to Step 4
directly.

• Step 3: The transmission module requests
the video coding module to adjust the video
quality requirement �(t). The video coding
module complies with this request and ad-
justs the QoS bound (i.e., the expected dis-
tortion range) and repeat the process in
Step 2.

• Step 4: The video coding module sends se-
lected QoS parameters (QoSSelect) to the trans-
mission module to set up QoS parameters of
each priority class in the priority network.

• Step 5: The transmission module sends the
acknowledgment to the video coding module
after its QoS parameters are set up.

• Step 6: The prioritized video bitstream is
uploaded to the priority network based on
agreed QoS parameters and the video layer
mapping policy.

• Step 7: Upon the change of the transmis-
sion channel service rate is detected during
transmission, adaptation of QoS parameters
for both the video application and the pri-
ority network will be needed. That is, we go
back to Step 2.

VI. EXPERIMENTAL RESULTS

In this section, we present the simulation results of the pro-
posed cross-layer QoS mapping for prioritized video transmis-
sion over time-varying and nonstationary wireless channels. The

100 video frames of CIF foreman sequence are used for simu-
lation. Video sequence is encoded by PFGS video codec with
frame rate 10 frames/s and there are ten frames in each GOP.
The nonstationary behavior of wireless channels is simulated by
randomly changing the normalized Doppler frequency and av-
erage power. The normalized Doppler frequency is chosen from
the set of 10 5 10 10 reflecting the time-varying mo-
bile speed while the average SNR of the received signal varies
from 10 to 20 dB.

A. Rate Constraint of Multiple Priority Classes

In this section, we conduct experiments to study the derived
rate constraint of the multiple classes under time-varying
wireless channel as described in Section III. In particular,
we adopt a time-varying service-rate channel modeled by the
Markov process from the work in [12].

First, let us consider two priority classes with strict priority
scheduling for packet transmission under the link layer trans-
mission. The first class has a higher priority than the second
class. The packet size is 200 bytes. The expected service rate
of the wireless channel is set to kb/s at nor-
malized Doppler frequency 10, in this simulation. As seen in
Fig. 6(a), the rate constraint of the first priority class (i.e., the
high priority class) computed from the closed form of effective
bandwidth and effective capacity [(8), (9), and (10)] and those
obtained from the simulation are close to each other over a wide
range of packet loss probabilities.4 Under time-varying channel
characteristic, the lower the packet loss probability requirement,
the less reliably allowable the transmitted data rate. Simulation
results given in Fig. 6(a) also study the buffer size effect on the
rate constraint. The larger the buffer size, the more data rate we
can transmit under the same packet loss probability guarantee.

Based on the rate constraint shown in Section III-C, Fig. 6(b)
shows the rate constraint of priority class 2 (i.e., the low priority
class) over a wide range of guaranteed packet loss probability
requirement. As shown in these simulation results, the rate
constraint of priority class 2 with a buffer size equal to 250
packets is dependent on how much priority class 1 occupies
the wireless link. The rate constraint of priority class 2 with a
lower QoS guarantee of priority class 1 (with guaranteed packet

10 and kb/s)
can provide a higher transmission rate than that with a higher
QoS guarantee of priority class 1 (with guaranteed packet

10 and kb/s).
The rate constraint of priority class 1 in different wireless

channel environments is investigated below. The maximum
buffer size is set at 500 packets for our studies. First, the effect
of different normalized Doppler frequencies (i.e., indicating
the changing speed of wireless channel condition) to the rate
constraint is shown in Fig. 7. If the channel changes slowly
(with a low normalized Doppler frequency), the rate constraint
is lower than that with a higher normalized Doppler frequency
given the same guaranteed buffer overflow probability. This
results from the longer period that the wireless channel stays in
the bad channel condition, which leads to less overall reliable

4Recall that probability of packet loss and QoS exponent is related through
the large deviation theory as in Section III-B.
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(a)

(b)

Fig. 6. (a) Rate constraint of a high priority class from two priority
classes, which is computed from the discrete Markov wireless channel
model corresponding to the normalizedDoppler frequency = 10 and
average power = 16 dB and the buffer sizes are chosen to be 250 and 500
packets. (b) Rate constraint of a lower priority class from two priority classes
and a buffer size of 250 packets based on absolute priority scheduling when the
packet loss rate guarantee of class 1 is equal to 10and 10 .

transmission data rate. The effect of the average power on the
rate constraint is shown in Fig. 8. As shown in Fig. 8, given the
probability of packet loss guarantee, the rate constraint can be
increased by enhancing the average power transmission. Note
that the curves of rate constraint corresponding to probability
of packet delay has the same tendency of those corresponding
to probability of packet loss considered in this section.

B. Mapping Video Layers to QoS Classes

To study the mapping between video layers and QoS classes,
three priority classes with strict priority scheduling are consid-
ered. The guaranteed buffer overflow probabilities are 10,
10 , and 0.1 from the highest to the lowest priority class, re-
spectively. The guaranteed delay bound probabilities are derived
based on its counterpart buffer overflow probabilities and video

Fig. 7. Rate constraint of a wireless channel of priority class 1 computed from
the discrete Markov channel model with the normalized Doppler frequencies
10 and5 � 10 , where the average power is equal to 16 dB.

Fig. 8. Rate constraint of the wireless channel for priority class 1 computed
from the discrete Markov channel model with the average power equal to 16 dB
and 12 dB, where the normalized Doppler frequency is 10.

structure. The rate constraint of each priority class can be ob-
tained from the corresponding set of QoS guarantees and used
in the QoS mapping mechanism (see Section IV).

The video packet size is set at 200 bytes, whereas the buffer
size is equal to 1000 packets. The expected service rate of the
wireless channel is set to kb/s at normalized
Doppler frequency 10 as in the previous simulation section.
The target bit rate of base layer of video is equal to the rate
constraint of the highest priority classes.

In Fig. 9, we compare the expected PSNR obtained from the
optimal mapping algorithm proposed in Section IV and the un-
prioritized mapping, where all of the video layers are treated
equally and randomly mapped to QoS classes. The study is con-
ducted in a wide range of channel condition through the average
channel SNR. The experimental results of each specific channel
SNR are obtained from averaging over 100 video frames and 30
channel realizations. We can see from simulation results that
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Fig. 9. Average PSNR comparison of video layer mapping to QoS classes
between optimal video layer mapping and unprioritized video layer mapping.

there are significant performance difference between optimal
video layer mapping to QoS classes and the mapping without
considering the difference among video layers.

C. Video Adaptation

To evaluate the performance of dynamic QoS adjustment
for adaptive scalable video transmission, three priority classes
with strict priority scheduling are considered. The range of
guaranteed buffer overflow probabilities are10 10 ,
10 10 , and 10 10 for priority classes 1, 2,
and 3, respectively. The number of possible QoS parameters
of multiple priority classes used for QoS adaptation obtained
from QoS ranges is 20 (i.e., ). The rate constraints
of priority classes and probability of guaranteed delay bound
are derived from the set of buffer overflow probabilities. With
described parameters, the QoS mapping mechanism proposed
in Section IV is used as a QoS interface between the video and
the transmission modules during video transmission.

The video sequence is pre-encoded with the target bit rate
of the base-layer equal to 100 kb/s. The time-varying and non-
stationary wireless channel is simulated by varying the average
power and the normalized Doppler frequency and modeled by
the discrete Markov chain as described before. The channel is
assumed to be stationary during one GOP interval (i.e., 1 s). The
buffer size is set to be 1000 packets with the packet size equal
to 200 bytes.

We compare three video transmission systems with different
characteristics:

• System 1: no QoS interaction and adaptation with the ex-
pected PSNR requirement equal to 29 dB;

• System 2: no QoS interaction but with QoS adaptation
system with the expected PSNR requirement equal to
29 dB;

• System 3: with both QoS interaction and QoS adap-
tation with the PSNR requirement within the range of
[27, 37] dB.

The guaranteed multiple QoS provisioning of the first
transmission system is fixed at 10, 10 , and 0.1 for the

Fig. 10. Y-PSNR comparison of three video transmission systems under a
nonstationary wireless environment with the time-varying power and speed.

three priority classes, respectively, while the QoS provisioning
of the second and third systems are adaptively changed based
on channel conditions. However, QoS interaction for adjusting
the video requirement in System 2 is not applied. The adap-
tation scheme is performed to achieve the expected PSNR
requirement.

The simulation results are given in Fig. 10. First, let us
compare Systems 1 and 2. Due to adaptation capability of
System 2, System 2 provides better PSNR and more consistent
video service than System 1 under changing wireless network
environments. However, Systems 1 and 2 are based on fixed
expected video QoS requirement. Therefore, when the wireless
network environment is not in a good state (i.e., average
SNR is low) together with the video contents are changed,
the expected video requirement can not be maintained (i.e.,
interrupted video service during frame 50–60 and 70–100 in
System 1 and interrupted video service during frame 70–100
in System 2). With both QoS adaptation and interaction, the
adaptive video transmission system (i.e., System 3) provides
more consistent video service and enhanced video quality
than the other two systems. Even though the original range of
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PSNR requirement of System 3 may not be satisfied in some
periods of video service, with the interaction between modules
to adjust the PSNR range, the video service can be sustained
during communication.

VII. RELATED WORK

There have been many studies on the cross-layer design for
efficient multimedia delivery with QoS assurance over wired
and wireless networks in recent years [1], [14], [16], [17], [19],
[20], [22]–[24], [26], [32]. In [14], [16], [19], [22]–[24], and
[26], the efforts have been focused on the utilization of the
differentiated service architecture to convey multimedia data.
The common approach in these previous works is the parti-
tioning of multimedia data into smaller units, and then maps
these units to different classes for prioritized transmission. The
partitioned multimedia units are prioritized based on its con-
tribution to the expected quality at the end user, while the pri-
ority transmission system provides different QoS guarantees de-
pending on its corresponding service priority. Servettoet al.
[23] proposed an optimization framework to segment a variable
bit rate source to several substreams. Then, the resulting sub-
streams are transmitted in multiple priority classes with ATM
connections. The objective of this scheme was to minimize the
expected distortion of the variable bit rate source due to trans-
mission. Shinet al. [24], Tanet al. [26], Sehgalet al. [22], Pad-
mannabhanet al. [19], Martin [16], and Masalaet al. [14] used
the different priority classes of DiffServ architecture [8] to de-
liver multimedia data. Shinet al. [24] prioritized each video
packet based on its error propagation effect if it is lost. Video
packets were mapped differently to transmission priority classes
with the objective to maximize end-to-end video quality under
the cost and/or price constraint. Tanet al. [26] and Masalaet al.
[14] examined the same problem as that formulated in [24] with
different approaches for video prioritization. The other types of
multimedia delivery over DiffServ network such as prioritized
speech and audio packets were considered by Martin [16] and
Sehgalet al. [22], respectively. However, the authors did not
take into an account of the stochastic behavior of wireless net-
work in their cross-layer design. In other words, adaptive re-
source allocation, adaptive QoS scheme in both application and
link layer transmission, and the interaction between layers under
time-varying wireless environment were not addressed. Con-
sequently, when applying these proposed algorithms to time-
varying and nonstationary wireless environment, the systems
may fail to sustain QoS assurance of multimedia applications.

In [1], [17], [20], and [32], the authors introduce cross-layer
design with adaptive QoS assurance for multimedia transmis-
sion. In [32], Xiaoet al. studied the rate-delay tradeoff curve
offered from the lower-layer protocol to the applications. Then,
the application layer chose the operating point from this curve
as a guaranteed QoS parameter for transmission. These curves
can change as the wireless network environment changes.

In [1], [17], and [20], the authors investigated the dynamic
QoS framework to adaptively adjust QoS parameters of the
wireless network to match with time-varying wireless channel
condition. In their studies, the application was given the
flexibility to adapt to the level of QoS provided by the network.

Even though these efforts considered the cross-layer design
based on QoS adaptation framework, their QoS parameters are
based on absolute QoS. Furthermore, the mutual awareness
of QoS parameters between application and link transmission
layer were not established. In other words, there is no inter-
action between layers to obtain the operating QoS tradeoff
points. Therefore, their proposed system may not be able to
maintain QoS when wireless channel is highly dynamic. On the
contrary, by utilizing the statistical QoS in cross-layer design
and interaction between layers as we have done in this paper,
the multimedia transmission system tends to be more robust
in maintaining QoS parameter (i.e., quality of multimedia
and uninterrupted service) under highly dynamic wireless
environment.

VIII. C ONCLUSION

In this paper, we proposed a cross-layer QoS mapping ar-
chitecture for video delivery over wireless environment. There
are several components under this architecture, including a pro-
posal of an adaptive QoS service model that allows QoS pa-
rameters to be adaptively adjusted according to the time-varying
wireless channel condition, an interaction mechanism between
the priority network and video applications to provide proper
QoS selection, and a resource management scheme to assign
resources based on the QoS guarantee for each priority class
under the time-varying wireless channel. This architecture en-
ables to perform QoS mapping between statistical QoS guaran-
tees at the network level to a corresponding priority class with
different video quality requirements. Simulation results demon-
strated that the proposed dynamic QoS management system can
provide consistent video service and enhanced end-to-end video
quality over time-varying and nonstationary wireless channels.
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