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Approximation Properties of Some Modified
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Abstract- In the present paper, we introduce some Stancu type w@ ™ f (t)
generalization of Szasz-Mirakyan-Baskakov type ogera. We |\/|n (f,x)= (n—]_)j - 7
° (1+t)"

estimate the moments for these operators using the
hypergeometric series, which can be related to Lagee g is an alternate form of the operator (1.1}dmms of
polynomials. We estimate point wise convergence,ngswptic . .
expansion and error estimate in terms of higher erdnodulus of confluent hypergeometric series. .
continuity of function in simultaneous approximatio for these In the year 1972 D. D. Stancu [12] introduced gver
generalized operators. We use the technique of dine general class of positive lineaperator generalizing the well
approximating method viz. Steklov mean. known operators as those of Bernstein, Baskakowanerd
Keywords.  linear  positive  operators,  simultaneousSzasz operator. In recent years a great work rersd@ne on
approximation, Lebesgue function, modulus of contiity, Steklov  Stancu type operators by several authors [13], [8],
mean, hypergeometric series, Laguerre polynomial . Motivated by the recent work on Stancu type opesadae to
_ Gupta-Yadav [9] and Gupta-Tachev [7], here we hie
I Introduction the Stancu type generalization of the
In the theory of approximation we have severalgrag SZasz-Mirakyan-Baskakov type operator defined by)(1

modification of the Szasz operators, which includ®ased on two paramete®, 8 such thatO<a < as
Széasz-Durrmeyer operator, Szasz-Kantorovich opesatofollows:
Széasz-Beta operators, and Szasz-Mirakyan operatbies.
approximation properties of several linear positiperators - ntea
have been discussed in the past few decades. Sbthe o —(n— r
important results have been given in the recenk&diy Myp (1) =(0 1)§pnk(X) Oq‘k(t)f(n+18Jdt XH[0),
Aral-Gupta-Agarwal [1] and Gupta-Agarwal [3]. Gumad (1.4)
S;Ni(s)ﬁ\é?m[%p;ﬁgossezdéng_?\ﬂr?r'gks;gnilir dpolsggﬁli?)?r%as' where the Baskakov and Szasz-Mirakyan operatogs ar

is .. . X -

functions to approximate Lebesgue integrable fonstion feﬂneo_l in (1.2). Also, in terms of hypergeomeﬁwes, one
can write the operators as follows:

[0,00) as follows:

e‘”xf(nHaj
S n+p nxt
c 0 M (f,x)=(n-1)] —————= ,F| n1,— |dt.
M (F,3) = (N=1)) Py (9 G (€ F I, XD[0,00), (%)= (n-D)f Qs 1( 1+tj
k=0
(1.5)
) (1.1) Remark 1.1 /fwe put a =0 and =0
where then the operator (1.3) will reduce to the operattafined in
(1.2).
D (x)=e™ (nx)k (n+k-1)! t« In the present paper we estimate point wise cgerare,
n,k -

K 1 Unk t)= Ki(n—-1)! (1+1) nik ©  asymptotic expansion and error estimate in ‘ﬂeﬁhsigﬂer
’ ’ ) order modulus of continuity of function in simul&ous
approximation for these generalized operators. & the
technique of linear approximating method viz. Stekl

We give a more interesting way to represent tiopseators
in terms of confluent hyper-geometric function,ideél as

(a), x k mean.To establish the main results we need thevioih
1 Fo(asb; x) = ——F——,  auxiliary results.
(b), k!
where (@), is called Pochhammer symbol and is defined as I Auxiliary Results
(@), =a(a+l)(@+2)....a+k-1) and (1), =kl. Lemmal. [10]Let rONOO, ifthe r-th order
Then M (f,X) can be written as: moment is defined as

Un,r (X) = ipn,k (X)(% - Xj )

then there exists a recurrence relation
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Lemma 2. [13] Let the central moment be defined as

T (0= M, (=X 0= (n-DY pn,k(x)jjqn,k(t)(”t ta x] dt,

n+ g

and for n>1 we have the following recurrence

relation:
(n+B)(n=1=2)T, ., =nxXT (X +rT,, 4 (x) +{n(r +1)+2(r +1)((n+ B)x—a) +n(a - BI}T, (X
a a .,
+nr(x-— +r(n+ X - T ..,(X).
{ (x= o) e A)x= ) } (%)
From the recurrence relation, it can easily be verified that,
T,, () =0(n ™) as n - o forall xO[0,).

Lemma3. M, ; (t",X) isa polynomial in x of degree exactly r, Or ON°, we have

2r o | 2r-2 o 1
M, (%) = n“(n-r-2)! o 41 r(n—-r-2)!

C(n+B)'(n-2)"  (n+pB) (n-2)!

{nr+a(n-r-1x

2r-4 2 2
n“r(r=-1)(n-r-2)!{n a -
+ ( r)( ) —r(r=-D+a(r-1n(n-r-1)+—(n-r)(n-r -1)x"?
(n+/)" (n-2)! 2 2
+0(n7).
Proof Using Pochhammer symbol and confluent hypergedarfeinction, defined in sectidhy we can write as

r _ —nx(n_r_z)!r! 1.
M, {t,x)=e —(n—2)! JF(r+1;1;nx). (2.1)

Also by Kummer’s transformation, F, (a;b; x) = €* ,F,(b—a;b;—X), we can write
(n=r=2)r!
(n=2)!
Further the confluent hypergeometric function iated with generalized Laguerre polynomial with thition

m+n)!
709 =T
mnl
therefore we can writeM | (t",x) interms of Laguerre polynomial as follows,

_(=r=2)lrt =~
- (n—Z)I Lr( nX),

M, (", x)= F(-1;1-nX).

F(=nm+1;x),

M, (t",x)
where L, (X) = ijo(—l) J T So we can write

—r =Nl (r i
Mn(tr,x):wz(_j@_ 2.2)
(n=-2)! =) !
Further using binomial theorem, the relation betvthe operator (1.3) andl.4) can be defined as follows
Mo X)_Z':(rj o inl M0
TG ey

Now by using (2.2) one can obtain the required result.

Lemma 4. [6] There exist the polynomialqz(’j’r (X) independent of n and k such that

r

X' C(ijx_r[e—nX(nX)k] — Z ni (k _ nx)jﬂ,j,r (X)[e_”x(nx)"]_
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Lemmab.
as t - o thenforr=1,2,3....

n2r (n _

(n- 2)'(n+,3)r

MO (f,%)=

Proof Using Leibnitz theorem

( 1)r |n e nX(nX)k i
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Let f be r times differentiable on [0,) suchthat f“™ =0O(t?), forsome a >0
and n>a+r, we have

nt+a

ank(x)jankﬂ(t)f“( vk

M S (F,x)=(n- 1)2

20

””‘”iim( 1) N P (X)) e (1) €

= -1y pn,k(x)jj(—l)fi(:j( D)'N Gy (D 1

By Leibnitz theorem

o [a k(>f( /3,>dt
I‘lt+0’)dt
+ B
m+a)dt.
+ B

rgr)rk+r( )_ (nn;]_-)ll)l 2(_1)i(:jqn,k+i(t),
we obtain after simple computation )
M0 = REER S (0 (-1 0 0 F A el
" (-2 {5 T e

Further integrating by part times, we get the required result.

I1. Main Results

In this section we give the direct results, we

establish here point wise approximation, asymptotimula
and an error estimation in simultaneous approxionatiVe
need the following definitions to prove the results
Definition 1. The Mth order modulus of continuity for a

function continuous orff 8, b] is defined as

a,(f,3[abl) = sug A7 f ()| h< ;% x+hO[a bl

Definition2.Let
Cy[O,OO) ={f 0C[0,»):| f (t)|< Mt”, forsomg > 0},

thenorm ||| on C,[0,) is defined by
I 1l,= 0SU|OI fE)t”,
<t<co

then for O<a<a <b <b<o , for sufficiently
of 2" order
tO[a b]

small 77>0 the Steklov meanf ,

corresponding to f JC [ab] and is

defined as follows:
_o5 12 pnl2
f,,)=n Zj—n/zj—nlz( f(t) - A% f ()dt,dt,,

where h=(t, +t,)/2 and A? is the second

order forward difference operator wittep length h.

2 over [a,b],
@ 11,2 lloga = Cee (7. [2,DD),

@) 11 = £, llga oS Cleo (7,211,

@ 112 llga, 1S C772 1 llegas
) 11y llga < CII 1l

where by C, we mean certain constants not same
at each occurrence and are independent ofand 7.

Theorem 1. (Point wise convergengeet &, 5 be the two
parameters satisfying the conditio< a < (3. If

rONC, f OC[0,00) forsome y>0 and £
exists at a point X[ (0,), then
lim [M 2 5 (F W,

Proof . By Taylor’s expansion off
rof® (X) )
ft)=> ; t—x)"+&(t,X)(t-x)",
i=0 :

-0 as t - X

= O (x).

where £(t, X)

dr
Mn,a,ﬁ(f !W)} -

f o r i
- =32l

i=0

For fOC[ab], f, , satisfy the following properties:
n2 + [M ) et x)(t=x)", W)Jw=x
(1) f,]]2 has continuous derivatives up esder — 1+
=Tl
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Now from Lemma 3 and Lemma 5

=2 00 i,

i=0 0
O n* (n+r =1)!r!
o (n+B)(n-2)!
f(x) as n - oo,
by using Lemma 4, we obtain

Now estimatel,

L=(-1) —w,r(x)z(" LIS

2i+j<r
i,j=0

o nt+a .,
[ Gn OO 't

=(n-1) Y —wj,(x)z(k MY g (g

2i+j<r
i,j=0

=(n-1C, ¥ 2|(k )’ | P ([

2i+j<r
i,j=0
nt + a
+ t Y odt
Jic oK s (12— = x I it}
::I3+I4,
where
s(n-1)eC, >
2Qi+j<sr
J i,j20
o0 nt+a 21 1172
X t -X)"dt
(J, O (OC =% d)

=eC, D, n(zpnk(x)(k nx)*)*

Zi+jsr
i,j=0

a _ X)Zr dt)llz,

o 1
as .[o Qnk(Ddt = 1 Now making use of Lemma 1

we get

Shu k¥’ =rf{%(x)(f\—x>ﬁ}ﬁi[% J=ar)

155

ed Summation-Integral Type Operator

® nt+a ;

Jy O O£ 5o
This gives

n' °° .
(=1 > —1@,, 01D 1(k=nx)’ | p,.(x)
a+jsr X k=0
i,i20
X[ G —x[ dt

Since £(t,x) - 0 as t - x, for a given £>0
there exist 0 >0 such that |&(t,x)| whenever
|t—x|<o , further if A is any integer
>maxy, r} then we find a constanK >0 such

nt+ 0’ nt+a
that |&(t, X)|| x[< K| =X[". Thus
for some C1>O we can write
- x| dt
o
o X

= s |¢.,J,rr( )|,

2i+ jsr X

i,j>0
and K is independent ofC,. Next, using Schwarz

inequality for the integration and summation, wéadr

03 = mX) ] P (]G, (D)

Also, by Lemma 2
- a _
-x)*dt=0(n™").

Thus
l;<eC, Y. n'O(n"*)O(n™") = 0(1).
2Zi+j<r
i,j20
Similarly using Schwarz inequality
4= O().
Thus due to arbitrariness &,

=0(1).

, we obtain the

it follows that 1,

Combining the estimates of;, and |,

desired result.

Theorem 2. (Asymptotic expansiogt f [1C [0,0) be
bounded on every finiteub-interval of [0, )
admitting the derivative adrder (r +2) at a fixed
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x[(0,0). Let f(t)= O(ty) as t - o for Proof. By Taylor's expansion
some ) >0,then we have

f r+2 f(l)(x) (r+2)
(t) = z Al (t—x)' +&(t, X)(t-X)
imn(M%(F ), FOR) = ATOX  where et ~x 3 tox  and
£, x)=0o((t—x)°) as t - o forsome J >0.
+H{(r+1)+(r+2x+a - £ D (x) Using Lemma 4, we can write

+H{X2+2(r +2+a) X f 2(x).

(+2 f ()
(M (W), = 1000 = (S P M@0 Wl - 1000
FnMO -2, W), +a(r+1)n(n-r —3)+%(n—r -2)(n-r =3)]r!
=1, +1,.
By Lemma 2 and 3, we have N 2r+2(n r=3)I(r +1)!x
2y (r+2)x)(" v
n* (r +1)(n-r -3
f(rﬂ)(x) (=) (n=r = 2)ir! + (n(+,6’)?$1( )) [n(r+1)+a(n—r-2)]r!)
e Y g2

2r+2 o | 2r _ _ |
L (nlr 3)'(r+1)!x +(r+2)(r+1) NERLL (nrr 2)! i
(n+B)™(n-2)! 2 (n+ B) (n-2)
Now taking limit N — o and using induction
n” (r +1)(n-r -3 hypothesis coefficient of ' (x),f"*(x) and
+

sy I+ a(=r-2))

(”2)(X) in the above expression areespectively

R s -y 20 ((S2-p) , ((T+D+r+Dx+a-pt and
f

(r+2)| (n+B3)*?(n-2)! 2 {X(Xx+2(r +2+a))} . Hence in order to prove the
theorem it is sufficient to show that'l, — 0 as N —

N n**2(r +2)(n-r —4)!
(n+pB)"*(n-2)!

, Wwhich follows on proceeding along the lines in the
estimation of |, as done in Theorem 1.

Theorem 3 (Error estimation)Let f [JC [0,) for

N’ (r +2)(r +1)(n—-r —4)! n? some y>0 and O<a<a <b <b<o.Then for
* [~ (r+2)(r +1) n sufficiently large, we have

(n+B)"*(n-2)! 2

n(r+2)+a(n—-r-3)] +1)!x

MO 5 (F.)= 1 g oy< G (F7,072 [a,b]) +Con | £,

where C,=C,(r) and C,=C,(r, ).

Proof. By linearity property

M 5(F.)= f(r)

MO 10

Clay by
+HM(r) (f ,..)— f(r))‘
na,f\'n2m" qal’bl]
+Hf(r) —f0 ‘
Z2 NN
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=T, +T,+T,,
since f,’("z) = (f (')),7'2 , hence by property (3) of Steklov mean, we get

T, <Cyaa,(1,17,[a,b]).
Next, using Theorem 2, wabtain

T,<C,n lzuﬂ”uqabl

<Cn ™[l gy 103 g |
UR|LE dab] fp2 dab) J’

now by properties (2) and (4) of Steklov mean, \&am
T, <Cn I, +7 e, (., [ab))}.
Finally, we estimateT, choosing a,b satisfying the condiidB<a<a <a, <k <b <b<o . Also let x(t)

denotes the characteristic function in the intdr@al b’ ], then
TS [ME O O 1,00,
MO (@ X)) - F,,0), j\

=T,+T..
Now by Lemma 5

MO ¥ (n-r-1t
Mz OO0 OO0 = = oD ank()
e OXOLFOOET) o My 4
% J, Qo XD g G
Hence
<G -1 .

+
Now for x[O[a;,b] and tO[0,e)\[a&* b*], we choose J, >0 satisfying ‘r:]t-'-a' >0, >0. By Lemma

4 and Schwarz inequality, we have

dl’

£ <(n-1) Y n”‘”””'zpnk(xnk x|

W=X A +jsr
i,j=0

® nt +a nt +a
X [ G (D = X(t))‘f{mj - fq,Z(WJ

M a5 (A= XO)(F () = £, (1), W)

dt

1/2
<Ceo " Il ni{ P, (X)Ik—nxlz’}
<Cgllfll, (n-1) > ank(x)lk nx |’ i Vzﬂ-; kZ:‘) *

2i+j<r i,j20
i,j=20

* -[It—x|251q n.k (t)dt

41 1/2
nt+a
. . {(n 1)(2 pnk(X)J- an( )( ﬁ XJ dt)} .
<CO2IfIl, (n-1) > n'Dp,, (xX)[k-nx|
Z+j<r k=0
hi20 Hence by Lemma 1 and lemma 2 we have

o 1/2 4 12 (i+1-1) -v
A anood {j 0 2] do} r<c )il ' scn )]

+B
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r
where v=(l _E) . Now choose /7 >0 such that

v>1. Then T,<C,n*| f ||, - Therefore by property
(3) of Steklov mean, we obtain

T, <Gy f 0 -1

+Con7H |,

cla“,b"]

< Coe(f,m[a b)) +Cn 7 || I,

Hence with /) = n"”z, the theorem follows.
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