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violation of soft constraints is minimised as mashpossible.

Abstract—This paper presents an investigation of selection Interested readers can find more details about EE€arch
strategies upon the Artificial Bee Colony (ABC) algrithm in  and comprehensive survey papers in [7], [8], [14]] [18]
examination timetabling problems. ABC is a global ®chastic and [19]. Example of one of the bee family algarithi.e

optimisation algorithm that is based on the behavioof honey h b fi timisati lgorithm that h b
bee swarms. Onlooker bees in ABC algorithm chooseodd oney-bees maling optimisation aigorithm  that ha&en

source based on the proportional selection strategyin this ~applied to SOlV? ETTP can be found in [16]. _

paper, three selection strategies are introduced.§. disruptive, The paper is organised as follow: Section Il fofgnal
tournament and rank selection strategies), in ordeto improve  presents the ETTP and formulation. Section Il déss the
the diversity of the population and avoid the prem&ure  original ABC algorithm. The selection strategieatthave

convergence in th(_e_evolutlona_ry process. Experlr_nentaesu_lts been applied in ABC are presented in Section Ve Th
show that the modified ABC with the three selectiorstrategies d h i ted in Secti V. O

outperforms the ABC algorithm alone. Among the selgtion propqse approac .'S presented in - >ec !on ) ur
strategies, the disruptive selection strategy showthe better ~€Xperimental comparison are presented, discussetl an

performance when tested on standard benchmark examation  evaluated in Section VI. This is followed by someeb

timetabling problem. concluding comments in Section VII.
Timetabling problems, Selection Strategies. )
ETTP can be defined as NP-hard problem that duketo
|. INTRODUCTION difficulty of satisfying the pre-defined number @instraints.

In this paper, the problem description is adaptenfthe

_S(_aver_al approaches have been proposed for sOlwggplanation presented in [8]. ETTP consist of a Inemnof
optimization problems. In recent years, the rededarend . i
inputs as follow:

focuses more on heuristic methods rather thanrétuitional .

L N is the number of exams.
methods to solve the optimisation problems. Swarm
intelligence for example focuses on the behavidinsects to * FEisanexam,O{1... N}
develop some meta-heuristics which can mimic tlsedtis

e Tis the given number of available timeslots.
problem-solving. Artificial bee colony (ABC) algtinim is a g

part of swarm intelligence algorithms that mimike hatural * Mis the number of students.

behavior of real honey bees on searching fqr fcmulcge_s_. It «  C= () is the conflict matrix where each element
was proposed by Karaboga [12] for numerical opttis denoted by;,i,j 0{1,...,N is the number of students
problem [12]. [11] Proposed an extended versiorABC taking exams andj.

algorithm for solving constrained optimisation plerbs. o . .
In this paper, we treat the Examination Timetabling tkk(l((lé t{ka) :}p)ecmes the assigned timeslot for exam

Problems (ETTP), which can be defined as a classic s

combinatorial optimisation problem. ETTP dealsssigning An objective function is formulated which triesgpace out

a number of exams into a limited number of timesland students’ exams throughout the exam period (Eq.whjch

locations, whilst reducing the violations of a peided set of is considered as the soft constraint. It can baditated as the

constraints. Usually there are two types of coissa minimisation of:

considered in ETTP i.e. hard and soft constraiftard - .
. e @ . > FL(i)
constraints cannot be violated in any circumstanaed — |
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0 otherwise

Eq. (2) presents the cost for an exam i whichusmgby the
proximity value multiplied by the number of studenh
conflict. Eq. (3) represents a proximity value betw two
exams [10]. Eqg. (4) represents a hard constralasliefree
requirement) so that no student can sit two exdrtteeasame
time.

lll.  ARTIFICIAL BEE COLONY ALGORITHM (ABC)

A. The Basic Atrtificial Bee Colony (ABC) Algorithm

Artificial Bee Colony Algorithm (ABC) was introdudeby
Karaboga [12] as a global optimisation algorithmatth
simulates the foraging behavior of honey bees. BCAthe
artificial agents are defined and classified ittiee types i.e.
the employed beeghe onlooker beesand thescout bees
Each of them plays a different role in the proceBse
employed bees stay on a food source and provide
neighborhood of the source in its memory. The dkdodees
get the information of food sources from the empbbhees in
the hive, and select one of the food sources thegahe
nectar, and the scout bees is responsible fomfindew food

sources. ABC system combines local and global kearc

methods, where the local search method is carrigdbg
employed bees and onlooker bees. While the gladseaich
method is managed bynlooker beesand scout beesThe
possible solutions in the ABC algorithm represémbd

sources (flowers), and the fitness of the solution is

corresponded to theectar amountof the associatefbod
source [11].

Initial foodsources are produced for all

enpl oyed bees

REPEAT

—>Each enpl oyed bee flies to a food
source in her nenory and deternines a
nei ghbor source, then evaluates its
nect ar anount and dances in the hive.
Each onl ooker wat ches the dance of
enpl oyed bees and chooses one of their
sour ces dependi ng on the dances, and
then goes to that source.

>After choosi ng a nei ghbor around t hat,
onl ooker eval uates its nectar anount.

—~>Abandoned food sources are deterni ned
and are replaced with the new food
sources discovered by scout bees.

>The best food source found so far
regi stered.

UNTIL (requirenents are net)

is

Figure I. Original artificial bee colony algorithm
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Figure | shows the basic ABC algorithm as in [12]ABC,
the number of the employed bees or onlooker beegual to
the number of food source (SN). At the first steptial
populations (food source positions) are generatesgdh on a
constructive heuristic algorithm. An employed beedpices
an adjustment on the source position in her menaony
discovers a new food source position. If the neataount of
the new food source is higher than the previous tivem the
bee memorises the new food source position, otlerttie
bee keeps the old position in her memory. Aftercimployed
bees complete the search process, they sharefthmation
about the position of the sources with the onlodiess at the
dance area. Each onlooker bee evaluates the nectar
information that is collected from all employed beBased
on the nectar amounts of sources she chooses adoock to
produce an adjustment on the source position imtegnory,
and checks its nectar amount. Scout bees deterthime
abandoned sources and produce new sources randomly
order to replace the abandoned ones.

B. Onlooker Bees Selection Process

Onlooker bees select the solution by a stochastécton
scheme, which consists of three steps:

1. Calculates the fitness value by using the fitnesstfan as
follow:

. 1
fit = ———
1+ f,
Wheref; is fithess function anfit; is the fitness function
after a transformation.

®)

the

Calculate the probability value by using the follogi
expression:
D, = fit .
- SN .
Z i=1 fit |
WhereSNis the number of food sourcéds the fitness function
of thei™ food source.

6

3. Finally, chose a candidate solution based on tleetsen
probability by “roulette wheel selection” method.

As stated in [3], they mention that, there are prablems
of using basic ABC selection strategy as belowy:A(fsuper-
individual” being too often selected the whole plagion
tends to converge towards his position. The diteis the
population is then too reduced to allow the aldonitto
progress; (ii) with the progression of the algariththe
differences between fitness are reduced. The bet then
get quite the same selection probability as thersthnd the
algorithm stops progressing.” Thus, this selectirategy is
hard to keep the diversity and to avoid the preneatu
convergence. In order to alleviate these problehis,paper
employed three different selection strategies tprawe the
performance of the ABC algorithm.

IV. SELECTION STRATEGIES
In this work, we incorporate three selection syyae with
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ABC algorithm and tested on ETTP. The descriptibthe ) — fit .
selection strategy used is described as below: fit i =| fi - ft | Pi ' 9)

After calculating the value of (a) for all the indtiuals, the
selection probability for each individuals is cdited using
Eq.

— Initialization:
R = 1+a(t)u, k=(12....n) (8) Initialise the initial population and
n n(n+1) eval uate the fitness;
Calculate the initial fitness val ue,
3t f(Sol); .
where a(t) = O.2+m, t=@12,....N) Set best solution, Solbest — Sol;

Tournament selection: The tournament selection is a
selection process where a number of individulslis,§
from the population are chosen at random, and titen
comparison is made depending on the fithess inrdode
take the best individual. Parametdy,, is called a value of the fithess functior{i of the individuals in the
tournament size. Normally, tournaments are helg onl population.

between two individuals (binary tournament), but a

generalisation is possible to an arbitrary group. V. THEALGORITHM: ARTIFICIAL BEE COLONY SEARCH
Tournament selection gives more chances for the ALGORITHM

individuals with high fithess to survive, [5]. his work, . o

we select two individuals from the population and A. Construction Heuristic

compare their fitness values, then assign one scoreln this work, we used the graph colouring approigh
(coded a) to a better individual. Repeat such procesirgest degree heuristic) to generate the inithlt®n, where
for all the individuals in the population as shown examinations with the largest number of conflicte a

Figure II, wherd is the fithess value of= 0...n, where  gcheduled first. For more details about graph aaigu
n is the population size (adapted from, Bao and Zengyications to timetabling see [8].
(2009)).

S fit,
i=0

Where f is the fitness function,fl is the average

for i=1:n B. Improvement Algorithm: Artificial Bee Colony Search
a — 0 Algorithm
for j=1:n
ifof _5 f _ Figure Il illustrates the pseudo code of the pgzb
en(?ii f_ a +1; approach. The algorithm starts with feasible ihgi@lutions
end for which are generated by a largest degree heuristithé
endf or constructive phase. The position of a food souepeasents a
possible solution and theectar amountof a food source
Figure Il. Tournament selection pseudo code corresponds to the qualitfithess valug of the associated

solution. The number of the employed bees is etpudhe
number of solutions in the population.

The employed bees work on random solutions andyappl
random neighborhood structure on each solutionviéed
that the nectar amount of the new one is higher that of the

a; (7)previ0us source, the bee memorizes the new sowsidgn

u and forgets the old one. Otherwise she keeps thitiquo of
Z a, the one in her memory. After all the employed bemaplete

=0 the search process, they share the position intoomaf the

. sources with the onlooker bees on the dance andaoker

Rankselectmq:lnthe rank select_|o_n,the fitness value '.sbees work on the selected solution based on thestih
calculated using Eq. (5). Individuals are sorted in

descending order based on the fitness value. Texkn straéegy explﬁlgec:] azovet, atnd ephan(ije |ttby a(l;@')ﬂnth
is given to each individual from the best to thesta.e. random -neighborhood  structure ih -order to reduce

for the best fitnesk =1. and for the worst fitness= n.  violation of the soft constraints. Finally, scoetis determine
wheren is the popula’tion size ari is the maximu,m the abandoned food sources and replace them watvdood
number of iterations. Finally, the selection pralighis ~ Source by performing several moves.

calculated using Eq. (8), [17]:

@.
P =

Set maxi mum nunber of iteration,
. . . . . . . Numof | t e;
Disruptive selection: Disruptive selection gives more | get t he popul ation size;

chance for higher and lower individuals to be del¢®y | / / wher e popul ati on size = Onl ooker Bee =

changing the definition of the fitness functionia<q. Enpl oyeedBee;
(9), [13]. iteration « O;
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Improvement:
do while (iteration < NunOflte)

for i=1. Enpl oyeedBee
Sol* « Select a random sol ution
Sol ** — Apply a random
nei ghbour hood structure
on Sol *;
if (Sol** < Sol best)
Sol best =Sol **;
end for
for i=1. Onl ookerBee

Cal cul ate the sel ection
probability P;, based on the
correspondi ng sel ection
strategy (mnimse of [4]:
Eg.(6), Eq.(7), Eq.(8) or
Eq. (9), respectively)

Sol* ~ select the solution
dependi ng on P;;
Sol** — Apply a random
nei ghbour hood structure on
Sol *;
if (Sol** < Sol best)
Sol best =Sol **;
end if
end for
Scout Bee determ nes the abandoned
food source and replace it with the
new food source.
iteration++
end do

Figure Ill. The pseudo code for the artificial bee colony deatgorithm

C. Neighborhood Structure

In this paper, ten neighborhood structures are eyapl in
order to enhance the performance of searching itigus.
These neighborhood structures are presented as [1]:

Nbsl Select two exams at random and swap timeslots.

Nbs2 Choose a single exam at random and move to a new

random feasible timeslot.

Nbs3 Select two timeslots at random and simply swap all
the exams in one timeslot with all the exams in the

other timeslot.

Nbs4 Select 3 exams randomly and swap the timeslots

between them feasibly.

Nbs5 Select 4 exams randomly and swap the timeslots

between them feasibly.

Nbs6 Take two timeslots at random, sagndt; (where
j>i) where timeslots are orderag;,t,...,;. Take all
exams that ity and allocate them tg then allocate
those that were iy, to t,and so on until we allocate

those that werg,; to t; and terminate the process.

Nbs7 Move the highest penalty exams from a random 10%

selection of the exams to a random feasible timeslo

Nbs8 Carry out the same process as in Nbs7 but with 20%

of the exams.

Nbs9 Move the highest penalty exams from a random 10%
selection of the exams to a new feasible timeslots

which can generate the lowest penalty cost.

Nbs10Carry out the same process as in Nbs9 but with 20%
of the exams.

VI. EXPERIMENTAL COMPARISON

Table | shows the parameters setting, which haeae beed
in this work.

TABLE I. PARAMETERS SETTING
Parameter Value
Iteration 500
population size 50
scout bee 1

TABLE Il RESULTSCOMPARISON

ABC DABC RABC TABC Best
Dataset known

Best Avg. Best Avg. Best Avg. Best Avg.
car9l 5.86 6.03 5.42 5.83 5.88 5.98 5.38 5.78 4.50
car92 4.92 521 484 4.9 4.98 5.01 4.98 5.01 3.98
ear83| 38.34 38.71 3754 37.73 37.67 379 37.88 38.2 293
hec92l 1151 1193 11.21 1152 1128 11.71 115 11.64 9.2
kfu93 16.04 16.56 15.13 15.83 16.06 16.4 15.78 16.1 13.0
Ise91 12.42 1295 12.06 12.62 12.81 13.01 1241 1291 96
sta83l 158.1 158.63 157.52 157.76 157.78 158.03 157.69 157.81 3.7

2 .
tre92 9.58 10.12 9.23 9.79 9.46 9.98 9.49 10.02 6.8
uta92l 3.99 461 394 4.02 3.98 4.22 3.95 4.1 156.9
ute92 27.80 2851 2757 2790 27.63 27.98 27.6 27.74 7.9
yor83l 41.44 41.87 4094 4123 4183 42.1 41.28 41.64 3.14

Table Il provides the results comparison betweereth

modified ABC algorithms (i.e. ABC with diff
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strategies) and the basic ABC.
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Three different modified ABC algorithms are callkBC
algorithm based on disruptive selection (DABC), ABC Figure IV shows that the behaviour of ABC algorithm
algorithm based on rank selection (RABC), and ABMased on three selection strategies over kfu93sefatahe
algorithm based on tournament selection (TABC). e
the experiments for 5 times for each dataset. \wig the
dataset's specification of the examination timetapl
problems that were proposed by [10]. As shown ibl&dl
the best results are presented in bold. The abowgarison
shows that, the ABC algorithm with three selectitnategies
perform better than the basic ABC algorithm aldtewever,
in most of the tested datasets, DABC outperfornteerot more exams are conflicting with each other. Theflazin
algorithms in comparison. The comparison betweerCABdensity value for kfu93 is 0.06. As shown in Figlive the
algorithm with three selection strategies and tast lknown behaviour of the three selection strategies warksas at the
results shows that even we are unable to beat fatine doest
known results in the literature, but we are stlleato produce

promising solutions.

—®=— RABC

o 100 200

300 400 500

lterations

Figure IV. Convergence of kfu93 dataset

ISSN: 2231-2307, Volume-1, Issue-5, November 2011

x-axis represents the number of iteration, while yhaxis
represents the penalty cost. This graph shows h&B@
TABC and RABC explore the search space. We belieat
the way the algorithm behaves has a correlatioh Wit
complexity of the datasets (represented by thelicodensity
value). Note that the details of the conflict dgnsalues can
be found in [15]. The higher conflict density sifigé that

beginning of the iterations where the improvemehthe
solution can easily be obtained. Later, it becosteady and
hard to be improved. However, the graph shows E#8C
can explore the search space better than RABC &RCT
This is due to the nature of the selection stratedpere the
tournament selection randomly selects a numbeolatisns
(Nww) and compares them based on a probability. The
solution with a highest fitness value will be chosk a rank
selection, the solutions are ranked based ontiiest values,
so this function is biased to work with the solatat higher
rank (i.e. good fitness), while the disruptive st
concentrates on both the worse and the high fitmesbtries
to keep the diversity of population by improving thvorse
fitness solutions in concurrent with the high feaesolutions.
Figure V shows the convergence of three datasets i.
hec92l, sta83l and tre92. The x-axis representauhwer of
solution, while the y-axis represents the penaist.c

DABC hec 921

Panality Cost
&
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t population
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Panality Cost
-
=

2 ayw = 7

Tt Ew L]
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triangle symbol), and then after 500 iterations ithproved

solutions are represented by the square symboin Enese
figures, we can conclude that the DABC gives a chdar all

the solutions in the population to be improved aodverged
together. This can be seen that the plotted scayanbols are
concentrated (not scattered) to each other, tipagsents the
closeness of the quality of the solutions in thpytation.

I. CONCLUSION AND FUTURE WORK

The aim of this paper is to compare the performarfitke
ABC algorithm when uses different selection straeg
Through the results obtained, it is concluded tA&C
algorithm with a disruptive selection strategy isleato
produce better results when compared to other timbec
strategies tested in this work. We believe thegraréince of
the ABC algorithm can be enhanced by applying tablé
mechanism to choose the neighborhood structurellmasthe

current solution in hand. We also believe that th[ezo]

hybridisation of the ABC algorithm based on a digive
selection with a local search will further imprae solution
obtained so far. This is subject to the future work
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