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1 Introduction

e \erbal language and gestures co-operate in conveyingnaton in communication. The
literature offers evidence from a variety of sources:
— interaction analysis (McNeill 1992, Kendon 2004)
— behavioural experiments (Giorgolo 2010)
— neuropsychological experiments (Willems and Hagoort 2007

e The interaction between language and gesture is congtirbyna number of factors:

1. Prosody
2. Temporal alignment, with respect to syntactic constitsi@nd their interpretation

3. Semantic alignment between information conveyed byugesind its linguistic corre-
late

4. The effects of conversational goals on the distributibmf@rmation between modal-
ities

e Alignment is an important notion in multimodal communiceti At a sufficient level of
abstraction, the Correspondence Architecture is a moadigriment of different sources of
information. Therefore, the Correspondence Architecsineuld also be useful in capturing
language-gesture alignment.

e Here we will look a specific kind of gestureonic gesture, as exemplified in video 1.
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2 Main Claims

e Iconic spontaneous co-speech gestures interact with éggun interesting ways. We here
focus on the interaction at the levels of syntactic and séimatructure.

e The Correspondence Architecture allows us to capture a leormgtwork of interactions
that involves morphosyntactic features, semantic pra@gsend the formal appearance of
iconic gestures.

e Grammatical features likeUMBER can influence the interpretation of gesture.

3 Overview
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4 Background: Iconic Gesture

e Iconic gestures have the following key properties:

1. Iconic gestures are created spontaneously: they lackwentionalized form. In other
words, iconic gestures are not lexicalized.

2. The interpretation of iconic gestures is massively ddpahon the linguistic context;
i.e., they are not like pantomime gestures.

3. Iconic gestures convey information that complementguistic information by speci-
fying physical/spatial properties of entities and events.

4. Iconic gestures do not introduce novel discourse reteramd do not create a proper
predicate-argument structure — a gesture cannot take engésture or a linguistic
element as an argument.

5. Listeners consistently integrate iconic gestural imfation.
e To analyze semantic alignment, we need to address two subss

1. How is iconic gesture interpreted?
The interpretation is a collection of spatial propertiest ttan be extracted from the vir-
tual space defined by the hands. Indirectly, this colleabiospatial properties defines
an equivalence class of spaces that are informationallgtinguishable.

2. How is this interpretation integrated with the interptain of the verbal correlate?
Integration is achieved throughtersection. That is, integration of gestural informa-
tion and verbal information is achieved through a similachaism to intersective
modification in language. This means that gestural infolonanonotonically reduces
the space of possible verbal interpretation.

¢ We use the formal framework of Giorgolo (2010) to make thess&rs more precise.

1. How is iconic gesture interpreted?
Description logics are used to model the representaticayadailities of iconic ges-
tures. Each logic is not a single language, but rather a yaafirelated languages.
This is motivated by the following considerations:

Modularity. Certain spatial properties are necessarily preserveddiyagestures.
Other spatial properties may be disregarded. Thereforanegd a modular lan-
guage in which we can selectively add or remove predicatsettpress spatial
properties.

Simplification. Consecutive gestures that refer to the same entity or eeioinfa
pattern of decreasing informativity. The sets of spatialparties that the subse-
guent gestures conserve are ordered by a subset relatismiFtors the tendency
in language to consecutively refer to entities and eventsdre economic/simpler
ways (e.g..The man who Thora saw yesterday ... theman ... he).

Specifically, we use a family of languages based on a theaggibn-based spaces to
represent a third-person perspective on space and anathily 6f languages based on
a theory of human gestural articulators (e.g., fingers, famns, joints) to represent
an embodied perspective on space.

2. How is this interpretation integrated with the interpt&in of the verbal correlate?
In addition to standard semantic tools, such as functiodsats, we assume a boolean
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algebra. This allows us to have a flexible notion of intelisectbecause the same
gesture can combine with constituents of different seradpfies, as shown indirectly
by Alahverdzhieva and Lascarides (2010).

e Figure 1 represents the process of interpretation of a mattal utterance.

— I' andX respectively model the gesture and the speech signal.

— The speech signal, is interpreted by a standard interpretation functiejy, yielding
values taken from a frame of reference, F.

— The frame, F, is related to a spatial frame of reference, &,faynily of functions,Loc,
which mirrors the compositional structure of F into S. Inatlwords,Loc identifies
a homomorphic image of the abstract interpretation of tieesp signal in the spatial
domain and specifies how the spatial interpretation is coot&d from the abstract
frame of reference obtained from the speech signal. The ositign of the interpre-
tation function fromX to F andLoc therefore defines a interpretation functidrj,,
from X directly to S.

— w maps from a collection of features representing the gestuee representational
space, RSv takes into account various constraints, such as the modpdsentation
(drawing, sculpting, shaping, enacting, etc.) and deftiona of the gestural space
due to physiological constraints.

— Finally, the representational space, RS, correspondirigeg@esture and the spatial
representation, S, of the speech signal are combined byriregyan informational
equivalence, such that they must satisfy the same set aékpanstraints.

Gesture Fe o, — Phonological
Structure [) | ! String ()
\ w Ij[oc - -
~ o
RS«=-S

Figure 1. Interpretation process for a multimodal utteeanc
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5 Integration of Gesture in the Correspondence Architectue

In order to integrate the gestural contribution with LFGigary of verbal utterances, we
switch to a multimodal utterance perspective, which netass certain modifications to
LFG’s Correspondence Architecture.

The new architecture is shown in Figure 2 and is based on piedipé version of the standard
architecture, which is discussed by Bogel et al. (2009)Aswutieh (2012).

The first modification is to assume that the Form end of thelipipés a multimodal utter-
ance, rather than a phonological string. The linguisti¢ pathis utterance is then mapped
to the phonological string by thecorrespondence function.

The second modification is to define a level of gesture stractuhich the multimodal ut-
terance maps to by thecorrespondence function. A gestural structure is a featmoeture
describing the physical appearance of the gesture (tyfge&dires include hand shape, tra-
jectory, orientation, and so on).

e The third modification is to define a level of time structur@pose purpose is to align gestural
elements and linguistic elements. Time structure is a imdexed set of the substrings in the
phonological string. The time structure is populated byrecfion r from the phonological
string. The correspondence functierspecifies in the time structure the substrings that are
temporally aligned with elements of gesture structure.

e The remainder of the architecture is the standard pipelansion, as discussed in Asudeh
(2012), except that constituent-structure is now timeskadl. This indexation can be ig-
nored for other purposes

e The gestural structure, combined in this way with the cettme, contributes to the f-
structure as a co-head of the projection of the node thatttirdominates the gesture.
The “syntactic” behavior of gestures can then be capturdtiéyjollowing rule:

1) iX; = wGy iX
t=1 t=1

where the time intervall, j| and|h, k| overlap,G is the category of gestural nodes akd
is a metavariable for syntactic categories.

e Finally, thew correspondence function completes the mapping from thdlbwf kinetic,
physical features to the representational space. Singéate in the Form-Meaning pipeline
in the Correspondence Architecture, it can also be seaditivinformation earlier in the
pipeline, particularly f-structural information. Infoation extracted from f-structure can be
used to appropriately instantiate the meaning of the gestuch that it takes into account
morphosyntactic properties of its linguistic correlate.
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Figure 2: (Partial) Correspondence Architecture
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6 Analysis

e To demonstrate the advantages offered by the projectidntacture in modeling the in-
tegrated interpretation of gesture and speech, we will beedly re-analyze an example
presented in Giorgolo (2010), which is extracted from theeg and Gesture Alignment
Corpus (SaGA; Lucking et al. 2010), a corpus of spontaneounsersations annotated for
gestural information. The example is shown in video 2.

e The speaker describes a church with two towers and accoewgptre utterance of the DP
“zwei Turme” (“two towers”) with a gesture depicting some spatial infa@tion about the
towers, namely that they are shaped like vertically origmiesms and that the two towers
are disconnected.

e From the raw, visual data (as represented in the video),dhrespondence functiongen-
erates a gesture structure for the multimodal utterancearfgb representation of the cor-
responding representation from the SAGA corpus is showB)in (

(2) [ LEFT.HAND SHAPESHAPE loose C
LEFT.PATHOFHAND SHAPE 0
LEFT.HSMOVEMENTDIRECTION 0

LEFT.HANDSHAPEM OVEMENTREPETITION 0

RIGHT.HAND SHAPESHAPE loose C

RIGHT.PATHOFHAND SHAPE 0
RIGHT.HSMOVEMENTDIRECTION 0

RIGHT.HAND SHAPEMOVEMENTREPETITION O

e The phonological string and the time structure togetheegs®g a time-indexed constituent
structure in which the gesture is adjoined to the N node inDRe[zwei Turme]. This
adjunction is defined in rule (3) and the resulting c-streeeta shown in (4).

(3) iX; — WGy X
t=1 t=1
(4) DP
/\
D N
\ TN
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e The gesture and the noun itis adjoined are defined by rule (Bgp to the same f-structure.
The gesture generally does not add f-structural informatowut uses f-structural informa-
tion in its f-structure to constrain interpretation andetally places constraints on the
f-structure it contributes to. The f-structure for (4) ism in (5).

(5) PRED ‘tower’
NUMBER PL

SPEC [PRED ‘two’}

e A partial general lexical entry is shown in (6) for a gesturattidentifies two regions in
space and here we show the semantic information for thisigeedepending on whether it
accompanies a two-place or one-place predicate. In this ¢hs two interpretations are
determined by thelUMBER feature of g’s f-structure, which is contributed by the plur
noun ‘Turme’.

(6) g G (" NUMBER) # PL
AR Az Ay .R(x,y) A core(loce(x))(loc.(y))
((T OBJ)O’ —-° (T SUB‘])U - TO’) -
((T OBJ)O’ —-° (T SUB‘])U - TO’)

V

(T NUMBER) =, PL

APx.P(z) A (6(core))(loce(x))
(s VAR) —o (1, RESTR)) —o
(s VAR) —o (1, RESTR))

e The functionloc, in the interpretations in (6) is a member of the familylafc functions
that map from the abstract frame of reference, F, to the afasime of reference, S (see
Figure 1). The functiooc. maps entities to their spatial extensions.
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e The two interpretations are distinguished by the numbergiraents they take, but they are
constructed around the same functiasr,e, which represents the equivalence class of spaces
that are informationally indistinguishable from the regmetational space. The functiesre
is defined in equation (7) for this example.

core = Ar1.ra. (ry Urg) = @ @ (7

e The picture to the right of the equivalence in (7) is a shornichf@r a statement in description
logic, part of which is shown in (8) for illustrative purpasse

{=C(t1,12), (8)
Jz.z(Vw.C(w, z) = C(w, 1)) A (Vw.C(w, z) = C(w,ta B 1)),

Jz.z(Vw.C(w, z) = Cl(w,t2)) A (Vw.C(w, z) = C(w,t; 1)),

ds.3z.Yw.C(w,s OV D z) — C(w, t1) A ~(FzVw.C(w,s ©h @ z) — C(w, t1)),

ds.3z.Yw.C(w,s ©V P z) — C(w, ta) A ~(FzVw.C(w,s ©h & z) — C(w, t2)),
—Jz.z(Vw.C(w, 2) = C(w, t2)) A (Vw.C(w, z) = C(w, t; G u)),
—Jz.z(Vw.C(w, 2) = C(w, 1)) A (Vw.C(w, z) = C(w, ty G U)),
—Jz.z(Vw.C(w, 2) = C(w, t2)) A (Vw.C(w, z) = C(w, t; & d)),
—Jzz(Vw.C(w, 2) = C(w, 1)) A (Vw.C(w, z) = C(w, ty ® d)),

)

¢ In the information that corresponds tRUMBER PL], we use a distributivity operatod,
defined in (9). This operator decomposes the plural towetyeinto singular towers (in
this particular case, two towers, given the numeral), aed gpatial projections are then
restricted on the basis of the information conveyed by tistuge.

0(z) = de.x(eg ---ep) 9

e The final interpretation is shown in (10). The interpretatorresponds to the characteristic
function of properties that hold for two towers such thaythee disconnected, vertical and
square-based prisms. Part of the interpretation comestfertinguistic component of the
multimodal utterance, ‘zwei Turme’. The quantificationdaspecification of the number
of entities comes from the determiner ‘zwei’. The predicateer comes from the noun
‘Turme’. The rest is contributed by the gesture g. Finalhe bound predicate Q is the
scope of the generalized quantiffewei g Turmé.

AQ.Jx.|x| =2 A tower(z) A (§(Ary.ra. (r1 Ury) = @ @ ))(loce(z)) N Q(z) (10)
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7 Conclusion

e The interaction between language and non-verbal commiimnca principled.

e The interaction is not just a matter of temporal alignmeant,dgoes deeper, including inter-
actions between non-verbal communicative elements anghoeyntactic information.

¢ In order to study this interaction, we need a rich and fineaghframework, such as LFG’s
Correspondence Architecture.

¢ We have shown how to integrate non-verbal communicativeetas in the Correspondence
Architecture. In the case of hand gestures, we simply assumaelditional gesture structure
which is then integrated in the f-structure of the multimlagéerance.

e We have also shown how the Correspondence Architectureallis to give a principled
account of the influence of grammatical features NkevBER on the interpretation of ges-
tures. Similar effects can be envisaged for features ARBECT in the case of gestures
accompanying verbs or verb phrases.
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