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Abstract— Expression detection is useful as a
non-invasive method of lie detection and behaviour
prediction. However, these facial expressions mayehdifficult
to detect to the untrained eye. In this paper we iplements facial
expression recognition techniques using Principal @nponent
analysis (PCA). Experiments are performed using statard
database like Japanese Female Facial Expression (JAE)
database. The universally accepted six principal ertions to be
recognized are: Angry, Happy, Sad, Disgust, Fear ahSurprise
along with neutral. Euclidean distance based matchm
Classifier is used.

Index Terms— Facial Expression Detection, Feature
Extraction Japanese Female Facial Expression (JAFFE)
database, Principal Component Analysis (PCA),

I. INTRODUCTION

Expression is the most important mode of non-verbal
the facial

communication between people. Recently,
expression recognition technology attracts more @ode
attention with people’s growing interesting in eagsion
information. Facial expression carries crucial infation
about the mental, emotional and even physical stateahe
conversation. Facial expression recognition hastizal
significance; it has very broad application prospesuch as
user-friendly interface between man and machinmamistic
design of goods, and emotional robot etc. With daci
expression recognition systems, the computer wilable to
assess the human expressions depending on theatiedf

Moreover, it is powerful in signed language redbgn
system that deals with the deaf and dumb people.fatial
expression recognition system has a consideralgadhon
the game and entertainment field besides its usectease
the efficiency of robots for specific military taskmedical
robots, and manufacturing servicing [7]. Generalllge
intelligent computer with facial expression recdigmi
system has been used to improve our daily lives.

Il. RELATED WORK

A. Previous Approachesto Facial Expression Recognition

Bartlett explores and compares techniques
automatically recognizing facial actions in sequenof
images. These techniques include analysis of faoion
through estimation of optical flow; holistic spatialysis,
such as independent component analysis, local rieatu
analysis, and linear discriminant analysis; and haods
based on the outputs of local filters, such as Galawelet
representations and local principal components [1].

Lien describes a system that recognizeswsiaction
units based on dense flow, feature point trackimg) edge
extraction. The system includes three modules teaeix
feature information: dense-flow extraction using/avelet
motion model, facial feature tracking, and edge &ne
extraction [5].

The system that used color information, Ragkse et
al., (2004) proposes the use of non-negative matrix
normalization (NMF) with color cannel encoding [Zhis

state in the same way that human’'s senses do [#8. T process is performed by representing the (RGB) rcolo

intelligent computers will be able to understamteiipret and
respond to human intentions, emotions and moods [3]
The facial expression recognition system appliedifferent
areas of life such as security and surveillanesy dan predict
the offender or criminal’s behavior by analyzing timages of
their faces that are captured by the control-caderor
Furthermore, the facial expression recognition esyshas

been used in communication to make the answer mechi

more interactive with people. The answer machins h
become more intelligent by analyzing the clientsce and
dealing with the responses according to their erneti
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channel as a three indexed data vector separetédlygreen
and blue channel for each image. Then the colangusi
non-negative matrix (NMF), a decoding method, igliegl.
This technique makes better use of the color inegpause
of the excessive iterative matrix and the decodipgration
that involves inverting the matrix; the inherenbgessing
cost was so big [4].

Author Yang, J. and Zhang; suggested a eeWwnique
two-dimensional Principal Component Analysis (2DP @#
image representation. As opposed to Principal compo
analysis, two-dimensional principal component asialyis
based on 2D image matrices rather than 1D veatotwo-
dimensional Principal Component Analysis, Principal
Component Analysis must be applied [3].
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The work presented here provides a novetisoltio
the facial expression recognition problem, desngla
facial recognition system that can be used in apptn of
Human computer interface. There are three main
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components to this system: a Feature Extractidncipal
Component Analysis and Euclidean Distance Classifie
classify the images final facial expression rectigni
system uses Euclidean Distance Classifier.

The system developed is able to find andgeize the
facial expressions of JAFFE database. It recognizes

application and accuracy that the system needsit is clear
that if number of Eigen-vectors is large the accyraf the
method improved but computational complexity insezh

We can retain the maximum information bpirdng the
coordinate axes that have largest eigenvalueseatedhose
that have less information. This technique involves

expression of the seven basic emotions, namelyyhapp e Gather xwhere i= 1 to p.

disgust, neutral, anger, sad, surprise and fear. « Compute the mean m and subtract it to obtain.x

» Compute the covariance matrix

Cij = (x-m) (x-m)".

» Determine Eigenvalues and Eigenvectors of
covariance matrix C such that CV=AV where
A=dig (A1,A2 ..Ap.), a diagonal matrix is defined by
the eigenvalues of the matrix C and V =.(V

.  PROPOSEMFACIAL EXPRESSION RECOGNITIONSYSTEM

A. System Architecture

This section describes facial expression recogniistem
architecture. Our system is composed by four madule

Preprocessing, Principal Component analysis ancesgjon VA \;) be the associated eigenvectors.
classification using Euclidian classifier. Figejpresents the - Sort the eigenvalues and corresponding eigenvectors
basic blocks of facial expression recognition syste such that, > 22> ,.......... >y

* Select the first I< p eigenvectors and discard p-I
eigenvectors to find the data in new directions.

If the orthogonal matrix contains the eigenvesimir
C, then C can be decomposed as C= VAlhere
A is diagonal matrix of eigenvalues.

Pre Feature .

Input Imzge | processing ¥ Extraction \

Classifier

Recognized

— Expression D. Facial Expression Classification

The proposed approach to the facial expression

B Featme recognition involves following steps.
Dita ; | ; /
Buse mocesing |-y Extacton -y Knovledge 1) The train images are utilized to create a low
dimensional face space. This is done by performing

Principal Component Analysis in the training image
set and taking the principal components with greate
Eigen. In this process, projected versions offal t
train images are also created.

2) The test images also projected on face spait¢he
test images are represented in terms of the sdlecte
principal components.

3) In order to determine the intensity of the paittcu
expression its Euclidean distance from the mean of
the projected neutral images is calculated.

4) The Euclidian distance of a projected test imagmfr
all the projected train images are calculated aed t
minimum value is chosen in order to find out the
train image which is most similar to the test image

5) The testimage is assumed to fall in the same thass
the closest train image belongs to.

Fig. 1. Facial Expression Recognition System Architecture

B. Preprocessing

Pre-processing is the next stage after enteringdke into
the facial expression recognition system. The ingrdata
that is needed for most facial expression recagmitnethods
is face position. In preprocessing module imagesesized
from 256 x 256 pixel value to 280 x 180 pixel valuéhe
Sobel method has been used to identify the facesedg

C. Principal Component Analysis (PCA)

Principal component analysis karhunen-loeve
transformation is a standard technique used in the statistical
pattern recognition and signal processing for dedaction.

As the pattern often contains redundant informatieapping

it to a feature vector can get rid of this redurmyaand yet
preserve most of the intrinsic information contefitthe ~ A. Japanese Female Facial Expression Database

pattern. These extracted features have great role i The database used for facial expression mysie
distinguishing input patterns. A face image in fhension Japanese Female Facial Expression (JAFFE) Database
with size N x Ncan also be considered as one dimensionabntains 213 images of 7 facial expressions inoigidieutral
vector of dimension K. posed by 10 Japanese female models. Each imageekas

Each of these vectors are of Iengfh Mhis describes N rateq on 6 emot!ons adjegtlves by 60. Japanese_cmb]%x)r
. ) ) L - the implementation of facial expression recogniti?xFFE
x N image and is a linear combination of the origiredef ; s .
: . atabase captured face data is used. In this ingpittion,
images. As these vectors are the eigenvectors ef t

i . : o . all images are resized to a uniform dimension &f 356.
covariance matrix corresponding to the originakfanages, _. . . .
S Figure 3 shows the database images consideredaéiml f

and because they are face-like in appearanceatbagferred . .

s ’ S . . Expression recognition.
as “Eigen faces”. After estimation of the covariamatrix,
significant eigenvectors of the covariance matrike a
computed. The number of Eigen-vector depends on

IV. EXPERIMENTALRESULTSAND DISCUSSION
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e 70 training images and 70 test images

The training set is consisted of 70 images (the se

contains 10 persons and each person contains &2&hagn
the other hand, the test set contains 70 images atea

consisted of random choosing 10 images from every

expression. The experiment is iterated 10 timesw®&ocan
get the recognition rate of every expression aneramge
recognition rate of all test samples. The averagegnition
rate of 70 JAFFE test samples with PCA is 67.14%. &
reveals the comparison of the recognition rate doery
expression with PCA methods about training seahtages
and test set of 70 images. The recognition rateefieutral,
sad and angewith PCA Algorithm is higher than other
expressions for 70 test images.

Fig.3.Images of JAFFE Database in various Faciar&ssions

B. Toolsused for Evaluation

The main useful statistical measurements that welized
to evaluate the emotion recognition system arepBeition
Rate, Precision and Accuracy. These measures afel us

that they help judge the performance of the emotion

recognition system. The recall rate measures ardiest the
relation between the correct classification ratespecific
emotions and the wrong classification of this sfieeimotion
whereas precision measures the relation betweecattect
classification rate of specific emotions and theomwg
classification of other emotions that are clasdifs special
emotions. Finally, the accurate rate measures ¢hation
between the correct classification rate of speafid other
emotions and the total number of testing images, the
following convert of these relations into a symbaguation.

truepositive

Precision =
truepositive + falsepositive
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truepositive + truenegative

Accuracy =
truepositive + truenegative +
falsepositive + falsenegative

Wheretrue positive for specific data set of emotions (A) is the
correct classification rate of emotion; whifelse positive of
(A) emotion is the wrong classification rate ofatlkata set of
emotions that are classified as (A) type wherelas fiegative

is the wrong classification of emotion (A). Finallirue
negative of emotion (A) is the correct classification for
images whose label is not (A). Additionally, itieticed that
the summation of trupositive, false positive, false negative
andtrue negative is the total number of the testing images.

C. Results Obtained Using Principal component Analysis

The average recognition rate of 70 JAFFE seshples
with PCA is 67.14%. Table Il reveals the comparisbthe
recognition rate for every expression with PCA roeth
about training set of 70 images and test set ofm&@es. The
Accuracy rate of thénger using PCA Algorithm is higher
than other expressions for 70 test samplé® recognition
rate of thesad, anger and neutralith PCA Algorithm is
higher than other expressions for 70 test imagable IV
demonstrates the system results of the testinggiy “scale
images” using PCA method.

TABLE I. Accuracy Rates of Various Facial Express

Facial Expression Accur;g;\R(oa/Se using
Happy 88.81
Disgust 88.81
Neutral 92.31

Sad 81.12
Anger 94.41
Surprise 92.31
Fear 88.11

TABLE Il. Recognition Rates of Various Facial Egpsions

Recognition Rate using

Facial Expression PCA (%)

Happy 42.85

Disgust 68.42
Neutral 70

Sad 71.43
Anger 75
Surprise 50

Fear 63.63
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TABLE Ill. Recognition Rate of Facial Expressioeddgnition System
using JAFFE Database
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Fig.4 Bar Graph Showing Recognition Rates of Vagibacial Expressions

TABLE IV. System Performance Res&or Testing 70 JAFFE mages using PCA Method

Target N

Recognition Happy Disgust Neutral Sad Anger | Surprise | Fear

Rate Average
[10 ] [ 10 ] [ 10 ] [ 10 ] [ 10 ] [ 10] [10]

Happy 04 00 00 00 00 01 00

Disgust 00 07 00 00 01 01 02

Neutral 01 00 08 01 00 00 00

Sad 03 02 01 08 01 02 01

Anger 00 00 00 00 08 00 00

Surprise 00 00 00 01 00 05 00

Fear 02 01 01 00 00 01 07

Precision 80% | 63.63% 80% 44.44% | 100% |83.33%) 58.33%| 72.82%

Accuracy 90% 90% 94.29% | 82.86% | 97.14% | 91.43% 95.71%)| 91.63%

Recognition

Rat 40% 70% 80% 80% 80% 50% 70% | 67.14%

ate
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V.CONCLUSION

We have implemented a facial expression meitiog
system using Principal component analysis methdds T
approach has been studied using JAFFE image datablas
experiment results demonstrate that the accuracyhef
JAFFE images using Principal component analy$4 i83%.
Similarly precision rate obtained is 72.82% in cade
Principal component analysis method.
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