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Paper Title: Optical Time Division Multiplexing System Perfor mance and Analysis Using M ZI Switching

Abstract:  First a simple all-optical logic device, called tfazZhender Inferometer is composed by using a

Semiconductor Optical Amplifier (SOA) and an opticaupler. This device is used for generating tbgidal

functions (AND, XOR) and a multiplexer and an Enepdre obtained using this device in Optical Treehiecture.

A fiber communication system is employed using Giglaernet Passive Optical Network (GE-PON) architec In

this architecture an optical fiber is employed dilefrom a central office to the home. 1: 8 split are used as|a

PON element which establishes communication betveeeiral offices to different users. In this chapgBEPON

architecture has investigated for different lendtbs a central office to the PON in the terms &M For 10 Gbit/g

2. | systems the plots between the BER and transmisistance is plotted and it is seen that as theunlist increases
beyond the 15 Km the BER is increased very sharply. 7-17

Keywords: All optical switch, Mach-Zehnder interferometer (MZSemiconductor optical amplifiers (SOA
Switching schemes, Spectrum analysis.
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Paper Title:

Study: National Iranian Gas Company)

Impact of Decision Support Systems on Evaluating and Selecting Infor mation System Projects (Case

Abstract:  The purpose of this research was to define and eathe various variables that affect Decis
Support Systems (DSS) usage in evaluating and tsgjeinformation system (IS) projects and definbd most
severe problems that could face decision-makersvimey use DSS. The unit of analysis for this redeavas the
senior experts, head of offices, deputies, andragdle and lower level managers in National Iran@as Company
headquarter staff. Questionnaire developed to gémerrepresentative sample of items and achieviervalidity.
After the internal consistency examined, a multipdgression analysis undertook to examine the ioelstip
between DSS usage in evaluating or selecting therdfgcts as a dependent variable and affectinigivias in DSS
usage as independent variables. Results showedhtha@riables together explained 32.8 percent 8% Disage ir
evaluating and selecting of IS projects and jusiaide “Ease of use” having a significant impact@®S usage.

Keywords. Decision support systems, Information systems rtfepts evaluation, IS projects selection
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Paper Title: Discovering Application Level Semanticsfor Data Compression Using HCT

Abstract:  Natural phenomena show that many creatures forge laocial groups and move in regular patte
However, previous works focus on finding the movatrgatterns of each single object or all objectstdpose ar
efficient distributed mining algorithm to jointlydéntify a group of moving objects and discover thmovement
patterns in wireless sensor networks. This algoritonsists of the local mining phase and the dlustsembling
phase. The local mining phase adopts the VMM maaigbther with Probabilistic Suffix Tree to find tineoving
patterns, as well as Highly Connected Componengattition the moving objects. The cluster ensengplhase
utilizes Jaccard Similarity Coefficient and Norrzall Mutual Information to combine and improve tleal
grouping results. The distributed mining algorithohieves good grouping quality and robustness.

In this paper, | extend it further, and proposeahhique called hybrid compression technique baseithe location
information of nodes in the sensor network. A hgleompression technique problem is formulated tuce the
amount of energy consumption and increases théniéeof network. The experimental result shows ttied
technique have good ability of approximation to ama the sensor network and have high data compre
efficiency and leverages the group movement pattéonreduce the amount of delivered data effectiaid
efficiently.

Keywords:. clustering, hybrid, patterns, similarity

References:

1. S.S. Pradhan, J. Kusuma, and K. Ramchandran, itistéd Compression in a Dense Micro sensor NetWwdBEE Signal Processin
Magazine, vol. 19, no. 2, pp. 51-60, Mar. 2002.

2. A Scaglione and S.D. Servetto, “On the Interdepend of Routing and Data Compression in Multi-Heps®r Networks,”Proc. Eight
Ann. Int'l Conf. Mobile Computing and Networkingpp140-147, 2002.

3. N. Meratnia and R.A. de by, “A New Perspective aajdctory Compression Techniques,” Proc. ISPRS Cission Il and IV, WG 11/5,
11/6, IV/1 and IV/2 Joint Workshop Spatial, Tempbaad Multi- Dimensional Data Modeling and Analys@ct. 2003.

4. S. Baek, G. de Veciana, and X. Su, “Minimizing EyerConsumption in Large-Scale Sensor Networks thnoDistributed Data
Compression and Hierarchical Aggregation,” IEEBdected Areas in Comm., vol. 22, no. 6, pp. 118891 Aug. 2004.

5. C.M. Sadler and M. Martonosi, “Data Compressionchitims for Energy-Constrained Devices in DelayeFaht Networks,” Proc. ACM
Conf. Embedded Networked Sensor Systems, Nov. 2006.

6. LF. Akyldiz, W. Su, Y. Sankarasubermanian, andCRyirici, “A survey on sensor networks,” IEEE Conmizations Magazine, vol. 40
no. 8, pp. 102-114, August 2002.

7. AJ. Goldsmith and S.B Wicker, “Design challenges énergy constrained ad hoc wireless networksZHBNireless Communications
vol. 9, no. 4, 2002.

8. S. S. Pradhan, J. Kusuma, and K. Ramachandrantritidited compression in a dense mircosensor nefivtfEE Signal Processin
Magazine, pp. 51-60, March 2002.

9. S. Scaglione and S. D. Servetto, “On the interdépece of routing and data compression in multi-sepsor networks,” in Proc. ACN
Mobicom, 2002.

10. J. Chou, D. Petrovic, and K. Ramchandran, “A distied and adaptive signal processing approachdiaciey energy consumption i
sensor networks,” in Proc. IEEE Infocom, 2003.

11. W. R. Heinzelman, A. Chandrakasan, and H. Balakeash“Energy efficient communication protocol fareless micro sensor networks|
in Hawaii International Conference on System Saen2000.

ns.

SSi

24-29

!

12. S.S. Pradhan and K. Ramchandran, “Distributed socoding: Symmetric rates and applications to semstworks,” in Proc. |IEEE Dat:




Compression Conf., Snowbird, UT, Mar. 2000, pp.-3823.
13. T. M. Cover and J. Thomas. Elements of Informafibeory. John Wiley and Sons, Inc., 1991.
14. A. Gersho and R. M. Gray. Vector Quantization aigh& Compression. Kluwer Academic Publishers, 1992
15. Q. Zhao and M. Effros. Optimal Code Design for lless and Near Lossless Source Coding in Multiplee&s Networks. In Proc. Data
Compression Conf., Snowbird, UT, 2001

Authors: M.Anandhavalli

Paper Title:

Study

Strategies for using e-Tools in Teaching, Learning and Supporting of e-Learning Courses: A Selective

Abstract:  e-Learning, of late, has been witnessing an unpexted expansion as an opportunity for higher

education. This expanding alternative mode callseftsuring and imparting a sound and qualitativecation. It is
not sufficient to use online learning and teachaghnologies (lecture notes, printed material, RBwmt, websites
animation) simply for the delivery of content tadénts in e-learning courses. The present study raadttempt tg
provide the strategies for using the new set afadstsuch as Blogs, Podcasting, Wikis and YouTitégaching,
learning and supporting of e-learning courses withe education. The findings of the study furtthemonstrate tha
if the concept of using new set of tools in e-léagns imparted with a better approach and perggecthe reach
will be phenomenal. This study reiterates the @@hee of imparting new tools for qualitative edusatthrough e-
learning.

—

Keywords: e-learning, e-tools, Blogs, Podcasting, Wiki, Yob&u
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Paper Title: Performance Analysis of Different Topologies of 1-Bit Full Adder in UDSM Technology

Abstract:  Adders are key components in digital design, perfog not only addition operations, but also many

other functions such as subtraction, multiplicatiow division. Adders of various bit widths aregiuently required
in Very Large-Scale Integrated circuits (VLSI) frggmocessors to Application Specific Integrated @it (ASICs).
In this work, we have compared the performanceecently proposed topologies of 1-bit full adderslBOnm
technology. We have compared ten different full exdtbpologies like Standard CMOS, CPL, Leap, LPrrifi
TGdrivecap, 16Transistor, Conventional, Transmisskate and 14Transistor full adder. The investigatias beer
carried out with EDA Tanner SPICE simulation td®érformance has been also compared for variatiatiffefent
supply voltage. The analysis has been done ondhis lof propagation delay, power consumption antepalelay
product. The design guidelines have been derivedetect the most suitable topology for the desigatures
required.

Keywords. CMOS full adder, Propagation delay, PDP, TopoldgpSM
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Paper Title: Study of Two Area Load Frequency Control in Deregulated Power System

Abstract:  In power system, any sudden load perturbationsec#ius deviation of tie- line exchanges and
frequency fluctuations. So, load frequency conft®IC) or automatic generation control (AGC) is ayienportant
issue in power system operation and control foplupg sufficient and reliable electric power wigood quality. In
this paper, automatic generation control scheragdpted in multi area deregulated power system.

Keywords: Automatic generation control, deregulated powetesysload frequency control, multi area control.
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Paper Title: Energy-Aware Fault Tolerancein Hard Real-Time Embedded Systems

Abstract:  Energy consumption of electronic devices has becamserious concern in recent years. Energy

efficiency is necessary to lengthen the battestiliie in portable systems, as well as to reducepleeational costs

and the environmental impact of stationary systdbymiamic power management (DPM) algorithms aimeiduce

the energy consumption at the system level by seddg placing components into low-power states.nBiic

voltage scaling (DVS) algorithms reduce energy oomgtion by changing processor speed and voltagenatime

depending on the needs of the applications runfiihg.proposed method is extended by integratindti&l model

DVS algorithm, thus enabling larger energy savingse proposed methods are i) Postponement methadd ién

Hybrid method. fault tolerance are also achievgdirzreasing transistor density and decreasinglgumltage.

Keywords. Energy efficient; Real-time systems, DVS, DPM, Riliity.
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Paper Title: Performance Evaluation of SDS Algorithm with Fault Tolerance for Distributed System

Abstract: In the recent past, Security-sensitive applicaticguch as electronic transaction processing sgstent0-56




stock quote update systems, which require highityuaf security to guarantee authentication, initygrand
confidentiality of information, have adopted Hegeoeous Distributed System (HDS) as their platfoives
systematically design a security-driven scheduéinghitecture that can dynamically measure the tavsl of each
node in the system by using differential equatiand introduce SRank to estimate security overloéadtical tasks
using SDS algorithm.Furthermore,we can achieve higdlity of security for applications by using setyudriven
scheduling algorithm for DAGs in terms of minimigithe makespan, risk probability, and speedupdtit@an to
that the fault tolerant is included using Secubtyven Fault Tolerant Scheduling Algorithm (SDFTD) tblerate N
processors failure at one time, and it introducedea global scheduler to improve efficiency of shlleng
process.Moreover, the SDFT supported flexible sgcpolicy applied on real time tasks accordingit® security
requirement and considered the effect of securigrteead during scheduling. We also observe thainpeovement
obtained by our algorithm increases as the seesehgitive data of applications increases.

Keywords. Directed acyclic graphs, scheduling algorithm, siéggwwverheads, heterogeneous distributed syste
security-driven, fault tolerance, precedence-caimstd tasks.
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Paper Title: Fast Self Switching type Frequency Agile RADAR Processing unit | mplemented on Xilinx FPGA

Abstract: RADARSs with fixed carrier frequency profile are merable to jamming. Changing the carrier freque
of the RADAR by sensing the channel condition dyitatly. Frequency agility is one of the best tecfugs used
for anti jamming. Self adaptive frequency agilityadyze jamming spectrum real time so that to cdritve radar
transmission frequency. Frequency agility refershs radar's ability to rapidly change its opemtirequency in 3
pseudo-random fashion to maintain a narrow instetas bandwidth over a wide operating bandwidthe dtal
architecture was implemented on FPGA board witlihlvare description language and the results are ise€hip
Scope pro analyzer.

Keywords. RADAR, frequency agility, Self adaptive frequenbgndwidth, FPGA,
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Paper Title: Augmentation of Travelling Salesman Problem using Bee Colony Optimization

Abstract: Animals with social behaviors often uncover optirsalutions to a range of problems when compare
other techniques. This advantage is extensivelyd usewvadays for a variety of applications. The betomy
optimization (BCO) is inspired by bees foraging &ahbr that includes colonies of artificial bees @hie of solving
combinatorial optimization problems e.g. TravelliSglesman Problem. K-opt local search for the valuk as 3
repeatedly reconnects random three edges of thph gifter disconnecting so as to obtain refined .gatlhis article
BCO and k-opt local search, the two heuristic témpis for optimization, are combined together tguae
sophisticated results. Comparisons of the proposethod with nearest neighborhood approach is padgdrand
shown with presented system proved to be superitiret rest.

Keywords: Bee Colony optimization, k-opt local search, wagigace, Travelling Salesman Problem.
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Paper Title: I nvolvement of M obile Adhoc Network (M ANET) Technology in Pervasive Computing

Abstract: In future a pervasive computing environment canekpected based on the recent progresses
advances in computing and communication technododiext generation of mobile communications wikliude

both prestigious infrastructured wireless netwaksd novel infrastructureless mobile ad hoc netwdbk8NETS).

A MANET is a collection of wireless nodes that cdynamically set up anywhere and anytime to exchg
information without using any pre-existing fixedtwerk infrastructure. This paper describes the amdntal
problems of ad hoc networking by giving its relatedearch background including the concept, cherstats,
existence, and applications of MANET. Some of #ehhical challenges MANET poses are also presebtesd on
which the paper points out some of the key resemsies for ad hoc networking technology that aymeeted to
promote the development and accelerate the comaheqmplications of the MANET technology. Specidéation is
paid on network layer routing strategy of MANET akely research issues include new X-cast routingriklgns,
security & reliability schemes, QoS model, and nagitms for interworking with outside IP networks.

Keywords. Mobile Communications, Wireless Networks, Ad hoctwarking, Pervasive Computing, Routir
Algorithm.
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Paper Title: Lean Manufacturing I mplementation in the Assembly shop of Tractor Manufacturing Company

Abstract: Lean manufacturing has received a great deal et in its application to manufacturing companie
It is a set of tools and methodologies that ainrsificreased productivity; cycle time reduction as@htinuous
elimination of all waste in the production proce$be Lean manufacturing technique - Kaizen is maéonally
acknowledged as a method of continuous improventierayugh small steps, of the economical resultsoofipanies.
In this paper a case study is presented in whidtlelbecks are identified in the assembly shop ef tfactor
manufacturing automobile company due to which thedpctivity was low. Thus, the implementation ofre
manufacturing kaizen technique results in the reahaf bottlenecks by reducing cycle time, incregsihe
productivity and eliminating all kinds of waste.

Keywords. Bottleneck, cycle time, gear box, lean manufactyrproductivity, waste.
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Paper Title: Analysis of On Demand and Table Driven Routing Protocol for Fire Fighter Application
Abstract: In an Ad hoc communication, the nodes are randatigdyibuted in a region are moving arbitrarily. We
propose Analysis of On demand and Table drivenimguprotocols for Fire Fighter Applications (AOTFH) this
paper. The performance analysis on reactive prédodga., AODV and AOMDYV as well as proactive protda
DSDV are compared with Packet Delivery Fraction FP2nd Simulation time. The model of fire fightey |i
developed using routing protocol to cover maximumaaby knowing the path that is already been uskds.
observed that the performance of reactive protcm@detter than compared to proactive protocols..
Keywords. AODV, AOMDV, DSDV, Firefighter, Lifeline, Routing ®tocol
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_— Improvement of call level loss performance using speed-sensitive CAC in hierarchical heter ogeneous
Paper Title: .
wireless networks

Abstract: Call Admission Control (CAC) prevents oversubséoptof VolP networks. It is used in the call set-up

phase and applies to real-time media traffic aoeeg to data traffic. The basic idea is the bloatats from fast-
speed users are redirected to high-tier large Cafid the slow speed users are redirected to Eweglls. A
hierarchical overlay structure is an alternativéuson that integrates existing and future hetermgeis wireless
networks to provide subscribers with better mobileadband services. Traffic loss performance irhsotegrated
heterogeneous networks is necessary for an oparaetwork dimensioning and planning. This pap&estigates
the computationally efficient loss performance mivde for multiservice in hierarchical heterogeneowseless
networks. An approximation model with guaranteecuagcy and low computational complexity is presdrite the
loss performance of multiservice traffic.

Keywords. Call Admission Control (CAC), Hierarchical overlayreless network , Long Term Evaluation (LTE
performance evaluation, Quality of Service(QOS),
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_— Image Segmentation in the Presence of Intensity in Homogeneities by Using Level Set Method with
Paper Title: :
MRI and Satellite Images
Abstract: This paper proposes a novel region-based methotnfage segmentation, which is able to deal with
intensity inhomogeneities in the segmentation.nsity inhomogeneity often occurs in real-world ireagwhich
presents a considerable challenge in image segtientilere we can take both mri images and alsallgatimages.
First, based on the model of images with intensipmogeneities, we derive a local intensity clistgproperty of
the image intensities, and define a local clustedriterion function for the image intensities imaighborhood of
each point. This local clustering criterion functiis then integrated with respect to the neighbodheenter to give a
global criterion of image segmentation. Our mettad been validated on synthetic images and reajdmaf
various modalities, with desirable performanceh@ presence of intensity inhomogeneities. Experismehow that
our method is more robust to initialization, fastd more accurate than the well-known piecewiseoimmodel.
16. | As an application, our method has been used fomeatation and bias correction of magnetic resongdhtiRe)

images with promising results.
Keywords. Bias correction, image segmentation, intensity mhgeneity,level set, MRI,satellite image.

References:
1. G. Aubert and P. Kornprobst, Mathematical Problémbnage Processing: Partial Differential Equatiansl the Calculus of Variations.
New York: Springer-Verlag, 2002.

2. V. Caselles, F. Catte, T. Coll, and F. Dibos, “Agetric model for active contours in image proaegdiNumer. Math., vol. 66, no. 1, pp.
1-31, Dec. 1993.

V. Caselles, R. Kimmel, and G. Sapiro, “Geodestovacontours,” Int. J. Comput. Vis., vol. 22, dg.pp. 61-79, Feb. 1997.

T. Chan and L. Vese, “Active contours without edgH#sEE Trans. Image. Process., vol. 10, no. 2 266—277, Feb. 2001.

D. Cremers, “A multiphase levelset framework foriaonal motion segmentation,” in Proc. Scale $pseth. Comput. Vis., Isle o
Skye, U.K., Jun. 2003, pp. 599-614.

6. L. Evans, Partial Differential Equations. ProvidenRIl: Amer. Math. Soc., 1998.

arw

85-87




Authors: Kishore M, Ashwini V.R. Holla, H .M. Guruprasad

Paper Title: Simulation of Reduced Complexity Beamfor ming Algorithmsfor M obile Communication

Abstract: Interference reduction is vital for being able fteetively communicate with mobile users. In order
provide line of sight communications and contingaverage to the remote users. one approach toasioge
capacity and coverage zones for the servicing assebtation is to use smart antennas. Sophistiealgotive beam
forming techniques can be applied to point theyésrbheam in the desired look direction while sirankously
nulling out the interfering signal. This paper eipk the approaches for beam formation that redbhee
computational complexity of conventional Least M&xuare algorithm.

Keywords. Smartantenna, Beam Forming, Interference, LeasinNBzjuare Algorithm
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Paper Title: Networks

Layered Approach of Intrusion Detection System with Efficient Alert Aggregation for Heterogeneous

Abstract: Protecting data from the intruders on internetmthe host systems is a very tedious task. Thadian
Detection System is a technology for detecting iimspps actions or malicious behavior in a systewmnfrthe
unauthorized users or so called intruders. Aleespaoduced during the intrusion activity, but wheare number o
alerts is produced then handling of these alertoimes difficult on IDS. In this paper, we proposdagered
approach for IDS where the alert information isresgnted dynamically in the form of layers and weppse an
alert aggregation algorithm where an attack ingascreated for similar type of alerts produced #nis is clustered
to form a meta-alert which can reduce the numbederts produced without losing any informationisTtechnique
has approaches like generative modeling, in trée the beginning as well as the completion of kmoperties and
details can be detected and it is a data streamoagim, where duplicate or the alerts which are eskmany
number of times are processed only a few timesajylying these techniques and alert aggregatiocamereduce
the number of false alert rate and number of alerts
The goal of the project is to generate meta-afeots the proposed alert aggregation algorithm amesent all the
alert information or the intruder activity on a @dynically representing model. The alert produced theddetails of]
the alert and the action taken are representékificrm of layers on a distinctive layered moddie Tetails of the
alert are represented using these layers and futthdorm a meta-alert. Meta-alerts contain all tiedevant
information but the amount of data can be reduaedrgssively. Using the data sets, it is possibleetluce the

14

18. | humber of alerts produced while number of missingtasalerts is extremely low and represent all theta
information in the form of layers on a model.
92-96
Keywords: Network Security, Intrusion Detection, Alert Aggegpn, Data-Stream Approach.
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19. | Paper Title: Reputation-Based Security Protocol for MANETSs

Abstract: Mobile Ad-hoc Network is huge area for researchhwtactical applications. It is a infrastructurelés 97-101




and self-organized network, vulnerable becausésofharacteristics such as open medium, distribategeration
and it is difficult to predict the topology. In gemal, Routing security in MANETS appears to be allelnging task.
In this article we study the routing security isswé MANETS, and analyze in detail — the “BlackHogtack. We
come with distributed reputation mechanism thatromps security in MANETS. Some optimization to therent
reputation scheme used in MANETS are one is Sgke@kviation tests and second is Adaptive expingtiimer that
aims to deal with congestion and quick reputationvergence. Cryptographic mechanisms such as Digfaature
and hashing technique are used for the authermticafi the packets in network. We design and build mroposed
protocol over existing AODV and test in Network $ilator-2 in the presence of variable active Blaolelattack.

By using proposed Secure AODV (RSAODV) protocol aehieve increased throughput by decreasing packet
delivery delay and packet drop.
Keywords. MANET, RSAODV, Black hole, Routing, Digital Signat) Hashing
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Paper Title: Concatenation of Spatial and Transformation Featuresfor Off-Line signature I dentification
Abstract:  Off- Line signature is a behavioral biometric trafid is widely accepted for personal and document
authentication. In this paper we propose Concatamaf Spatial and Transformation Features for Offe signature
Identification (CSTSI) method to distinguish gerausignature form skilled forgery signatures. Thedbéte Wavele
Transform (DWT) is applied on signature to deriv@nsform domain features from all the four sub Isarnithe
signature is preprocessed and global featuresxdraced leads to spatial domain features. Thesfoam domain
and spatial domain features are concatenated #onofimal set of features. The test signature femstare comparef
with data base signature features vector usingelaiion technique. It is observed that the valleBAR and EER
are low in the case of proposed algorithm comparexisting algorithm. As FAR value is less, thatiogates skilled
forgery is successfully rejects.
Keywords: Signature. Global Features, DWT, Correlation, Fusio
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Paper Title: A routing metric for wireless mesh networkswith optimal cost and optimal power

Abstract: As while transmitting packets or data in the netyanultiple number of traversal can occur becaus
the number of links in the data transfer routeafrse and destination and also the links in thatiked position of the
link are not accurate. But with some previous éffdtris able to calculate the optimal cost withuieed number of
links in layer transmission but again there ocdimes problem of power conjunction means it is mone anore
difficult to compute the optimal cost along withtimpal power. To overcome this problem this papentisgsizes or
existing methodology related to optimal path sédecthrough which it exactly finds out the numbédinks layer
which are essential for source to destination padkévery and highlight towards how to compute ftath with
optimal cost along with optimal power.

21.
Keywords: Wireless ad-hoc network, Routing metric, Throughput 109-112
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Paper Title: A Review on Various | dentity M anagement Systems
Abstract: In this era there is a significant growth in idgntmanagement solution because of their potential
importance as what and how properly they handle sémesitive data. The paper present the review gitafl
identities which is to be handled by various Idgntilanagement System (IDMs). The paper first previtie
definition of Digital Identities and their managemheThen these digital identities are embeddedparéicular model
which is called conceptual model of identity mamagat. Then there is a brief review on various Ident
Management system and their advantages and didadesnas proposed by different authors but oursfagswon
emerging technology i.e. Microsoft Cardspace aedstiution for improving its security vulnerab#is.
Keywords: Digital Identities, Identity Management System, ckdisoft Cardspace, Sensitive Data.
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Paper Title: Tool Design for Oval Punching
Abstract: As method for punching in oval shapes is not rgaaliilable, press tool for punching in oval shaiges
required in various industries according to theplaations.
There are press tools for punching in circular shdyot when shapes other than circular shape aieedethey have
23. | to design according to dimensions required by itigus
As application for oval shape punching differs freandustry to industry because dimensions requingihtustries| 116-120

differ from each other. As some industries requigge than one oval shaped holes that is to be iosiagle stroke
for reducing the time required for production, thés need to design such press tool which can per&uch
operation.

Hence to have fast production of required oval &iales, there is need to develop a press tool ddgemhich can




make accurate oval holes on metal sheets. Forrdegiguch assembly, it is very necessary to stwdyyeaspect of
existing design of press tool so that changes reduian be easily define. Comparison of existingjgiewith the
proposed enables us to find correct way of design.

Keywords: Punching Tool, Oval Punching, sheet metal, shegainmanufacturing, sheet metal features, seled
of material.
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Paper Title: Wavelet based Secure Steganography with Scrambled Payload

Abstract: The Steganography is used for secure communicafionformation by embedding information in
cover object. In this paper we propose Waveletd&sxure Steganography with Scrambled Payload (\WES®Be
Daubechies Lifting Wavelet Transform (LWT) is agglion cover image. The XD band is decomposed ipge
and lower bands for payload embedding. The payi®adgmented into four equal blocks. The Harr L\WW&pplied
on alternate blocks of payload to generate F1 énhdi&velet transform bands. The remaining blockpayfload are
retained in spatial domain say S1 and S2. Thedviensal is applied on each coefficient of payloéaths to
scramble payload. The cube root is applied on doiednvalues to scale down the number of coefficldts. The
payload the embedded into XD band of cover imaggetterate step object. The decision Factor Basedpuiation
(DFBM) is used to scrambled stego object. The Dehies ILWT?2 is applied on stego object to obtaggstimage
in spatial domain. It is observed that PSNR ancdacip of the proposed algorithm is better compareeéxisting
algorithm.

Keywords. Steganography, wavelets, Stego image, Payload,rQmage.
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Paper Title A Novel Concept of Simultaneous Voltage Sag/Swell and Load Reactive Power Compensations

25, ap ' Utilizing Series Inverter of UPQC

Abstract:  This paper introduces a new concept of optimal ligation of a unified power quality conditiong
(UPQC). The series inverter of UPQC is controllegérform simultaneous 1) volt- age sag/swell camspéon and
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2) load reactive power sharing with the shunt itererThe active power control approach is usedoimpensate
voltage sag/swell and is integrated with theorypoWer angle control (PAC) of UPQC to coordinate lied re-
active power between the two inverters. Since énges inverter simultaneously delivers active agactive powers
this concept is named as UPQC-S (S for complex powedetailed mathemati- cal analysis, to exteine PAC
approach for UPQC-S, is presented in this paperTM¥B/SIMULINK-based simulation results are discudge
support the developed concept. Finally, the proposencept is validated with a digital signal pramsbased
experi- mental study.

Keywords: Active power filter (APF), power angle control (BEf power quality, reactive power compensatipn,

unified power quality conditioner (UPQC), voltagegsand swell compensation.
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Paper Title: Runtime Scheduling Of Dynamic Task Graphs Communication with Embedded M ultiprocessors

Abstract:  Multiprocessor mapping and scheduling algorithmgehbeen extensively studied over the past few

decades and havebeen tackled from different petigpedask scheduling is an essential aspect oéllph
programming. Most heuristics for this NP-hard pewblare based on asimple system model that assuwiigs
connected processors and concurrent interprocessamunication. Hence, contention for communicatiesources
is not considered in task scheduling, yet it hatrang influence on the execution time of a pargtegram. This
paper investigates the incorporation of contentirareness into task scheduling. The proposed melhapgd is
runtime scheduling which is designed to reducewthstage of time during static scheduling. We hassumed
heterogeneous processors with broadcast and moepuit communication models and have presentethen
algorithms for them. Experimental results shows thanamic scheduling provides better performanam thtatic
scheduling.

26.
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Paper Title: Distributed Computing Solution forHar dwar e-In-LoopSimulation of Indian Satellites
Abstract: The purpose of Hardware-In-Loop-Simulation (HILS)td verify the hardware interface of On-Boafd-
27. | Computer (OBC) with flight sensors and actuators tanvalidate the closed loop performance of atétand contro

elements (AOCE) for various control modes in réalet This document presents distributed computinfigaration
of computing elements that interact mutually toiaed the real-time performance of hardware-in-lsopulation.
The system architecture proposed is used succlgstsfatcomplish the real time closed loop perforoafor HILS.
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By distribution of resources, we can achieve thguem computationrequirements of spacecraft dynarics




simulation, telemetry (TM), telecommand (TC) arar simulation with optimized delay.
Keywords: HILS;AOCE;Real-time; Computing elements
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Paper Title: FPGA based Remote Monitoring System for Food Preservation

Abstract: Food security is the assured access to adequadettiab is nutritious, of good quality, safe and tae
cultural needs. In food production industries, parfing visits for 24 hours evaluation is a difficind time

consuming process. In order to improve monitorgwgl for food industries, an intelligent system hasn designed.

Eight analog parameters Temperature, PH, humidisger activity, redox potential, pressure, conaitn and CO2
are monitored. The data acquisition is done throeight analog potentiometers and the parametersnangtored
using FPGA. The developed system has been testadRW¥ID temperature sensors and information is trétbed
through wireless communication to user mobile atat place if any failures occur in the system. sTfar good
food quality, FPGA and GSM based remote monitoringerformed to improve the status of productiohe Tvork
represents the idea of real time monitoring androbf multi sensors food security application.eT$ystem is low
cost, flexible, fast and reconfigurable.

o8, | Keywords: Remote monitoring, wireless, multi sensors
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Paper Title: An Application of Value Stream M apping In Automotive Industry: A Case Study

Abstract:  Studies on applications of lean in a continuowxess industry are limited. There is lot of oppoitias

for improvement in the process industries like eudbile industry if lean tools are utilized. Thispea addresses the

application of Value Stream Mapping as one of tlearl tools to eliminate waste, and improved operatip

procedures and productivity. Current state maprépgred and analyzed and suggested to improvepdtional

process. Accordingly the future state map is dravine study reveals that there is an improvemetitartakt time by

implementing the proposed changes if incorporatetie future state map.

Keywords. Current state map, future state map, takt timey®'&tream Mapping (VSM)

References:

1. 0. Ram Mohan Rao 1*, Dr. K Venkata Subbaiah 2 ,KDNarayana Rao 3, T Srinivasa Rao ; Enhancimglitivity of hot metal in Blasi
furnace -A case study in an Integrated Steel P@nRam Mohan Rao et al. / International Journ&mdineering Science and Technology

29. (IJEST) ISSN :
2. Marcello BRAGLIA_, Gionata CARMIGNANI , FrancescZAMMORI Dipartimento di Ingegneria Meccanica, Nemre e dellal 152.157

Produzione, Universita di Pisa, A NEW VALUE STREAMAPPING APPROACH FOR COMPLEX PRODUCTION SYSTEM
International Journal of Production Research.

3. S. P. Vendan *, K. Sakthidhasan; Reduction oftges in Motor Manufacturing Industry; Jordan daliof Mechanical and Industrig
Engineering Pages 579 - 590 Volume 4, Number 5eNiber 2010 ISSN 1995-6665.

4, D. Rajenthirakumar*, P.V. Mohanram, S.G. Hariki; Department of Mechanical Engineering,PSG &y#l of Technology, Coimbatorg;

Process Cycle Efficiency Improvement Through Lea@ase Study; Issue 1 (June 2011 Internationah#wf Lean Thinking Volume 2,

5. Yang-Hua Lian, Hendrik Van Landeghem Departnwérihdustrial Management Ghent University; an agation of simulation and valu
stream mapping in lean manufacturing; Proceedidgs European Simulation Symposium A. Verbraeck,KNig, eds. (c) SCS Europ
BVBA, 2002. [7] Lixia ChenSchool of Economics andiivhgement, Changchun University of Science antiri@ogy; The Application|
of Value Stream Mapping Based Lean Productione®ystnternational Journal of Business and Managéel. 5, No. 6; June 2010

6. William M. Goriwondo*, Samson Mhlanga, Alphonbtarecha National University of Science and Techgdiepartment of Industria|
and Manufacturing Engineering; use of the valueastr mapping tool for waste reduction in manufaoturicase study for breal
manufacturing in zimbabwe; Proceedings of the 2Bitérnational Conference on Industrial Engineerdmgl Operations Manageme
Kuala Lumpur, Malaysia, January 22 — 24, 2011.

7. Stephen L. Woehrle, Minnesota State Univerditgnkato Louay Abou-Shady, Minnesota State Univgrdifankato; Using Dynamid

114

[]

5=

Value Stream Mapping and Lean Accounting Box SctweSupport Lean Implementation; 2010 EABR & ETLGnference Proceeding

7]




Dublin, Ireland.
8. Jon H. Marvell; Charles R. Standridge2 1Gettygliiollege (USA); 2Grand Valley State UniversitySQ); A simulation-enhanced led
design process; doi:10.3926/jiem.2009.v2n1.p90Q@®3JIEM, 2009 — 2(1): 90-113 — ISSN: 2013-0953.
9. Rother, M. & Shook, J. (1999), "Learning to S¥elue Stream Mapping to Add Value and Eliminateddly Brookline, MA: Lean
Enterprise Institute (www.lean.org).

30.

Authors: J.Suganthi, N.Kumaresan, K.Anbarasi

Paper Title: Design of Power Efficient divide by 2/3 Counter using E-TSPC based Flip Flops

Abstract:  High speed and low power are two major challengesniodern communication circuit designs.
frequency divider is a good example that requiralarce between the two sides. An extended trudespiipse-
clock (E-TSPC) based divide-by-2/3 counter desgmprioposed in this paper which can be used for dapply
voltage and low power consumption applications. Bjng a wired OR scheme only one transistor is eeed
implement both the counting logic and the modectielie control. This can enhance the working freaqueof the
counter due to a reduced critical path betweerEtR&PC flip flops.

Keywords: D flip-flop (DFF), frequency divider, frequency syesliver, Extended TSPC
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Paper Title: Non Minitia Finger print Recognition based on Segmentation

Abstract:  The biometric identification of a person has anaadage over traditional technique. Widely us
biometric is Fingerprint to identify and authent&Ea person. In this paper we propose Non Minuiiétprint
Recognition based on Segmentation (NMFRS) algorithhe variance of each block is determined by sedjmg
the finger print into 8*8 blocks. Area of Interg#tOl) is obtained by removing the blocks with minim variance.
Features of Finger Print is obtained by applyingddéte Cosine Transform (DCT) on AOI and convettethajor
and minor non-overlapping blocks to determine varéa The percentage recognition rate is bettehénproposed
algorithm compared to the existing algorithms.

Keywords. Biometrics, DCT, Fingerprint, Percentage Recogniftate, Ridge Spatial Frequency.
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Paper Title: Use of Radial Basis Function Neural Networksfor Analysis of Unbalancein Rotating Machinery

Abstract:  Rotor unbalance is the most common cause of viordti any rotating machinery. The Coast Do
Time is used as a condition monitoring parametendmitor the rotating machinery. The CDT is thaldime taken
by the system to dissipate the momentum acquireahglgustained operation, which is an indicatomafchanical
faults. Experiments were carried out on Forwardv€drCentrifugal Blower to record the CDTs at selddblower
shaft cut-off speeds of 1000 rpm, 1500 rpm, 2008 gmd 2500 rpm respectively for various unbalarar@iions.
These experimental CDT data were used to trainndéhgral network. The paper also discusses the ssfote
incorporation of radial basis function neural nettwvdRBF-NN) for the CDTs prediction for unbalancault
conditions. The results showed that the RBFNN ptedi CDT values are very close to the experimeG@al
values.

Keywords. Coast down time, Radial basis function neural nétwBotating machinery, Unbalance.
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Paper Title: Reliability cost Assessment for upgrading feeder by using customer surveys

Abstract:  Reliability cost/worth analysis involves an assessirof the costs of providing reliable service and

separate quantification of the worth of having teatvice. Uninterrupted electric power supply islesire of al

customer, although it is not realistic. For int@tian costs assessments to be specific, they sludédn information

that is customer specific. The customer survey @ggr is based on the assumption that the cust@merthe bes

position to estimate the losses resulting fromagrydnterruption. This customer survey approaclts@més a method

to quantify the loss of the customers into monetaryns, due to electric power interruption. the anajontribution

of this paper, using survey method it is not onbggible to obtain absolute power interruption cdstsdifferent

customers but also shows the variation in intefomptosts with the variation in interruption ducatifor each type

of customer. Hence, these cost calculations cafutteer be used for the evaluation of other costtivandices

33 which will be useful for the future/reinforcemergtmns for the reliability worth.

Keywords: reliability worth assessment, customer surveysgriaption cost assessments 172-178
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Paper Title: Intra-modal Scorelevel Fusion for Off-line Signature Verification

Abstract: Signature is widely used as a means of persondication which emphasizes the need for a signa
verification system. Often the single signaturetdem may produce unacceptable error rates. Inghger, Intra-
modal Score level Fusion for Off-line Signature ifieation (ISFOSV) is proposed. The scanned sigmaimnage is
skeletonized and exact signature area is obtaiyedrdéprocessing. In the first stage 60 centersigiiature are
extracted by horizontal and vertical splitting.the second stage the 168 features are extractebiphases. Thg
phase one consists of dividing the signature i2® Blocks using the center of signature by countignumber of
black pixels and the angular feature in each bledetermined to generate 128 angular featurefielisecond phas

the signature is divided into 40 blocks from eatkhe four corners of the signature to generatadgular features|.

Totally 168 angular features are extracted fromsphane and two to verify the signature. The cerdgésggnature
are compared using correlation and the distanocedsst the angular features of the genuine and igsatsires is|
computed. The correlation matching score and distamatching score of the signature are fused tdyvtre
authenticity. A mathematical model is proposedurdhier optimize the results. It is observed thatgloposed mode
has better FAR, FRR and EER values compared texiséing algorithms.

Keywords: Biometrics, Off-line Signature Verification, Imadgplitting, Center of Signature, Angular Featur
Correlation.
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Paper Title: Design & Implementation of E1to STM-1 Frame and Deframe

Abstract: This paper describes the design and implementatiofcl frame and generating STM-1 frar
multiplexing 64 E1 Frames, as well as degenerafidigframe from STM-1 frame. The design of Formager
Analyzer is implemented in Verilog HDL, functionalalidated by simulation, carried out by RTL to SIDtool

and synthesized to get resource utilization andémpnted on an FPGA for functionality verificati@nd the powe
analysis and area calculation of the framer idyaed using Cadence v6.1.4 and Xilinx 13.2. Theigieed framer
can be used for generation and analysis of E1 fitéuatehas a data rate of 2.048 Mbps and STM-1 frdraehas g
data rate of 155.52 Mbps

Keywords. PRBS, E1 frame, scrambler, descrambler, clock divid
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Paper Title: Frequent Element Pattern Matching To Evade Deep Packet I nspection in NIDS

Abstract: To detect hostile traffic in network segments ockgds , Signature based Network Intrusion Detec
Systems (NIDS) uses a set of rules which are feztafe in detecting anomalous behavior like knaattacks that
hackers look for new techniques to go unobservemneSof the techniques involves, in the manipulatiar
obscurities of network protocol. At the preseng tietection techniques are developed against niidisese elusive
and equivocal techniques by means of identifying ascognizing. The appearance of new elusive fonmay
possibly effect NIDS to be unsuccessful. This papmsents an innovative functional framework tofqen
modeling over NIDS. Main, NIDS demonstrated prdgishrough Apriori algorithm. At this point, the par
consists of watching for circumventions on models simpler and easier than directly trying to ustird the
behavior of NIDS. We present a proof of conceptwshg how to perform deep packet inspection in Nix3g two
publicly available datasets. This framework canused for analyzing ,Modeling and detecting the memcial
NIDS after elusion.

Keywords: Apriori Algorithm, Deep packet inspection, Netwalrkrusion Detection systems, frequent eleme
matching, High speed network
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Paper Title: Implementation of PMBLDC motor using Cuk PFC converter

Abstract: This paper aims at an improve speed quality enmipdp@uk DC-DC converter is used as a power factor

correction (PFC) converter for feeding a voltagerse inverter (VSI) based permanent magnet brusHs motor
(PMBLDCM) driven air condition. This PFC convertisrfront end diode bridge rectifier (DBR) fed frosingle-
phase AC mains and connected to a three phasgyedurce (VSI) feeding the permanent magnet beasiDC
motor (PMBLDCM). The PMBLDC Motor is used to drigecompressor load of an air conditioner throughreg-
phase VSI fed from a controlled DC link voltage.eTspeed of the compressor is controlled to achenargy
conservation using a concept of the voltage coratdDC link proportional to the desired speed & BMBLDC
Motor. Therefore the VSI is operated only as awrted@mic commutator of the PMBLDCM. The stator catref the
PMBLDCM during step change of reference speedigrotied by a rate limiter for the reference vokag DC link.
The proposed PMBLDCM drive with voltage control @a$PFC converter is designed, modeled and its ipeafoce
is simulated in Matlab-Simulink environment for a@in conditioner compressor driven PMBLDC motor.

Keywords: Cuk Converter, Air Conditioner, Permanent Magnetidbtess DC Motor, Power Factor Correctipn,

Voltage Control, Voltage Source Inverter.

37. | References:
1. Kenjo and S. Nagamori, Permanent Magnet Brus!idés Motor,Clarendon Press, oxford, 1985. 204-210
2. M. V. Rameshl, J. Amarnath2, S. Kamakshaiah@n8. Rao3. “ Speed control of BRUSHLESS DC NG by using fuzzy logid
P1 controller” 2009.
3. Y.H. Bharathil, B.R. Rekhal, P. Bhaskar2, (P@rvathi2 and A.B. Kulkarnil. “Multi-input Fuzzj,ogic Controller for Brushless dc
Motor Drives”, 2008.
4. Deepak Batral, Sanjay Sharma2 and Rajeev Ratan& controlled movement of robot using binless DC motor drive” ,2009.
5. T. Kenjo and S. Nagamori, Permanent Magnet BesstDC Motors,Clarendon Press, oxford, 1985.
6. M. V. Rameshl, J. Amarnath2, S. Kamakshaiah@n8. Rao3. “ Speed control of BRUSHLESS DC NOIXT by using fuzzy logid
PI controller” 2009.
7. Y.H. Bharathil, B.R. Rekhal, P. Bhaskar2, (P@rvathi2 and A.B. Kulkarnil. “Multi-input Fuzziogic Controller for Brushless dc
Motor Drives”, 2008
8. Deepak Batral, Sanjay Sharma2 and Rajeev Ratan®& controlled movement of robot using binless DC motor drive” ,2009.
9. Bhim Singh and Sanjeev Singh,” Half Bridge BaBshverter for Power Quality Improvement in PMBLDMive”, ICETET-09.
10. B. Singh, B. N. Singh, A. Chandra, K. Al-HaddAd Pandey and D. P.Kothari, “A review of singlegse improved power quality AC-DC
converters,” IEEE Trans. Industrial Electron., \&f, no. 5, pp. 962 —981, oct. 2003.
11. MUHAMMAD H. RASHID,”Power Electronics Handboolh.D.” Copyright # 2001 by Academic Press.
12. A Halvaei Niasar', A. Vahedi2, H. Moghbelli3%p Control of a Brushless DC Motor Drive via Ade@tNeuro-Fuzzy Controller Based
on Emotional Learning Algorithm.
13.  T.V.NARMADHA,” Speed control of PMBLDCM with da control method using conventional and fuzzy calet” Vol. 2(11), 2010,
6663-6674.
14. Vinatha U, Research Scholar, Swetha Pola,. Adftware Engg., TCS, Dr K.P.Vittal, Simulation Edur Quadrant Operation & Speed
Control of BLDC Motor on MATLAB / SIMULINK.
Authors: Sujin S. George, Valsson Varghese
Paper Title: General Conceptsof Capacity Based Design
Abstract:  An earthquake resisting building is one that hasnbdeliberately designed in such a way that|the
structure remains safe and suffers no appreciaiigade during destructive earthquake. However,stheen seen
that during past earthquakes many of the buildimge collapsed due to failure of vertical memb@&ferefore, it is
necessary to provide vertical members strong sto asistain the design earthquake without catasicojgiiiure.
Capacity designing is aiming towards providing &t members stronger compared to horizontal afratt
elements. A structure designed with capacity desigmcept does not develop any suitable failure eism or
modes of inelastic deformation which cause theufailof the structures. In capacity design of earde resisting
structures, elements of primary lateral load regissystem are chosen suitably and designed amdlatefor energy
dissipation under severe inelastic deformation.
38. _ _ _ _
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39, | Paper Title: Present and Future of Cloud Computing: A Collaborated Survey Report

Abstract: | 216-223




Cloud computing is one of the most discussed Ihdseof this decade, and rightly so. This paper igies/ an
executive summary of cloud computing over the fest years and expected ratio of cloud usage imthé five
years. The results are collated from responsesewéral individuals as to their usage and preferenioe
infrastructure, virtualization, cloud investmentsdaother cloud computing technologies. What diff¢igtes this
paper is its focus on analyzing and quantifying éffects of the migration of application workloatts cloud
environments. This measurement enables us to detinedter the magnitude and longevity of cloud iotpand to
understand the derivative impacts on existing tetdgies. We introduce the paper with the reportwshg the
deployment of cloud computing in the world. Thém ffactors influencing and affecting the adoptidncloud
computing are discussed. We also discuss the ingbatbud computing on IT manageability and clooddastments
The purpose of this study is to get firsthand aot®wf companies’ use of cloud computing and tontjbathe
potential, financial and environmental benefitd tten be attained from this technology.

Keywords. Cloud, Drivers, Hybrid, Infrastructure, Inhibitolatform, Private, Public, Security, Virtualizatio
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Paper Title: A Concept for Development, Safe Erection and Use of Scaffolding for High Rise Buildings

Abstract: The objective of the paper is to study differentapaeters involve in building a Scaffolding systesn
High-Rise Structures for supporting formworks, workingtform and passageway for material logistics &tre
study also includes analysis of design guidelimesséfe erection of scaffolding system. Scaffoldimghe structure
used or intended to use for supporting framewomsknging stage, suspended stage or protection okeverengagec
in or in connection with construction work, for tharpose of carrying out that work or for the suppd material
transportation from one level to other or connettimith any such work. Scaffolding system is defiresl the
planning for the design, erection and the inspaabibthe use and the dismantling of any scaffoldBwglaw, worker
must have safe working environment. And most coesitn work involves working at heights which cahibe
safely or easily reached from the ground or pathefbuilding. The scaffolding design criteria cdies the strength
stability; rigidity of the supporting structure arile safety of persons engaged in the erectiopradibn and
dismantling of the scaffold. When any material risnsferred on or to a scaffold it shall be moveddeposited
without imposing any violent shock. Scaffold systshall be properly maintained and every part shalkept so
fixed, secured or placed in a position as to prewenfar as is practicable, accidental displacéniéus, it must be
designed for the most adverse combination of deads, live loads, impact loads and environmentaiddathat car
reasonably be expected during the service lifecaffelding. The detail report considers designecidt given by
various designing standards.

Keywords. Scaffolding, Formwork, Strength, Design, Safety
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Paper Title: Performance of Ad-Hoc Network Routing Protocolsin Different Network Sizes

Abstract: A Mobile Ad-Hoc Network (MANET) is a temporary netwk that is composed of the mobile deviges

which communicates through wireless links withony gre-existing infrastructure. Routing is one bé tmajor
concerns in the MANET due to its frequent changimgplogy and the absence of centralized admingstrét this
paper, we evaluate the performance of Mobile Ad-Network Routing Protocols Dynamic Source RoutiD$R),

227-230

Ad-Hoc On Demand Distance Vector (AODV) and DegtoraSequenced Distance Vector (DSDV) under difiére

performance metrics like PDF, Average End-to-Esthg, NRL, Throughput, Routing Overhead and Patkss.




The performance evaluation is done in differentwogk sizes using network simulator NS-2. The corigoer result

shows that AODV gives highest PDF and Throughp@ROgives lowest packet loss and DSDV gives the $bywe

NRL, End-to-End Delay and Routing Overhead.
Keywords: AODV, DSDV, DSR, MANET
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Paper Title: An Application of Value Stream M apping In Automobile Industry: A Case Study

Abstract:  Value Stream Mapping has the reputation of uncagesvaste in manufacturing, production and

business processes by identifying and removindgreasilining non-value-adding steps. A flow diagrsimowing the
process is drawn to reflect the current state efdperation. The non-value actions are identifre@ach step and
between each step by their waste of time and reseuhe process is analysed for opportunity tetibelly reduce
and simplify it to the fewest actions necessary.r&jucing wastefulness the proportion of value ragldime in the
whole process rises and the process throughputl $péecreased. This makes the redesigned process effective
(the right things are being done) and more efficigreeding fewer resources). The reengineered psoiseflow
charted in its future state with process stepsimfodmation flows redesigned, simplified and maessl expensive.

Keywords. Current state map, cycle time, future state nmegy time, takt time, Value Stream Mapping
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