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Abstract—As the number of communication components can provide a more precise picture of the environment than
can be integrated into a single chip increases, the possibility a traditional single sensor.

of high volume but low cost sensor nodes is realizable in the e unique characteristics of the sensor networks are
near future. Each sensor node can be designed to perform a[l],

single or multiple sensing operations, e.g., detecting temper- o )
ature, seismic activity, object movement, and environmen- ¢ Sensor nodes use broadcast communication paradigm.

tal pollution. As a result, a routing protocol must provide « Sensor nodes are very limited in power, computational
the quality of servicg(QoS) needed by the sensor nodes. A capacities, and memory.
new routing protocol called Stream Enabled Routing £'R) is « Sensor nodes are very prone to failures.

proposed to allow the sources choose the routes based onthe | The topology of sensor networks changes very fre-
instruction given by the sinks. It also takes into account the quently.

available energy of the sensor nodes. Also, SER allows the Sensor nodes may not have gloidknti ficati
sink to give new instruction to the sources without setting ~ * y 9 ntjreation

up another path. Sources are the sensor nodes in the sensor (ID) because of the large amount of overhead.
field that are performing the sensing task. As a result, an  * Sensor nodes are densely deployed in large numbers.
interactive user-to-sources communication is achieved. In With these characteristics and design factors, many re-
addition, the routing protocol is shown mathematically to searchers are working toward the solutions for sensor net-
perform well in the sensor network environment. works. The so-callewvireless integrated network sensors
Keywords— Sensor Networks, Routing, Power Aware, (\WINS) is developed in [11], where a distributed network
Unicast, and Multicast. and Internet access are provided to the sensor nodes, con-
trols, and processors. Since the sensor nodes are in large
. INTRODUCTION number, WINS networks take advantage of this short-
distance between nodes to provide multihop communica-
ion and minimize power consumption. Since nodes can

. ) ) %Ig very small, there may be no room for an antenna. The
volume but low cost sensor nodes is realizable in the negrmart Dust” is developed in [9], which uses the Micro

future. Each sensor node can be designed to perform a Bl¥ctroMechanical Systems (MEMS), to address this con-

gle or multiple sensing operations, e.g., detecting tempggm_ These Smart Dust motes, i.e., sensor nodes, may be
ature, seismic activity, P ’

: object movement, and ENVIroNMEL%ached to the objects or even float in the air because of
tal pollution. These sensor nodes can be used in the trafise . < i size and light weight. These motes may con-

portation, health care, warfare, security, and even spacegx- < iar cells to collect energy during the day, but the

ploration industries. In warfare, for example, sensor nOngawback of the Smart Dust motes is that they require a

can be designed to de'tect the Obj.eCtS.' e.g., tank, car, ﬁﬂg of sight to communicate optically with the base-station
human, as well as their moving directions and Iocatlort snsceiver

By connecting these small nodes together by radio Ilnks,A family of adaptive protocols calle@ensor Proto-

the nodes are more robust in performing sensing tasks A8%s for Information via Negotiatio(BPIN) [5] is designed

* To Appear in "Med-hoc-Net 2002,” Sardegna, Italy, September to_address the deﬁCienCie§ abssic floodingoy negoti-
2002. ation and resource-adaptation SPIN has three types of

As the number of communication components can be



messages, i.e., ADV, REQ, and DATA. Before sendingaccount the available energy of the sensor nodes, the QoS
DATA message, the sensor node broadcasts an ADV mesguirements of the instruction, the memory limitation of
sage containing a descriptor of the DATA. If neighbors dine nodes, and the localized effect of the heavily dense
not have the data, they send a REQ message for the DAbAdes. After the route is established, it allows the sink
This type of protocol is good for disseminating informato give new instructions to the sources without setting up
tion to all sensor nodes. Yet, it cannot isolate the nodasother route. This dynamic setup of routes has the fol-
that do not want to receive the information. As a resulgwing benefits when compared to traditional routing pro-
unnecessary power may be consumed. tocols [10] [4], SPIN [5], andlirected diffusior7].

Also, adirected diffusiordata dissemination paradigm e Periodic update of the routes is not needed in order to
is proposed in [7]. The sink sends auterest, which is a conserve energy.
task description, to all sensor nodes. The task descriptors It is able to adapt to failures.
are named by assigning attribute-value pairs that describe It is also able to cope with topology changes.
the task. If the sources do have data for thaterest, « A routing table is not needed at each sensor node. As
the data is routed along the reverse path of interest prop- @ result, memory usage is minimized at each node.
agation. The interest, data propagation, and data aggrega- It can easily incorporate new sensor nodes into the
tion are determined locally. The sink has to refresh and route selection process.
reinforce the interest when it starts to receive data frome Sources determine the routes based on QoS require-
the sources. However, this approach does not address the ments.
quality of servicdQoS) needed by the connection between It allows one-to-one, many-to-one, one-to-many, and
the source and sink, such as delivering data in the shortest many-to-many communications.
time, power aware of the selected route, or the ability to It exploits the benefits of topology maintenance pro-
change interest for the selected sources without rebroad- tocols, e.g., SPAN [3], GAF [15], and LEACH [6].
casting a new interest to search for the sources again.  In Section II, we present the new routing protocol SER.

The use of power-aware metrics in making routing dedf Section Ill, we provide a mathematical analysis of SER
sion to prolong an ad-hoc networks' life-time and its tim@nd clustering based techniques to investigate the power
to node failure is addressed by [13]. Such metrics g#@nsumption and emission. We also perform simulations
useful for sensor networks, but sensor nodes are lowePf>ER in Section IV. In Section V, we conclude the paper.
battery, lesser in computational capabilities, and lower in|I
memory than the nodes in the ad-hoc networks. Also, sen-"
sor nodes lack global IDs, such lgernet Protocol(IP) A. Overview
addresses. As a result, a routing protocol for sensor netThe SER protocol consists of seven phases:
works has to take into account of these differences. « Phase ISource Discovery

Since sensor nodes require QoS regardless of their ens Phase II:Route Selectian
vironmental and technical constraints, we propose a news Phase Ill:Route Establishment
routing protocol calledStream Enabled Routingb ER). « Phase IVRoute Reconnection
The routing protocol requires the sinks to specify the sen-« Phase Vi-message Transmission
sor nodes that perform the tasks in their instructions. If thee Phase Vlinstruction Update
nodes do not haveglobal positioning systefGPS), then « Phase VII:Task Termination
they can use a location awareness protocol, such as [Td]e S-messagis used during Phase | as shown in Figure
to approximate their locations. SER can be integrated witt{a) to find the sources that will carry out the instruction
the application layer very easily, because it is based on gpecified in theS-messageOnce the sources are found,
structions or tasks. Instead of assigning attributes to a talsk& sources decide the type and level of the routes needed
as in [7], an instruction is predefined as an identifier valuigy the instruction. There are four types of route, each with
This way only the identifier is sent and not the whole atwo levels, i.e., Level-1 and Level-2. The different lev-
tribute list in order to conserve memory. There are foels are depicted in Figure 1.(b). The vajués the radius
types of messages, i.scout messagés-messageinfor-  of Level-2 routes. The combination of type and level of
mation messag@-messagg neighbor-neighbor messageroutes gives rise to a new concept calkegdeam. A typi-
(N-message andupdate messag@J-message The S- cal hop-to-hop route, which involves only one node to an-
messagés broadcast, so the sources can select the routéiser to form a route, is a stream at Level-2 wjith= 0,
between the sources and sinks based on the QoS requiee; this is also the Level-1 stream. Note that each Level-
ments of the instruction. The routing protocol takes int stream has a Level-1 stream as well. At Level-2, the

STREAM ENABLED ROUTING (SER) RRoTOCOL



radiusy of the stream can increase as large as needed to ‘ TID ‘ NAP‘ LD ‘ NH ‘ AE ‘
satisfy the QoS specified by the instruction. While Level-

1 uses one-to-one communication, Level-2 uses modified LTl'[')D_:LTaS‘"D NAP = Network Access Point
. . . A = Local ID AE = Average Energy of the Route
flooding with data flowing only toward the sink through NH = Nurmber of Hops From the Sink

the stream. Also, the combination of types and levels gives
different levels of QoS to a stream.

After the streams are selected, the source sendd-an
messagéo establish the streams back to the sink as show@ meters from the location specified by the OC field
in Figure 1.(c). If the streams are disconnected due t@pdetect the temperature at every 10 minutes. Since each
node failure and/or low-energy level, the SER protocol réode is designed to perform a specific task, e.g., detecting
pairs them by usindN-messagandS-messageOnce the temperature, the number of instructions may be very small,
streams are established, data start to flow from the souragd the/ N S values representing the instructions may be
to the sink through either Level-1 or Level-2 streams witpredefined and loaded into the nodes initially.
I-message The sink can update the task at the sourcesTo indicate where the instruction is originated, thet-
through either Level-1 or Level-2 streams by usinglthe work access poin(N AP) field contains a value, which
messagealepending if Level-1 or Level-2 streams are s¢epresents a unique sink. The number of sinks deployed is
lected to route the data. Both sink and sources can a¥gy small when compared to the number of nodes in the
terminate the streams by themessagas shown in Fig- network. For example, there maybe only 3 or 4 sinks when

Fig. 2. S-message.

ure 1.(d). 4 to 5 thousands sensor nodes are in the sensor field. Since
. the S-messagés routed to all sensor nodes in the sensor
B. Source Discovery field, a node must be able to determine the neighbor that

We define asensor fieldas an area, which the sensof@s sent the message. Each node in the sensor field has a
nodes are being deployed. Since the topology of the séegal ID (L1D) th_at is selected randoml_y from ase_t, which
sor network changes frequently and the sensor nodes f&@p values ranging from 1 tg wherer is the maximum

quite often due to low energy level or interferences, th@lue of the set. The total number of nodes of which3he
routes from the sink to the sources should be set up djessagéas been received prior to the current sensor node

namically when sensed information, i.e., descriptors, drecaptured by the number of hop¥ {7) field as shown

requested from the sources. For example, if sensor notie§igure 2. There is also aaverage energyAF) field

are asked to detect temperature, the descriptor is the t¥¥OSe value is computed by equation (1), which is the av-

perature value. If nodes are asked to detect the type®6fg€ energy of the route that tBemessaghas traversed

animals, the descriptor is a number that is mapped to #é°r to the current node.

type of animals. Also, if sensor nodgs are asked to take a NH, - AE; | + E,

picture of the environment, the descriptor can be the whole AE =

or part of the image of the environment snapshot. NHi—+1
A sink broadcasts a sho&-messagéo mark the pos- whereN H;_; andAF;_; are the values stored in tiéH

sible routes from the sink to the sources. The fields ahd AE fields of the received scout message at (the-

the S-messagare illustrated in Figure 2. Th&ID field 1) sensor node, and; is the available energy at thig

is thetask ID field, which consists of four subfields, i.e.node. The subscriptrepresents the previous node that has

LI, MT, INS, andTLOC as shown in Figure 3. Thereceived the&s-messagprior to the current sensor node.

length indicator(LI) indicates the length of the message. Whenever a node receives &messaget checks to

The message typéM T) field indicates the type of mes-see if the instruction, i.e[N S, is intended for it. If the

sage that this packet is carrying, i.847=0 stands for instruction of theS-messagés not intended for the node,

S-messageM T=1 indicates an-message MT=2 rep- the node storesthEID, NAP, LID, NH, andAE val-

resents arlJ-messageand MT=3 corresponds to &- ues in aconnection tregC-treg, which is a logical tree

message The instruction (INS) subfield maps a nu- that represents the possible connections through the node.

meric value to a specific instruction, and thé&.OC sub- Hence, theC-treekeeps track of the node’s neighbors that

field represents theargeted location For example, the are capable of routing information back to the sink. The

sink gives the instruction "Sensor nodes detect tempeftreehas the following tree structure as shown in Figure

ture at every 10 minutes in 10 meters radius”, and this ia- Thel’ node contains théN .S and7 LOC values of the

struction may be mapped to d@v S value of 0. The in- TID field. The NAP, DLID, ULID, Downlink Sen-

struction tells the sensor nodes that are within the radiussofr Problem(D.S P), andNode Selectedalues are stored

(1)
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Fig. 1. Overview of SER protocol.

A Sen(s)or Node

LI = Length Indicator INS= Instruction
MT = Message Type  TLOC = Targeted Location

Fig. 3. TID field.
r Node

in the ¥ node, and th& node contains thé/D, AF, and
NH values. TheDLID value is used to store thel D
value of the neighbor sensor node that will route the LIJNOOIE
messagdack to the sink, which is also the downlink sen- """""""""
sor node. ThdJLID is the LID of the uplink sensor \ / \ / \ / \ / \ /
node, so arJ-messagean be forwarded to sources front® © 6 ' 00 e
the sink or route reconnection is possible by usingithe _ / Second Received
messageAs a result, a sensor node in an established route e Smessage
knows theLI D values of the uplink and downlink sensor
nodes. Initially, theDLID andULID are not set. The Fig. 4. Logical tree structure.
DS P indicator is used to indicate if the downlink sensor
node is having a problem in routing tlkenessage The Noda—ree C—tree T—tree
Node Selecteis used to indicate if the node is selected for
routing. Initially, bothD.S P andNode Selectedre setto | ' % msand INSand TLOC
OFF. The contents of thE, ¥, and® nodes in the&C-tree
are summarized in Figure 5. W Node NAP, DLID, NAP, DLID, ... DLIDy,

After the node stores the values, it calculates a Adw E;E'Szzgnd andDsy - DSy
by equation (1) withi incremented by 1. In addition, it
increases the value stored in We&_f field shown in Figure © Node LID, AE, and LID, AE, NH, and
2 by 1. The sensor node then inserts the néiw, new NH T

NH, andLID of the node into thedF, NH, andLID

fields of theS-messageespectively, and then broadcastgig. 5. Contents in th&, ¥, and® nodes ofC-TreeandT-tree

the updateds-messagm its neighbors. If the sensor node

happens to receive the saanessagiom its neighbors,

it does not do anything. As a result, tRktreehas only on listening forS-messagewith different LD but with

one® node. the sam&'ID andN AP fields foro seconds. The sources
After the sources receive the filStmessagehey keep store theT'ID, NAP, LID, NH, and AF values in a



node of the samE node as shown in Figure 4 for types 2

\ﬂo\ NAP‘ LID \s.lo\MEs\
and 3 streams. This way data can be aggregated if they are

TID = Task ID LID = Local ID :
NAP = Network Access Point ~ SLID = Selected ID the same. After the neighbor nodes have been selected by
MES= Message

the sources, the sources broadcasiNamessageo their
neighbors indicating the level and size of the stream. The
fields of anN-messagare specified in Figure 6.

: If the stream is chosen to be at Level-1, the width of the
task treg(T-treg), which also has the same tree structure %?ream is set10 0. e — 0. At Level-1. the messaces are
shown in Figure 4. Unlike th€-treg the T-treecan have 16 = 0. ' 9

. , . r k he sink via hop-by-h mmunication
more than one node. TheT-treeis to hold information _outed back to the s a hop-by-hop commu catp ’

: . . . i.e., the messages are sent only to one node. The differ-
related to the task being assigned to it. Instead of just ohée . :

DLID value stored in tha node. theT-tree contains ent scenarios of streams flowing between the sources and
DLID values. because each of tr’me sources can selgct usi[[1ks are illustrated in Figure 7. There are only one source
1IDs to rou,te thé-messaaback to the sink dependin &4hd one sink for the stream formed by Figure 7.(a). If there
<>)<n the QOS requirements ?he maximum valu I?mt the gare more than one source, the streams can joined together

A ' & if they meet somewhere between the sources and the sink
number of neighbor nodes. For eabt.ID value, there

is also aD.S P indicator in the¥ node. On the other hand,tafriﬂlct);’vlr; 'Qinlf(lglijfrtehg'r(:g ;Sszhzssgeeaimse:gg d?fromdL:\I{[?r%e
the ¥ node has nd/LID value, i.e., the LID of an up- P g P

. L sinks. The streams shown in Figure 7 are Level-1 streams
link sensor node, andode Selectenhdicator, because the : . L
L where nodes communicate with only one node in either the
sources are the destination of tBemessageThe ¢ node : : o .
. : . downlink or uplink direction. A Level-2 stream is formed
of the T-tree also contains tharrival time (7;) of the S-

) ) . hen the size of the streamis greater than 0. The Level-
messagewherej represents th¢#” receivedS-message w 'z ams g v

. . . . 2 stream also consists of the Level-1 stream as shown in
source can receive a maximumypf-messagsince it has

x heighbors. The route associated with the first receiv&?ure 8. The Level-1 stream will serve as the backbone

S-messages considered the shortest route while the rouL@ setting up Level-2 stream. The valugs the number of

. . . . ops away from the nodes in the Level-1 stream. Once the
associated with the last receiv€dmessages the longest . . :
: Level-2 stream is established, messages can flow downhill
route. The contents of the nodes in theree are sum-

marized in Figure 5. After seconds, the sources select{) the sink or uphill to the sources by flooding. Only the

. . . nsor n that ar rt of the stream participate in th
the neighbor sensor nodes, i.e., theDs of the neighbor sensor nodes that are part of the stream participate ©

nodes, for transmitting themessagdback to the sink ac- flooding process. Tht?messagélows downhill b_y using
. . the N H value stored in th& node of theC-treein each
cording to the QoS requirements bV S.

sensor node as the potential. The nodes nearer the sources
have highertV H values while the sensor nodes nearer the
sink have lowerN H values. On the other hand, the

After the sources have received themessagehey will  messagérom the sink to the sources flows uphill by using
determine the QoS required for the task being assignediR¥ negative of thé H values as the potential. As a result,
the S-message There are 4 types of stream, which théhe nodes nearer the sources have higher negative values.
sources can establish and communicate with the sink, ark flow concepts are illustrated in Figure 9 with,,.,
each stream can either be at Level-1 or Level-2. Be|OWiiﬁjicating the maximum number of hops from the sink to
alist of the types and their associated action carried out{p source. The different types of stream with level com-
the sources. bination are presented in Table |. The streéi(®, 2), ,, is

1. Type 1: Time Critical But Not Data Critical: of type 2 at Level-2 withu stream width andc neighbors

Actiont ChooseLID with the lowestr value, i.e.;r.  routing the messages.
2. Type 2: Data Critical But Not Time Critical:

Fig. 6. N-message.

C. Route Selection

Actiont Choosey LIDs with the highesti . Type 1 Type 2 Type 3 Type 4
3. Type 3: Not Time and Data Critical: Level-1 | S(1,1)1.0 | S(2,1)y0 | 93,110 | S, Dyo

Action Choose the I D with the highestAE. Level-2 | S(1,2)1, | S(2,2)y,u | S3,2)1,, | S(4,2)y ..
4. Type 4: Data and Time Critical:

Action Choosey LIDs with the lowestr, i.e., 7 ... TABLE |

TX.
Note that priority is given to &1 D value of a neighbor
node if the LID value is contained in more than ode

DIFFERENT COMBINATION OF STREAMS(;x > 0 FOR

LEVEL-2).
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Fig. 7. Different scenarios of streams: (a) single source and

(b)

sink, (b) multiple sources and single sink, (c) multiple sinlg.
. . - Fi
and single source, and (d) multiple sources and multiple f

sinks.
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Fig. 8. Level-2 stream.

D. Route Establishment

g. 9. Stream flow concepts: (a) downhill flow and (b) uphill
low.

sage with valueg, indicator. If i is equal to 0, the stream
is at Level-1, or otherwise, it is at Level-2. TH&V.S,
TLOC, andN AP values of theN-messagare the same
as theS-messadge The LI D field of theN-messagés set
equal to theLID value of the broadcasting sensor node,
and theSelected LID(SLID) value is set equal to the
DLID value stored in thel node of theT-tree at the
source. If there aree DLID values chosen, thegp N-
messageare broadcasted by the source.

After the broadcast, the neighbor nodes receive and
check if theT'ID and N AP values match the ones in the
C-tree If a match is found, the nodes extract and compare
theSLID value in theN-messagwith their L1 D value. If
the SLID value does match thel D value of the nodes,
the nodes set thB L1 D value in thel node of theC-tree
equal to thel.I D value of the® node. The nodes also set
theU LI D value in thel node equal to the value stored in
the L1 D field of theN-messageln addition, theNode Se-

A sensor node uses tHe-messageo tell neighbors lectedindicator is also set to ON. The nodes then broadcast
about its local information. Once the source has decidashewN-messageith LI D andSLID values set equal to
on which neighbor sensor nodes to carrylitmessages the LID and DLID values of the sensor nodes, respec-
it sets theD LI D values, which are stored in the node, tively. The M ES value in theN-messagestays the same
equal to theL.I Ds chosen according to the QoS requireas the one that is received.
ments of the assigned task. After which, it sends anlfthe SLID value does not match thel D value of the
N-messageas shown in Figure 6 withi/ ES, i.e., the sensor nodes, but tié/ D and N AP values do match the
message field, set and mapped to @ew connection mes-ones in theC-treg and the value: specified by thé\l ES



‘ TID‘ FI ‘ CNH‘ Payload

[ J
TID = Task ID Payload = the descriptor of the i
FI = Flow Indicator sensing information °
CNH = Current Number of Hops i
[ ]
[

Fig. 10. I-message.

field of theN-messagés greater than 0, the sensor nodes R

know that a Level-2 stream is requested; the nodes then . N

set theNode Selectethdicator to ON in the¥ node of » \

the C-tree These sensor nodes rebroadcastthreessage e °\
with SLID set equal to O ang value decreased by 1. . .
Sensor nodes receiving the saManessagéut with dif- Sirk1 Sink 2
ferenty value do not rebroadcast. They only rebroadcast
when they first receive the-messageWhen theu value

is decreased to 0, the sensor nodes stop the rebroadcast of

Lhe N-mess?geAiha res(ljjlt, gnli/hsefsorlnlod?s that aretz' , they can start sendingmessagesThe fields of thd-
ops away from the nodes Iin the Level-1 stream partiGho sqaqare illustrated in Figure 10. THEID field con-

pate in the Level-2 stream. Note that a node, which is Plins the instruction, i.e., the sam&’ .S and7T'LOC fields
of the Level-1 stream, rebroadcasts tienessagevhen as theS-messagehat is given by the sink, so neighbor sen-

itreceives thé\-messagérom either a Level-1 or Level-2 o g can determine if they are responsible to route the

node. Hence, a Level-1 node may rebroadcast wice Whl'-lﬁlessageTheFI field is only 1 bit long, which is used to

aLevel-2 node only rebroadcasts once. indicate if the message is going uphif {=1) or downhill
If the SLID value does not match thiel/ D value of the (FI = 0). TheCNH field contains theV H value stored
sensor nodes and thevalue in theN-messages equal to i, yhe ¢ node of theT-tree or C-tree of the broadcasting

0, the nodes delete the tree branch beginning abthede ,,4e \when the source broadcasts Itneessageit sets
that has the same value as the value stored iInNBE 1o o v 17 field with the value from thd-tree The inter-
field of theN-messageAs a result, thel’ and® nodes are o qiate nodes between the source and sink USB-thee

deleted. If al' node has nal node connecting to it, the xj5q the payioad field of thel-message&ontains the de-
T’ node is also discarded. As a result, sensor nodes IQ&Iiptor of the sensing information.

are not part of a stream remove all the data that are associ- o ]
ated with theN-messagé&om theC-tree All intermediate Note that only the/D field is needed by the neighbor

sensor nodes between the source and sink perform tHaQ@es to determine if they are responsible to routelthe
tasks. messagebecause each of the neighbor nodes maintain a

If all intermediate nodes between the sources and sin%stree The values in the&"] andCN H fields of thel-

. . messageare only used when the stream is at Level-2, so
have not received aN-messag@n response to §-message that thal-m n flow downhill toward the sink vi
in ¢ seconds, the sensor nodes delete the tree brarH: i el (_asse:ﬁe:a N Ot. IO q qbad : gst. I?C
which is associated to ti&messagdrom theC-tree The 00ding using the potential as described in section 1.t
I%%ch node only rebroadcasts once to avoid a node from

nodes free up the memory, so they can store other inco hroadcasting th : q i Aft
ing S-messaged he value of. can be equal to a couple of coroadcasting the same message again and again. er

seconds depending on how large is seasor field a sensor node receives kmessageit turns OFF the re-

. . ceiver for an amount of time if the sleep mode operation
Once theN-messagbas reached the sink, the minimum P P

. . is ON; otherwise, the receiver stays ON. The reason for
delay or the maximum average energy stream is est

lished. At this point, the source can sehthessageso ?urnlng OFF the receiver is to avoid listening to neighbors

) broadcasting the sanhanessaggwhich the node is not in-
the sink. Note that one-to-one, many-to-one, one-to-mané( o o ;

. tefested. Th&-treeindicates which instructions the sen-
and many-to-many streams can also be established allow-
) ) . N sor nodes have to route, and the ones that are not allowed
ing unicast and multicast communications. :

are not stored in th€-tree As a result, only one copy of

the descriptor is sent by the source if the descriptor is in-
tended for different sinks and the first part of the streams
Once the sources have broadcasted\tbreessagavith  selected for different sinks is the same as shown in Figure

M ES indicating annew connection message with valugél. The neighbor nodes at the downlink of sensor ndde

Fig. 11. First part of the streams shared.

E. I-message Transmission
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° Possible Route is broken.
| Alternative
° Route e (Sensor Node C)
| _ — 2 ', Sensor nodeislow in pow
. Information / | or detects high
i -~ Message \ environmental noises.
/I
r ¢ (Sensor Node B)
o Sensor Node C's | Sensor node’sLID is equal to
Sink Broadcasted Region @ sensor node C's DLID value.
Fig. 12. Bottom part of the streams shared. .
Snk
route the-messagealong their own path once sensor node Fig. 13. Reconnecting a stream.

A has broadcasted it. If multiple sources send the same

I-messageback to the sink and their streams are shared a%s h d wait f & d
illustrated in Figure 12, then only ortenessagéias to be of the C-treeand wait for arN-messagérom sensor node

sent from sensor nodg to the sink. As a result, the nodeg" The sensor node B broadcasts a réwnessagavith

should have a small buffer to store incoming messages,tlgSLID andSLID fields set equal to the sensor node B's

nodes can compare thenessageand avoid unnecessaryjﬁj gsallcn(jldsgnsor nOdT DEhI D values, rr]espec_tl\(/fly. The
power dissipation if the messages are the same. leld Is set equal to theeconnect the routiadicator.

This newN-messagdrom sensor node B is rebroad-
casted by its neighbor nodes with the value in theD
field replaced by thd.ID value of the neighbor nodes.

During transmission of information at Level-1 from th&'he nodes that have received thismessagereate a new
source to the sink, a sensor node may determine that ibianch in theC-tree with the values in th&d'ID, NAP,
low in energy for routing or there are high environmerand L1 D fields in the same way as if they have received a
tal noises around the node. After such decision, the nd8enessagexcept that the average energy and the number
broadcasts aN-messagavith the M E'S field set equal to of hops from the sink are not calculated and used.

a value representing thheconnect messagadicator. For ~ Once a sensor node receives thismessageit also
this kind of N-messagethe LID and SLID fields are set checks to see if it is the uplink sensor node specified by the
equal to the sensor node’s stor€d./ D and DLID val- N-messageTo be the uplink sensor node, tiid D value
ues from thel node of theC-treg respectively. of the node must be the same as the value inthéD

Once the neighbors have received tenessagethey field and theDSP indicator in the¥ node of the asso-
check theirC-treesand determine if they have the sameiated instruction must b&N. After the sensor node D
INS, TLOC, and NAP values as in thé&\-messagelf has received thisl-messageit updates thelI D value in
they have the same values, the neighbor nodes whbge the ® node of the associated instruction in Bdreewith
values are the same as the values initi& and SLID the value in theLID field of theN-messagelt also turn
fields of theN-messagare the uplink and downlink sen-the DS P indicatorOF F'. Note that if sensor node D re-
sor nodes, respectively, of the selected Level-1 streamcasves more than one copy of the saNwnessagesensor
shown in Figure 13. The uplink and downlink nodes amode D uses the first receividmessagevhich is also the
sensor nodes D and B, respectively, as shown in Figumite that has the minimum routing time. As a result, sen-
13. The neighbor nodes do not rebroadcast this kird-of sor node D can route tHemessageo the neighbor node
messagebecause it is intended for sensor nodes D and BhoseLI D value is the same as the updafetD value.
Sensor node D turns tHeS P indicatorON in the ¥ node Before routing thé-messaggesensor node D broadcasts

F. Route Reconnection



a newN-messageith LID andSLID fields set equal to ‘ m‘ Fi ‘CNH ‘ NW#

the LI D and upda.tecLID values stored in thé node of TID = TaID Fl = Flow Indicator
the C-treg respectively. Sensor node D sets and maps the CNH = Current Number of Hops

M ES value to amew connection message wjth 0 in- NINS= New Instruction

dicator. The neighbor nodes check if they are selected in Fig. 14. U-message.

the same way as described in Section II.D. After sensor
node B has received th¥-messagethe stream is recon-| a5k Termination
nected between sensor node D and sensor node B as shown

in Figure 13, and sensor node B does not rebroadcast th&Nere are two situations when a task at the sources are
N-message terminated. The first situation is when the sources have

finish the task associated with the instruction given by the
sink. The sources broadcastUamessagevith NINS
field set and mapped totask completed instructioimdi-

There is also another scenario which affects the routiggtor. As thisU-messagés routed to the sink, the streams
of I-messagdrom the sources to the sink. Such scenarigre teared down by removing the tree branch associated
is when the stream suddenly terminates, i.e., sudden degiith this instruction in theC-treeat the intermediate sen-
If the sink does not get themessaget the time when it sor nodes and thEtreeat the sources.
expects, the sink sends out a nBwnessageith a higher  The second situation is when the sink decides to ter-
QoS requirements version of the same instruction, i.e.prinate the instruction. The sink send$Janessagavith
higher QOSIN S value. By doing this, new streams camV /N S value set and mapped ta@mination instruction
be established to avoid trouble spots experienced by théicator. The streams to the sources are teared down as
stream which suddenly terminates. Also, if the instrugne U-messagés routed.
tion previously requires only one stream to be established,
multiple streams at Level-2 can be established because the I1l. M ATHEMATICAL ANALYSIS
QoS requirements are stricter than before. Note that if tAe Transmission Power
environment is known to inflict sudden death easily, the L —

. . . . The powerP; at the receiver in wireless communication

QoS requirements of the instruction should be stricter gt .
the beginning. As a result, multiple streams at Level-2 C«Ii% IS
be set up between the sources and sink to enhance the ro- Pgi go\2
bustness of themessageouting. = k2 dr (watts) (2)

G. Route Experienced Sudden Death

where P; is the output power at the transmitteg; is the
receiver antenna gainy,. is the transmitter antenna gain;

The last type of messages is themessage The U- A is the wavelength of the transmitted signal; ands the
messagallows the sink to update its instruction to thélistance of transmission in meters); In sensor network
sources. From the previous example, "Sensor nodes def@hmunication, the attenuation of the transmitted signal
temperature at every 10 minutes in 10 meters radius” ce@n be as high as thé" order exponent of the distandz
be updated to "Sensor nodes detect temperature at eveljll, because the sensor nodes are very near the ground.
minutes in 10 meters radius”. The fields of tHenessage As a result,Ps at a sensor node is further attenuated, and
are shown in Figure 14. It contains tid D, FI, CNH, the new value is given by..
and NINS fields. TheI NS andT LOC subfields of the
T1D field are the same as the ones used bySimessage P = “Re 3)

to establish the stream at the beginning. Thefield is L _ _ _
used to indicate if the message is going uphill or downhil'h€re £ is given by equation (2)y ranges from 0 to 2;

it serves the same purpose as Ffield of thel-message andq is the additional attenuation constant for the sensor
The CNH field contains theV H value stored in thep N€tWOrk environment that has units of *#. P can be
node of theC' — tree, which is associated with the instrucY€arranged and represented as follows:

tion specified in thé'I D field, of the broadcasting node. N2 g

The NINS contains the new instruction for the sources. P, = P,gig, K) . k] (4)
The U-messagédrom the sink to the sources flows uphill An/  oR

while it flows downhill from the sources to the sink whemvheref;, g;, g-, A, a, andR are the same as described in
the streams are at Level-2 as described in Section II.C. equations (2) and (3); andranges from 2 to 4. The right

H. Instruction Update

Py
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yio e
= - There are n nodes randomly
F6) = h(x) = g(x) distributed in this square.
o}
o
£
Ssensor
/ node @
0
d e X e o o
Fig. 15. Area of sensor field. o o
[ J [ J [ J
most term of equation (4) is the free space path loss or free -
space attenuatiofy which is calculated by equation (5).
J & meter
(= < A >2 ! (5) Fig. 16. One square with aréan?
-~ \4dnr aRF 8- 59 q '
where), «, R, andk are the same as described in equation
(4). The free space attenuatibaxpressed in decibels (dB) 5
as a positive quantity is: d= - (20)

The dimension of the square in Figure 16,i8 m by v/§
L(dB) = 10loga+10-k-logR—20 [log\ — log(47)] (6) m, and there are nodes in the square.

Note that the number of randomly distributed nodes
Assuming the transmitters and receivers are isotroRifthin radiusR [2] is:

(9-=g+=1), the required transmission poweris obtained
by rearranging the terms in equation (4) and substituting ¢ = (Nsz) JA (11)
the values ofy, andg; with 1. _ o )
where N is the number of nodes randomly distributed in
47\ 2 . the sensor fieldR is the distance of transmission; ardd
P = ab; (A) R (") is the area given by equation (8). If the area of the square

) _shown in Figure 16 is smaldj is approximately equal to
wherea, P,., A\, R, andk are the same as described in

5
equation (4). whenR has a value o(/;

) i C. Power Consumption Based on Clustering Techniques
B. Representation of a Sensor Field P g d

The sink broadcasts the task at distajpegvay from the

The area of a sensor field given in Figure 15 can be cgf,gter head: as illustrated in Figure 17. The value gf
culated by the following equation: can be calculated as follows:

A= [ taydo ® o=\t wR (2)

where f(z) is the function that describes the sensor fielf1€"€ €o.y0) and 1,31) are the location of the sink
between pointsD and E as shown in Figure 15. In addi-and source nodes, respectively. After the cluster head re-
tion, f(x) is the difference betwee(x) andg(z). ceives the task, it broadcasts to all the nodes within radius

5 . .
The sensor field can also be represented as if compo&ed \@ as shown in Figure 18. The powey, to broad-
of many squares with each having an ared of2. The Castto all the sensor nodes within radiusom nodez as

density of the sensor nodésn each square is: shown in Figure 18 is determined by substitutiRg= r
into equation (7). The coverage area of nade approx-
¢ = n nodes /8 m? ) imately § m? assuming is small. The power required to

receiveF, , is around the same as to transmit the data [11],
If the sensor nodes are randomly distributed, the numiserP, ,. is equal toP,;. The number of nodes receiving a
of nodes lies on the horizontal axis\%: and the distance broadcast message from the cluster headsimce¢ is ap-
d between two nodes as shown in Figure 16 is: proximately equal to» as described in Section Ill.B. As a
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y There are n number of sensor
nodes inside the cluster. There are n nodes randomly

distributed in this square.
Sensor Nodes - Cluster Head z sensor

Si
o 660 node
Broadcast

Node %\x ag%)

o ~o= O

J & meter

; broadcast coverage
Sink area of node z
0 X (Flooding)

Fig. 17. Communication between sink and sensor nodes. =~ t--ii— .

Fig. 19. Broadcast by a sensor node in flooding.

There are n nodes randomly
distributed in this square.

sensor of the sensor node is As a result, the poweF. ,,.c_way
Cluster Hoad .2 o* " node % used to transmit data from the source to the sink according
f;\z 9-@ » to Figure 17 is determined by equation (15).
O o
r 4m 2 2
Pc,one,way = Pc,t + 2Pc,r + Pr 7 q (15)
broadcast coverag
f nod <~ .
?é?ﬁ;;ﬁeaedﬁ d where P, ; is the power used by the sensor node to trans-

/5 meter mit data to the cluster head., is the power needed to
receive data from the sensor node or cluster head, which is
assumed equal t8,;; and the last term on the right hand

oo tion (7 with — 1 R —
result, the power required to distribute a task from the sis‘f<Ole 's given by equation (7) with = g, and

o th d h i Fi 17 lculated be. 2, which is the power required by the cluster head to
eoquaiiiirlsl%r) nodes as shown in Figure IS calculate tra}/nsmit data to the sink. Therefore, the total power con-

sumedP, consume in finding the sensor node to perform the
task and periodically sending data from the source to the

Poinit = Pog + 1+ Poyp + Pot 4 Prprocess (13) sinkis calculated by equation (16).

Fig. 18. Broadcast by sensor node in clustering.

where P, is the power used by the sink to transmit the
task to the cluster head, and it is evaluated by substitut-
inga = 1, R = ¢, andk = 2 into equation (7);P.,, where P, ;ni and P, one_way are given by equations (14)
is the power required to receive the task, which is equal@fd (15), respectively ; andis the number of times that
P,4; P, is the power that the cluster head used to transriie source sends data to the sink. After combining all the
the task to the sensor nodesis the number of nodes in-t€rMS.Fe consume is calculated as follows:

side the cluster; an,. ,,..ss iS the power used by all the

nodes to route the task, which is assumed to be negligible 4\ 2 5
since the amount of processing is small. After combining P. consume = P ()\) [a(n + 1+ 3j) <\/;>
all the terms and assuming. - ocess €quals to 07 ;i is

calculated by equation (14). +(j + 1) [(z1 — 20)® + (31 — y0)?]](17)

Pc,consume = Lcinit +] ' Pc,one,way (16)

k

k
47\ 2 1)
P init = Pr (/\) la(n+1) (\/g) +¢*| (14) D. Power Consumption Based on SER
There aren nodes inside a/6 m by /6 m square as
We assume the task broadcast by the cluster head is astipwn in Figure 19. The minimum broadcast distance of

destined for one sensor node, and the transmission radiusensor node in Figure 19 isd, which is calculated by
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Thereare n number of sensor where is the number of times, which a sensor node re-
y nodesinside a square.

Source ceives the same task, arf¢}; is calculated by equation
500 000 4oJ0 (19). As aresult, the total power required to flood the task
Sensor Nodes © | 0 O |- |10 to all nodes in the sensor field is:
\\ o @/&&gag‘o )
Koo 2;/2 000
06 0 /3
O@—é)/ O\(g) o (g) Selected Route Pf,init =M - Pf,tetal (22)
00010 (500 |00
(}%3 < %3 - %33%%6% One Square where M and P; .1, are determined by equations (18)
o _ and (21).
-Snk_Floodto Find The Source After the source is found, a route is selected back to the

sink as shown in Figure 20. The number of hops between
Fig. 20. Route setup and establishment with SER protocolihe sink and the source i8.:a;. The power required to
send data from the source to the sinkAs,,c_wqy When

equation (10). The sensor field consisting\éfnumber of the power to broadcast and receive the data is the same in
such squares is determined by equation (18). the sensor network environment [11].

M = ’VA-‘ (18) Pf,one,way =2 htotal - Py (23)
5 m?2

. . 9 ¢ whereh;.:q; 1S the number of hops between the source and
whereA is evaluated by equation (8) andn~ is the area the sink, andP; is given by equation (7). The total power

of the square. consumedP; .onsume iN finding the targeted node and pe-

Initially, the sink floods a task to all the sensor nodes Wodically sending data from the source to the sink is as
the sensor field as shown in Figure 20 to find the SOUrGBHows:

Each sensor node broadcasts the task only once regardless
if its neighbors receive it or not. After the source is found,

the source chooses the streams back to the sink accord- ,
. o } P = Pt + 7P + P 24
ing to the SER protocol as shown in Figure 20. Figure 20 = /consvme = = Jiinit I Ppone-way + Prsciect (24)

Shg\iﬁsc;hti;oeugz ﬁggesseilr?s(,:i:jseog/% strian:/gat Livi;é where Py ;i and Py o, wqy are calculated by equations
&ombyvomsq ' (22) and (23), respectivelyj; is the number of times that
the total power used to transmit the task to all the nodgﬁe source sends data to the sink; @d.c.; is the power
. . . ’ elec
inside the square i8.;. used to establish the selected route from the targeted node
to the sink, and it is the same &% ,,c_way-
Pf’t:n'Pt (19)

wheren is the number of nodes inside the square &hd D.1 Minimum Power Consumption

is calculated by equation (7). Each sensor node may reThe minimum value 0P consume 1S Obtained when the
ceive the same task times, depending on the broadcastansmission radiu® of a sensor node is equaldpwhich
distance. As a result, the total power used to receive tigecalculated by equation (10). The number of neighbor
task isPy,,.. nodes that receive the signal from nodés 4 when the
transmission radius i€ as shown in Figure 19. As a re-
P, =3Py (20) sult, 3 is equal to 4 in equation (20), and the number of

hopsh;.:q; for all possible routes between the sink and the

where( is the number of times that the node receives ”é%urce is the same. The néwy,,; value is as follows:
same task ané#; ; is determined by equation (19), because ¢

the power to receive is approximately equal to the power to _ _
) - . ~ [er — 2o ly1 — ol
transmit [11]. By combining?;, and Py, with the power htotal = 7 + 7 (25)
used for processing the tagk ,,....ss, Which is negligible
and assumed to be 0, the total power required to flood Wbere (o,y0) and (1,y1) are coordinates of the sink and

task to the nodes in th¢s m by v/§ m square isPf ;... SOUrCe, respectively, antlis calculated by equation (10).
The miNiMUMP; consume IS Obtained by substituting, 3

and h;; iNto equations (7), (20) and (23), respectively,
Pt iotal = Pri+ Prr + Ptprocess = Pri(6+1) (21) and rearranging the terms in equation (24).
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A.1 Power Consumption Gain

The power consumption gain of the SER protocol versus

k
Pfconsume = aP; (4”)2 ( 5) [5Mn the protocol based on clustering techniques as described in
A n Section III.C is as follows:

+2(5+1) ( |V|x1_x0|“ G = P consume (29)

n Pf,consume

where P, consume and Py consume @re given by equations
| _yﬂ )] (26) (17) and (24), respectively. The maximum power con-
% sumption gain,,.. is obtained when the radius of trans-

mission R is equal tod, which is calculated by equation
(10). As aresultPy consume in €quation (29) is determined
E. Power Emission Level by equation (26).
The maximum power emitted by a sensor node A S\F ) )
while implementing the routing protocol based on the aln+1+3)) (\/;) TG A [ =20+ (51— 90)°]
clustering techniques as described in Section III.C is a(\/?f [SMn+2(j+1) Gmm-‘ n PLWD}
Poiuster_emission, Which is determined by equation (2) with " Vi o
R, g:, andg, set equal t@;, 1 and 1, respectively; is the
distance between the sink and sOUré®.,sier_emission 1S
restated as follows:

n

Substituting the values afy, x1, yo, y1, M, andéd as
given in Section IV.A, i.e.xg = 0, 1 = 20, yg = 0,
y1 = 20, M = 400, andé = 1, into equation (30)Fqz

2
Piuster_emission = Pr (4)7\T> 7 (27) is determined by the following equation:

where P. is the required power at the receivey;is the ) T\ ]
wavelength of the transmitted signal; apé the distance _ a(n +1+3j) ( 5) +800(j +1)
between the source and the sink calculated by equation ™" (\ﬁ)’“ 120000 + 4(j + 1) ([207/])]
(12). "

One the other hand, the maximum power emitted byweherec is the additional attenuation constant in the sensor
sensor Nod®s gr_emission When the SER protocol is im- network environmenty is the density, which is calcu-
plemented is calculated by equation (7), and it is restatiatied by equation (9), inside as? square;j is the num-
as follows: ber of data transmission from the source to the sink;/and

ranges from 2 to 4.
4m\? . The maximum power consumption gain withand j
PsER emission = ol ()\) R (28)  set equal to 2 and 20 while varying the valués shown
in Figure 21. G4 increases from around 8 dB as the
whereq is the additional attenuation constant as describgénsity of nodes increases, and it increases more signifi-
in Section IIl.A; P, is the power required at the receivergantly for higherk value. From Figure 21, we know that
A is the wavelength of the transmitted signal; @ds the the improvement is significant when the density of nodes
radius of transmission of a sensor node with a minimug which is calculated by equation (9), and the valué: of

(31)

value ofd, which is calculated by equation (10). are high.
Also, the number of times, which the source sends data
IV. PERFORMANCEEVALUATION to the sink, has an effect on the value®f,,,.. The value

of Guaz IS positive wheny is greater than 5 whea and

n are set equal to 2 and 5, respectively, as shown in Figure
We assume the sensor field is a20by 20 m square, 22.

andoé as described in Section 1l1.B is 1. Also, the sink is o ]

located at (0,0) and the source is located (20,20);sar, ~-2 Power Emission Gain

andy; — yo are equal to 20. The arehof the sensor field The power emission gain of SEHR.,,,;ssi0n IS Calculated

is 400m?2, andM as determined by equation (18) is 400.by equation (32).

A. By Analysis
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The Maximum Power Consumption Gain (@=2 and j=20) The Maximum Power Consumption Gain (0=2 and n=5)
T T T

45 T T T T T T 30

40 25+

35 20+

30+ 15K

dB
m%m( )
T

G

20

15

10+

. . . . -10 I I I I I I I I I
0 2 4 6 3 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20

n (The density of a 1 m? square)

Fig. 21. Gynas Whena = 2 and;j = 20 Fig. 22. Gyap Whena = 2 andn = 5
Parameters Value
Transmission radius 10 meters
CT— Petuster_emission (32) Available energy 1 Joule
emission - 0
PsiR_emission Transmission cost 600 mW
Receiving cost 200 mW
Wherepcluster,emission and PSER,emission are Calculated — 9
b Hi 27 d (28). Th - . Transmission frequency 2 MHz
y equations (27) and (28). e maximum power emis- - o oo 1 MHzZ

sion gain is when the radius of transmissi&nis equal Signal propagation speed3 = 10° meters/second
to d, which is calculated by equation (10). Substituting [ Time required to process

D

the values ofcy, z1, yo, y1, @ndd as given in Section IV.A outgoing message 0.02 seconds

into equation (32) and rearranging the terms, the maximum | Time required to process

power emission gaitt,qz_emission IS @s follows: incoming message 0.01 seconds
800 TABLE Il

G ssion = ——— 33
maz_emission (\/T)k (33) CONFIGURATION OF EACH SENSOR NODE
o 1
n

whereq is the additional attenuation constant in the sensor

network environment; ank ranges from 2 to 4. The SER protocol is compared to the flooding, gossip-
ing, and SPIN1 [5] protocols in Section IV.B.1. The flood-
ing protocol does not require a node to have a unique ID in
The performance of the SER protocol is also evaluategder to identify the neighbors of the node, i.e., the max-
with an event driven simulation. The performance dat@um number of IDs assigned to sensor nodes is equaled
is collected from 50 simulation runs. One thousand not® the number of nodes deployed. On the other hand, the
mobile sensor nodes is deployed randomly in a 200 met@gssiping and SPIN1 protocols do require a unigue ID, be-
by 150 meters sensor field. Each of the sensor nodes €anse both of them need to know the exact neighbor that
receive and transmit messages to its neighbors by exe4oe message is intended. As for the SER protocol, it only
ing the routing protocol independently, i.e., each sengé¢ses 800 IDs when deploying 1000 nodes in all the sim-
node is emulating a physical sensor node where it hasutgtion runs. A more in-depth analysis of the SER proto-
own memory and routing state. When a node receives & is discussed in Section IV.B.2, e.g., the effect of the
transmits messages, it will consume power. It does rileep mode operation being turned ON and the number of
consume power when it is idle, i.e., when there is no megensor nodes deployed being increased while the ID range
sage to receive or transmit. The sink and source nodes g@ains at 800.
located at (0,0) and (180,130) of the sensor field. The con-The following is a table listing the length of each mes-
figuration of each node is listed in Table II. sage used in different protocols.

B. By Simulation
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SER Floodin%iﬁerem ProtucoIsSPINl Gossiping SER Floodin%iﬁerem PrmOCOISSF’INl Gossiping
Fig. 23. Number of nodes participate in routing for differentgig. 24. The number of messages sent in different protocols.
protocols.
Protocols Message And Its Length In Bits is sent from the source to the sink every 10 seconds. If
SER N-messages-messagdJ)-messageand the sensor nodes use the SER protocol to route the mes-
I-messagare 4000 bits. -
! . : sages, an average of 249 messages as shown in Figure 24
Flooding The data message is 4000 bits. h he sink fully bef h is brok
SPINT | The ADV and REQ messages are 128 bits; "€aches t e sink successfully before the route is broken.
the DATA message is 4000 bits. If the route is broken and the sink wants to get more data
Gossiping The data message is 4000 bits. from the source, the sink can initiate another route setup
by broadcasting &-messageOn the other hand, the aver-
TABLE IlI age number of messages successfully received for flood-
LIST OF MESSAGES AND ITS LENGTH USED IN DIFFERENT ing, SPIN1 and gossiping protocols are around 56, 28,
PROTOCOLS and 2, respectively. The reason for the low performance

of SPIN1 protocol as compared to flooding protocol is be-

cause SPIN1 protocol uses a handshake of ADV, REQ, and
DATA messages in a wireless network, where the node
density is high, and nodes that are not interested in the

The number of sensor nodes participated in routing mdxoadcast overhear the handshake messages. As shown in
sages from the source node to the sink node is close to kfigure 25, the SER protocol consumes the least amount
number of nodes deployed, i.e., 1000, when flooding affinetwork energy per message, and the gossiping proto-
SPIN1 protocols are used as shown in Figure 23. As fe@l consumes the most with large standard deviation from
the gossiping protocol, it should reach the 1000 level; the mean. The network energy consumed per message
does reach that level, because the gossiping protocol taté§ respect to time is plotted in Figure 26. The perfor-
long time to disseminate the message to all nodes. Aghance of flooding and SPIN1 protocols are comparable
result, the simulations have to be ended early. The lanygile around 7 percent of the network energy is consumed
standard deviation from the average as shown in Figure\wBen gossiping protocol is used. The performance of the
validates this situation. While flooding, SPIN1, and go$SER protocol is the best one out of the four.

siping protocols involve around 1000 nodes to send a mesOne other important characteristic of a routing protocol
sage from the sink to the source, the SER protocol onfthe time required for a message to reach the sink from
requires around 30 sensor nodes when str8am1); o iS  the source. The performance of this characteristic is illus-
used. trated in Figures 27 and 28. The gossiping protocol takes a
Since flooding, SPIN1, and gossiping protocols use dd¢eg time to reach the sink; it takes around 70 seconds and
dissemination approach to send data from the sourcehtts large standard deviation, i.e., jitter. A message takes
the sink, the energy of the network is depleted faster thtére shortest time when flooding protocol is used, but the
when SER protocol is used. To validate this, a messdgter is the highest among SER, flooding, and SPIN1 pro-

B.1 Comparison of different protocols
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Fig. 26. The network energy consumed with respect to time.  &"d SPIN1 protocols.

B.2.a Sleep Mode Operation OFF
tocols. The SER protocol takes around 0.73 seconds angrhe SER protocol allows the source to choose the type
has the smallest jitter, i.e., 0.02 seconds, while the floodiggy e of the streams to carry the messages to the sink.
protocol needs 0.45 seconds with 0.24 seconds of jitter. o5 shown in Figure 29, the type 2 and 4 streams involve
more nodes than type 1 and 3 streams regardless if they are
B.2 In-depth performance evaluation of the SER protocdt Level-1 or Level-2. It is because type 2 and 4 streams
require more than one stream to route the messages. From
The in-depth performance evaluation is separated irf@ure 29, the data also indicates that the streams merged
three parts; the first part evaluates the performance of thto one stream at some point between the source and the
SER protocol when the sleep mode operation is turnsithk. As the stream width is increased to 1 or 2, i.e., at
OFF, and the second part evaluates when the sleep mbdeel-2, the number of nodes involved in the stream in-
operation is turned ON; lastly, the third part evaluates tleeeases. By increasing the width of the streams or choos-
SER protocol when the number of nodes deployed is img multiple streams, i.e., type 2 or 4, to route the messages
creased. , the streams are more robust to sensor node failure, but
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Fig. 30. The number of message sent for each stream. iy 32 The time required to reach the sink for each stream.

the average number of messages that can be sent withJhg | aye|-2 stream, i.ey > 0, is to increase the robust-

streams decreases as shown in Figure 30. The results glsgs of the stream and not to optimize the time-of-arrival.
indicate that the stream width can increase to 2 without

decreasing the ability to send messages while increas®@.b Sleep Mode Operation ON
robustness. With increased robustness, there is a tradeoff, all the sensor nodes turn ON the sleep mode operation,
which is the network energy consumption, as given in Fige., a sensor node turns OFF the receiver for 1 seconds af-
ure 31. ter it receives an-messagethe number of message that
As shown in Figures 32 and 33, ti#&1, 1), ¢ stream can be sent through the streams increases by 26 to 82 per-
does provide the shortest time to reach the sink with thent. The number of messages sent from the source to the
smallest jitter when the stream width is 0, i.e., at Level-%ink with sleep mode operation OFF and ON is shown in
The S(1,1); stream is intended to carry time sensitiv€igures 30 and 34. The network energy consumption per
messages. As the width of the stream increases, the timessage is also lower when the sleep mode operation is
required to reach the sink for all the streams seems 1@N. The figures, which show this difference, are given in
predictable, but it is bounded within 0.735 seconds and thiggures 31 and 35 for sleep mode operation OFF and ON,
jitter is within 0.065 seconds. Note that the main purposespectively. As for the time required to reach the sink, the
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Fig. 34. The number of messages sent when the sleep mode

operation is ON.
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Fig. 36. The number of nodes participate in routing as the num-
ber of nodes deployed increases.

characteristic remains the same but the jitter is bounded

within 0.029 seconds as compared to 0.065 seconds.

B.2.c Increased Number of Nodes Deployed

broadcast radius, i.e., 10 meters. The source is located
at (180,130), and the ideal minimum number of nodes par-
Simulations are also performed to test the SER prideipating in the stream along the straight line is 22. From

tocol when the number of nodes being deployed is iffigure 36, the average number of nodes is approaching this
creased. The5(1,1)1 stream, which is a type 1 andideal value as the number of nodes deployed increases. By
Level-1 stream intended to route time sensitive message®ying more sensor nodes in the sensor field, the average
is used for such analysis. For all the simulation, the sleepmber of message, which can be sent, is not affected as
mode operation is also turned ON. As the number of nod@sich but with only a slight decrease as shown in Figure
increases, the average number of sensor nodes particigt-

ing in the routing decreases as given in Figure 36. ThisWith the decrease in the number of nodes patrticipating
indicates that the SER protocol is creating a stream aloimgthe stream, the average percent of network energy con-
a straight line between the source and the sink; the streammed per message also decreases as illustrated in Figure
consists of sensor nodes that are near the edge of 38e The average time required to reach the sink from the
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Fig. 37. The number of messages sent as the number of nogids 38-  The network energy consumption as the number of
deployed increases. nodes deployed increases.

Average Time Required To Reach Sink From Source (S(l,ll 0)

source also decreases as the number of nodes participating ‘ ‘
in the stream approaches the ideal value, i.e., 22, as shown
in Figure 39. Since the straight line between the source™r i
and the sink is the shortest path, the result does match the \

expectation that the shortest path takes the least amoun§ of| .
time to route messages. Note that the jitter also decreases| S i
when the number of nodes deployed increases. By increés- N
ing the number of nodes in the sensor field, the time réﬂ-ﬁsf . ]
quired to reach the sink as well as the variation of this timg .
decreases. Also, the range of IDs used in all the simulg=""| % ]

tion still remains at 800 as the number of nodes deployéd.,|
increases to 2000 and 3000. This shows another important T
aspect of sensor networks; sensor nodes should use locat

IDs instead of unique global ID to conserve energy as well
as memory. The simulation results show that the SER pro-"*° 1000 b ofﬁgﬂis epoped 3000
tocol embraces this local ID requirement and allows the

density of the sensor network to be scalable without dfig- 39. The time re_quired to reach the sink as the number of
fecting the functionality of the protocol. nodes deployed increases.

V. CONCLUSION is much less in Section IV.A.2. Far=2,{ =n =5, and

We introduced a new routing protocol called SER. Ifi = 3, the maximum power emission gaif,qz_emission
this protocol, the sink floods the task to the sensor nod@scalculated by equation (33) in dB is 84 dB.
in the sensor field to find the sources. After the sources aréVe also verified by simulations that the SER protocol is
found, they select the routes back to the sink. We showedre energy efficient than flooding, SPIN1, and gossiping
that SER is more power effective than a protocol based protocols. In addition, the average time required to reach
clustering techniques. The SER shows a maximum powke sink is the second lowest among the 4 protocols, but
consumption gain of 43 dB as given in Figure 21. Also, thbe SER protocol has the smallest amount of jitter. Also,
maximum power consumption gaif,,... in dB is positive when the sleep mode operation is turned ON, the number
when the sources need to send more than 5 messaged toessage that can be sent through the streams increases
the sink fora = 2 and¢ = n = 5 as shown in Figure 22. by 26 to 82 percent. Using the stream that is designed to
We also showed that the maximum power emission lewrry time sensitive messages, i£€(1,1); o, the number
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of nodes participating in routing, the time required to reach

the sink, and the jitter of the time-of-arrival decrease as

more nodes are deployed in the sensor field. In addition,
the SER protocol does not require each node to have an
unique ID. As a result, only a small range of IDs is nheeded

regardless if the number of sensor nodes is increased.
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