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ABSTRACT

While game-theoretic approaches have been proposed for address-
ing complex security resource allocation problems, many of the
standard game-theoretic assumptions fail to address human adver-
saries who security forces will likely face. To that end, approaches
have been proposed that attempt to incorporate better models of hu-
man decision-making in these security settings. We take a new ap-
proach where instead of trying to create a model of human decision-
making, we leverage ideas from robust optimization techniques. In
addition, we extend our approach and the previous best performing
approach to also address human anchoring biases under limited ob-
servation conditions. To evaluate our approach, we perform a com-
prehensive examination comparing the performance of our new ap-
proach against the current leading approaches to addressing human
adversaries. Finally, in our experiments we take the first ever anal-
ysis of some demographic information and personality measures
that may influence decision making in security games.
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1. INTRODUCTION

Game-theory has gained traction in security resource allocation
decisions in important settings [4]. Security games refer to a spe-
cial class of Stackelberg games where there are two agents - the
defender (security force) and an attacker - who act as the leader
and the follower respectively [9]. Traditionally, Stackelberg games
have been used to model these problems because they encapsulate
the commitment a defender must make in allocating her security
resources before an attacker chooses an attack method.

There exists a number of game-theoretic optimal algorithms for
solving security games such as DOBSS [5]. However, one of the
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key assumptions underlying these approaches is that the attacker
is a perfectly-rational player and that the attacker breaks ties in
the defender’s favor. Thus, these systems optimize their strategy
against an expected-value-maximizing opponent and are not robust
to deviations from this strategy. It is well known that standard
game-theoretic assumptions of expected-value-maximizing ratio-
nality are not ideal for addressing human behavior in game-theoretic
settings [2]. To that end, a number of approaches have attempted to
address these potential deviations by incorporating more realistic
models of human decision-making.

COBRA is one such approach that assumes a boundedly-rational
opponent and attempts to maximize the defender’s utility for the
worst-case outcome of any e-optimal response strategy, avoiding
the issue of tie breaking by the attacker [6]. One critical issue with
COBRA is that if the attacker deviates to any strategy beyond the
e-optimal response set then the result can once again be arbitrarily
bad for the defender. To address this dilemma, Yang et al. [7] in-
troduced BRQR, which assumes that instead of strictly maximizing
expected value, the attacker responds stochastically: the chance of
selecting non-optimal strategies increases as the cost of such an er-
ror decreases. BRQR thus allows for a more gradual approach to
defending against deviations as opposed to the hard-cutoff point.
Two issues with BRQR are that it critically depends on the appro-
priate estimation of A\, which represents the amount of error in the
attacker’s response function; and that its runtime is slow.

To attempt to address the issues of BRQR and COBRA, we in-
troduce a new approach, MATCH, based on robust optimization
[1] where the defender strategy is robust to certain worst-case de-
viations from the attacker, but modify the traditional worst-case
assumption to a new type of graduated optimization. Furthermore,
we extend both MATCH and BRQR to address human anchoring
biases as it has been shown that this extension is advantageous un-
der limited observation [6]. In order to evaluate our new approach
and these extensions we performed a comprehensive experimen-
tal study involving 253 human subjects playing 5956 games un-
der three observation conditions (perfect, limited, and no observa-
tion). Since we alter the standard assumptions of robust optimiza-
tion we also include an alternative algorithm, RECON [8], which
employs the traditional worst-case robust optimization. In addition,
we examine the influence of two personality measures, psychopa-
thy and numeracy, and demographic information, age and gender,
on decision-making in security settings. Psychopathy is especially
of interest because research has shown that psychopathy is a strong
predictor of both criminal behavior and in particular violent crimes
[3]. Gaining insight into the influence of such personality measures
and demographic information could potentially motivate future al-
gorithmic developments.



2. METHODOLOGY

Methods for computing MATCH: MATCH is a mixed integer
linear program (MILP) that utilizes a new idea of graduated ro-
bust optimization. Whereas standard robust optimization robustly

guards against a worst-case outcome within some error bound, MATCH

assumes a utility maximizing outcome on behalf of the attacker, but
constrains the impact of deviations depending on the magnitude of
the deviation. That is, MATCH has an adjustable parameter, 3,
which constrains the defender’s loss for a deviation by the attacker
to be no worse than a proportion (5) of the loss the attacker in-
curs for that deviation. For example, if the attacker deviates from
the expected-value-maximizing target and loses 2 utility, then the
defender should not lose more than 5 * 2 for this deviation.

Extending BRQR: In order to extend BRQR to handle an an-
choring bias we need to alter the way the adversary perceives his
reward. Specifically, if the defender has chosen a strategy = for
defending her targets, the attacker will now base his decisions on
a strategy =’ that accounts for his anchoring biases. Thus, in the
new model for BRQR, the adversary will respond stochastically
according to =’ where the chance of selecting non-optimal strate-
gies increases as the perceived cost of such an error decreases. We
refer to this new strategy as BRQRA.

Extending MATCH: MATCH originally assumes a perfectly-
rational adversary so we chose to extend MATCH to address both
an anchoring bias and a boundedly-rational attacker as in COBRA.
We refer to this new formulation as COBRA-MATCH. Since MATCH
and COBRA are both MILPs we are able to extend MATCH utiliz-
ing the same types of constraints originally presented in COBRA
[6]. Specifically, as in BRQR, the attacker now makes his decision
based on z’ rather than z. Furthermore, given his perception of
the defender strategy (i.e., ') he is willing to choose any strategy
within e of what he perceives to be the expected-utility-maximizing
strategy. One important consideration in the COBRA-MATCH for-
mulation is that now we must model the attacker’s losses for a devi-
ation according to his perception of his loss (i.e., according to '),
while the defender’s loss is still based on the real defender strategy
(i.e., according to x). It follows that the defender should only lose
a proportion (/3) of what the attacker perceives he has lost.

3. EVALUATION

We conducted empirical tests with human subjects playing a web-
based game to evaluate the performance of defender strategies gen-
erated using six candidate algorithms: DOBSS, MAXIMIN, CO-
BRA, BRQR/BRQRA, MATCH/COBRA-MATCH, and RECON.
In our experiments, we utilize the same eight-target scenario used
by Yang et al. [7].Before beginning, subjects were given a tutorial
and a test to ensure that they understood the general game play.

Our experiments were run in Amazon Mechanical Turk and par-
ticipants were paid a base amount of US $1.50 for participating.
In order to motivate the subjects, they were informed that a small
sample of their games would be chosen at random and they would
be paid an additional US $0.15 for the total points earned in that
sample. Also, two obvious games were introduced to ensure sub-
jects were paying attention.If subjects failed to respond correctly in
the obvious games then their data was removed from the set.

We tested nine different payoff structures (five new, four from
yang et al. [7]) in the unlimited observation condition and four in
the limited and unobserved conditions (from yang et al. [7]). For
each payoff structure, we generated the mixed strategies for the de-
fender using the six algorithms with a variety of parameter settings.
We ran experiments for the unlimited observation condition sepa-
rately from experiments in the limited and unobserved observation

conditions. This was to avoid confusion in the subjects and to keep
the experimental conditions controlled. Additionally, the order of
game instances played by each subject was randomized to mitigate
ordering effects on their response. We also examined runtime per-
formance for MATCH versus BRQR.

4. CONCLUSIONS

To address human adversaries, a number of approaches, includ-
ing COBRA and BRQR, have been introduced which attempt to in-
clude more realistic models of human-decision making. Our work
provides five fundamental contributions to this line of research: (i)
we develop an approach to addressing human adversaries based on
robust optimization rather than relying on finding more appropri-
ate models of human decision-making; (ii) we extend both BRQR
and MATCH to address human anchoring biases under limited ob-
servation; (iii) we do a comprehensive experimental analysis of the
performance of MATCH against previous approaches and runtime
analysis showing the efficiency of MATCH; and (iv) we make the
first ever evaluation of the influence of some demographic and per-
sonality measures on decision-making in security games.
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