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Algebraic Design Techniques for Reliable 
Stabilization 

Abstract --In this paper we study two problems in feedback stabilization. 
The first is the simultaneous stabilization problem, which can be stated as 
follows.  Given plants Go. GI,. . . , G,, does there exist a single compensator 
C that stabilizes all of them? The second is that of stabilization by a stable 
compensator, or more generally. a “least unstable” compensator. Given a 
plant G, we rvould like to know whether or not there  exists a stable 
compensator C that stabilizes G; if not, what is the smallest number of 
right half-place poles (counted according to their Mcklillan degree) that 
any stabilizing compensator must have? We show that the hvo problems are 
equivalent in the following sense. The problem of simultaneously stabilizing 
I + 1 plants can be  reduced to  the problem of simultaneously stabilizing I 
plants using a stable compensator, which  in turn can be stated as the 
following  purely algebraic problem.  Given 21 matrices A , .  . . . . A  ,, B , .  . . ’. B,. 
where A ; .  B, are right-coprime for all i, does there exist a matris M such 
that A ,  + MB, is unimodular for all i? Conversely, the problem of simulta- 
neously stabilizing I plants using a stable compensator can be formulated as 
one of simultaneously stabilizing I I plants. 

The problem of determining whether or not there  exists an 34 such that 
A + B M  is unimodular,  given a right-coprime pair ( A .  B ) ,  turns out to be a 
special case of a question concerning a matrix division algorithm in a 
proper Euclidean  domain. We give an answer to this question, and we 
believe this result might  be of some independent interest. We  show that. 
given two P I  X m plants Go and GI, we can generically- stabilize them 
simultaneously provided either or m is greater than one. In contrast, 
simultaneous stabilizabilig of two single-input-single-output plants, go and 
g,? is not generic. 

I 
I. INTRODUCTION 

N THIS paper we study two problems in feedback 
stabilization. The first is the simultaneous stabilization 

problem, which can be stated as follows. Given plants 
Go, GI; . .. G,, does there exist a single compensator C that 
stabilizes all of them? This can  be viewed as  a  problem of 
reliable stabilization, where Go is the nominal description 
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of a  particular  plant, which changes to GI , .  . . , G, in  the 
case of some failures (e.g., failure of sensors, severance of 
loops  or software breakdown). The second problem tackled 
in this paper is that of stabilization by a  stable compensa- 
tor  or, more generally, a  “least unstable” compensator. 
Given a  plant G, we would like to know whether or  not 
there exists a  stable  compensator C that stabilizes G; if not, 
what is the smallest number of right half-plane poles 
(counted according to their McMillan degree) that  any 
stabilizing compensator must have? 

We  show that  the two problems are equivalent in the 
following sense. The problem of simultaneously stabilizing 
1 + 1 plants  can  be reduced to the problem of simulta- 
neously stabilizing 1 plants using a  stable  compensator, 
which in turn  can  be  stated as the following purely alge- 
braic problem. Given 21 matrices A , ,  . . - , A , ,  B,,  0 ,  B,, 
where A , ,  B, are right coprime  for all i, does there exist a 
matrix M such that A ,  + MB, is unimodular  for all i? 
Conversely, the problem of simultaneously stabilizing 1 
plants using a  stable  compensator  can be formulated as 
one of simultaneously stabilizing 1 + 1 plants. All this is 
done in Section 111. 

The problem of determining whether or not there exists 
an M such that A + BM is unimodular, given a right- 
coprime  pair ( A ,  B ) ,  turns  out  to  be a special case of a 
question concerning a matrix division algorithm in a  proper 
Euclidean domain. We  give an answer to  this question in 
Section IV, and we believe this result might be of some 
independent  interest. Using this result, in Section V we 
study  the  problem of stabilization using a “least  unstable” 
compensator. 

One of the surprising aspects of the problems studied 
here is the generic nature of the solutions. We show that, 
given  two n X m plants Go and G,,  we can generically 
stabilize them simultaneously provided either n or m is 
greater than one. In other words, even if the given Go and 
- G I  cannot be simultaneously stabilized, there exist plants 
GI  arbitrarily close to GI  such that GI ,  Go can  be simulta- 
neously stabilized. In contrast, simultaneous stabilizability 
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of two single-input-single-output plants go and g ,  is not 
generic. This is  shown in Section VI. 

It  turns  out  that  the results given  here for simultaneous 
stabilizability can be readily extended to the case of an 
arbitrary (i.e., not necessarily finite) family of plants.  How- 
ever, the resulting necessary and sufficient conditions  are 
not  computationally verifiable, except in special cases (e.g.. 
the case where I = 1 ,  i.e., there are only  two plants.  or. 
where  all plants  are "close" to  a  nominal  plant). As far  as 
we are aware, the  problem of simultaneous  stabilization 
has been studied only in [ 11, [ 181. Our results were  derived 
independently of [ 11, [ 181 and generalize those of [ 11 to the 
case of multiinput-multioutput systems. 

The problem of stabilizing a single plant using a  stable 
compensator is studied in [2], where  necessary and suffi- 
cient conditions  are given for the existence of a  stable 
stabilizing compensator  for  a given plant.  These  conditions 
are very elegant and easily verifiable, involving  some inter- 
lacing of plant poles and zeros, and they figure in an 
important way in our  proofs.  The  question of a  "least 
unstable" stabilizing compensator has  not  previously  been 
addressed  in the literature,  but is resolved here. 

To keep the exposition simple, we deal for the most part 
with plants whose transfer matrices contain only rational 
functions of s, and define  a "stable" transfer  function to  be 
a  proper  rational  function whose poles are in the open left 
half-plane. However, the generalizations to the case of 
distributed systems and/or systems  whose transfer func- 
tions have poles in a prescribed  region of the complex 
plane  (not necessarily the open left half-plane) are 
straightforward  and  are indicated in Section VII. 

11. BACKGROUND AND NOTATION 

Throughout  the  paper we let R ( s )  denote  the set of 
rational  functions in s with real coefficients, and we let X 
denote  the subset of R ( s )  consisting of proper  rational 
functions whose  poles lie in the open left half-plane. In the 
case of lumped  linear time-invariant systems, X consists of 
precisely the  transfer  functions of BIBO stable systems. 
The set -3c is a ring; thus, if two functions f , and f2 belong 
to 'si, so do their difference and  product.'  The ring X is 
clearly commutative ( f ,  f 2  = f 2   f l )  and is an integral do- 
main ( f, f2 = 0 implies f , = 0 or f 2  = 0). The set R (s) is the 
quotient field generated  by X; i.e., every g E R ( s )  can be 
written  as g =  f , / f i .  f , ,  f i  E 'si, f 2  * 0, and conversely, 
every ratio f, /f2 wheref,, f2 E 'si. f2 * 0, belongs to R( s). 

A function f in 'si is called a unit if its reciprocal belongs 
to X.  Clearly the  units in '3i are the properly  invertible 
minimum  phase transfer  functions. 

Given any  rational  function h ,  we can find two  functions 
f and g in X- such  that h = f / g ,  and  such  that f and g are 
relatively prime (i.e., 1 is a greatest common divisor of f 
and g) .  Such a  pair (f, g )  is called a coprime factorization 
of h. It is essential to recognize that we are  doing  factoriza- 
tions  in  the  ring X:, and  not in the ring of polynomials. In 
other words, we are expressing a given rational  function h 

'See [3]. [4] for the requisite background in  abstract algebra. 

as a  ratio of proper  stable  transfer  functions with no 
common  factors,  rather  than as a  ratio of polynomials  with 
no common zeros. 

We let X""" denote the set of n X m matrices  whose 
elements all belong to X". Thus X""" is the set of transfer 
functions of BIBO stable  lumped  linear  time-invariant 
systems  with rn inputs  and n outputs. A matrix F E K f l " "  

is unimodular if its inverse belongs to 'X""". Clearly F is 
unimodular if and only if det F is a unit. 

Given any H E R"x"l(s)  (which  means H is an n X rn 
matrix whose  elements are  rational  functions of s). we can 
find matrices N E -3i""". D E '3i""" such that H ( s )  = 

N ( s ) [ D ( s ) ] - '  and  the matrices N ,  D are right coprime. i.e., 
there exist P E LXmx". Q E X"""" such  that 

P ( s ) N ( s ) + Q ( s ) D ( s )  = I,, Vs. (2.1) 

Similarly, we can  find k E X""", D E  X""", p E .x- m x n 

Q E X""" such that H ( s )  = [d(~)]-'~q(s), and 

f i ( s ) F ( s ) +  d(s)Q(s) = I" ,  vs. (2.2) 

We refer to ( N ,  D )  as  a right-coprime factorization (r.c. f .) 
of H and  to ( D, fi) as  a left-coprime factorization (1.c. f .) of 
H. 

If ( N ,  D )  is an r.c.f.  of H E  Rflxm(s) .  so is (NU, D U )  
whenever U is an m X m unimodular  matrix. The converse 
is also true, i.e.,  if ( N , ,  D,),(X2. D2)  are two  r.c.f.'s  of H. 
then there exists a  unimodular  matrix U such that N ,  = N2U, 
D l  = D2U. Similar statements  apply  to l.c.f.'s. 

Given an n X m rational matrix H ,  it is possible to select 
an r.c.f. ( N ,  D). an 1.c.f. ( D ,  k ) .  and  matrices P ,  Q1 P ,  Q 
such  that 

[ -fi D N -:I= [" '1. (2.3) 
0 4 1  

For further discussion of these topics, see [5]-[8]. 
Next, we state  and prove a result concerning  coprime 

factorizations of a strictly proper matrix. 
Lemma 2. I: Let H be strictly proper, let ( X ,  0) be  any 

r.c.f. of H ,  and let P. Q be  any matrices  over 'X such that 
PAr+ QD = Inl.  Then,  i) N is strictly  proper,  and  ii) 
det D ( x )  * 0, det Q ( m )  * 0 (i.e., both  det D and  det Q 
have relative degree zero). 

Proof: Since H is strictly proper, we can write every 
element of H as hi, = E i j / a i J $  where E , , ,  d i j  E 'X. ni j  is 
strictly  proper,  and d,,(m) * 0. One way of doing this is as 
follows. If 

- 

let 
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Now let 2 = nin,;ijj; then d E X and d(m) f 0. More- 
over,wecanwriteH(s)=N,(s)(~(s))-',whereN,€X"xm 
is strictly proper. Of course, the matrices N ,  and dInz need 
not be right coprime. However, we can  extract  a  greatest 
common right divisor R E X""" using standard  methods 
[8, Theorem 2.11, [ l l ,  pp. 30-351. Let N,_= FR, dr, = DR; 
then ( N ,  0) is an r.c.f. of H. Since det D(co)-det R(m)  = 
(d(so))" f 0, it  follows that  det R(m)  +; 0. Hence F(m) = 

N,(co)JR(m)]-' = 0, since N ,  is strictly  proper; this shows 
that N is also  strictly  proper. In this way  we have con- 
strutted one r.c.f. ( N ,  D )  of H such that fl is strictly 
proper. Now  let ( N ,  D) be any r.c.f. of H. Then there exists 
a  unimodular  matrix U such that N = FU, D = DU. Hence 
N(m) = F(m)U(m) = 0, which  shows that N is strictly 
proper.  This completes the proof of  i). 

To prove ii), let P ,  Q be any matrices over X such that 

P ( s ) N ( s ) + Q ( s ) D ( s )  =Im, Vs. (2.6) 

Letting s + 00 in (2.6) gives Q(oc)D(m)  = I,, which shows 
that det D ( m )  f 0, det Q(m) f 0. 0 

A similar result holds for l.c.f.'s. 
Now we briefly summarize  some  results  on feedback 

stability, taken from [SI. Consider the feedback system 
shown in Fig. 1, where G and C are  rational matrices of 
order n X m and m X n,  respectively, and  assume  that 
det (I,, + GC) * 0 (otherwise the system is  not well-defined). 

_ _  

- -  

Then it is  easy to verify that 

or, more  concisely, 

e = Hu. 

We will say that  the  pair (G, C )  is stable if H E 

. (It is necessary to consider all four  transfer 
functions in (2.4) because any  three of these can be BIB0 
stable while the  fourth is not; see [9] for some examples.) 
We say that C stabilizes G if (G, C) is stable. Note  that 
(2.7)  is essentially symmetric in G and C, so that C 
stabilizes G if and only if G stabilizes C. 

Next, we state without proof the necessary and sufficient 
conditions  for  a  pair (G, C) to  be  stable, which are taken 
from [8], [lo]. 

Lemma 2.2: Let ( N ,  D ) , ( b ,  fi) be  any r.c.f. and 1.c.f. of 
G E RflXm(s) ,  and let ( N C ,  Dc),(&, &) be  any r.c.f. and 
1.c.f.  of C E RflX"'(s). Suppose det(1, + GC) = det( I ,  + 
CG) 0. Then  the following conditions  are equivalent. 

X ( f l + n ? ) X ( " + , )  

i)  The  pair (G, C) is stable. 
ii) The matrix DcD + f icN is unimodular. 
iii) The  matrix DDc + fiNc is unimodular. 
Coroflaly 2.2.1: Let ( N ,  D),(d,&) be any r.c.f. and 

1.c.f.  of G E R n X m ( s ) ,  and  suppose C E X m x f l .  Then  the 
following conditions  are equivalent. 

i)  The  pair (G, C) is stable. 
ii) D + CN is unimodular. 

Fig. 1. 

iii) D + f iC is unimodular. 
The next result characterizes all compensators  that 

stabilize  a given strictly proper  plant.  The proof is given in 
[8, Theorem 3.11. 

Lemma 2.3: Let G E R f l X m ( s )  be strictly proper, and let 
( N ,  D ) , ( f i ,  fi) be any r.c.f. and 1.c.f.  of G. Select matrices 
P, Q,  P ,  Q such  that 

PN+QD=I, , , ,  f i p + D Q = I , .  (2.9) 

Then 
i) every C such that (G, C) is stable is proper; 
ii)  the  set of C such  that ( G ,  C) is stable is given  by 

e ( G )  = { ( Q  - &)-'(I' + R b ) ,  R E 

= { ( P + D s ) ( Q - N S ) - ' , S € ' J C " X " } .  

(2.10) 

Corollary 2.3.1: Suppose G E X""" is  strictly  proper. 
Then 

111. SIMULTANEOUS  STABILIZATION 

In this section we study  the  problem of simultaneously 
stabilizing 1 + 1 plants Go, GI, .  ' . , G, using the same com- 
pensator C. We begin by studying  the case of two plants 
Go and G ,, and show that Go, GI  can be simultaneously 
stabilized if and only if an associated system can be 
stabilized using a  stable  compensator. Since necessary and 
sufficient conditions for this are known [2], our test for 
simultaneous  stabilizability of two plants is computa- 
tionally verifiable. We then show that  the  problem of 
simultaneously stabilizing I + 1  plants  can be reduced to 
one of simultaneously stabilizing 1 plants using a  stable 
compensator. At present, no  computable tests are  available 
for  the  latter, so that this result can only be viewed as a 
starting  point  for  further work. 

We  begin  with the problem of simultaneously stabilizing 
two given n X m strictly  proper  plants Go and G,.' Without 
loss of generality we assume that for i = 0,1, we have 
available an r.c.f. (q, Di)  and an 1.c.f. (D,, g )  of G,, 
together with matrices Pi,  Q,, pi, p i ,  such that 

the theory and is only made to simplify a few expressions. The general 
2The assumption that Go and G,  are strictly proper is not essential to 

case is discussed in Section VII. 
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Theorem 3.1: Define 

A ,  = P O D ,  + P,N,, B ,  = - NODl + DONl. (3.2) 

Then det A ,  % 0, so that A ;  I is  well-defined, and A , .  B ,  are 
right coprime. Moreover,  there  exists a C that stabilizes 
both Go and G I  if and only if there exists an M E K n z x ' l  

that stabilizes B ,  A ;  I .  

Proof: First? from Lemma  2.1 it follows that A , (  x )  = 

Q,(co)D,(cc) (since N, (co )  = 0), and  that  det A , ( = )  * 0 
(since det Po( m) = 0 and det D l (  ,x)  * 0). Hence, A ;  I is 
well-defined.  Next. since 

i t  follows from (3.1) that A , .  B ,  are right coprime. 
From Lemma 2.3. there exists a C that stabilizes both Go 

and G I  if and only if there exist R,. R , in :7i'"'x'1 such that 

= ( Q l - R l f i , ) p I ( P , + R , D , ) .  

(3.4) 

Observe now that Q, - R,&,, _Po + R,B0 are right coprime, 
and  that Q ,  - R,R, .  PI  + R I D ,  are right coprime. Hence. 
(3.4)  holds if and only if there  exists a unimodular matrix 
C' such that 

Q, - R,& = U (  Q ,  - R , N , ) :  
Po + ROBO = G( PI  + R I B , ) .  (3.5) 

Thus, we have shown that G, and G I  can be simulta- 
neously stabilized if and only if there exist stable R , and R , 
and a unimodular C' such that (3.5) holds. We now  show 
that this is the case if and only if there exists a stable M 
such that A ,  + M B ,  is unimodular. 

To do this, rewrite the two equations in (3.5) as 

(3.6) 

and recall from (3.1) that 

stable R,. R ,  and a unimodular U satisfying  (3.9) if and 
only if there exists a stable 1M such that A ,  + M B ,  is 
unimodular. To prove the "if"  part, select M such that 
A ,  + M B ,  is unimodular and let R ,  = M .  U= A ,  + MB, ,  
and R ,  = iT'( X ,  + MY,). To prove the "only if"  part, 
select R,. R,? U such that (3.9) holds, and let M = R,; then 
A ,  + MB, = C: is unimodular. 

To complete the proof observe that M E <KnzX" stabilizes 
B , A ; if and only if A , + M B  , is unimodular. 0 

During  the course of the above proof we have actually 
characterized all compensators  that simultaneously stabi- 
lize Go and GI .  Let denote the set of all M E 

such that A ,  + M B ,  is unimodular; thus 9lIL is the set of all 
stable  compensators  that stabilize B , A ;  '. Then the set of 
all compensators that simultaneously stabilize Go and G I  is 
given  by 

i ( Q , - R ~ ~ ) - ' ( P o + R ~ , ) . R E ~ ~ } .  (3.10) 

In the multivariable case. an explicit  expression for the set 
.X is not available, but 9- can be explicitly described in 
the case m = n = 1 [ 171. 

To clarify the result contained in Theorem 3.1  we now 
study the case where one of the systems  (say Go) is stable. 
Actually. there is no loss of generality  in making this 
assumption. Suppose that we are given  two plants Go and 
GI .  and we would  like to know whether or not they can  be 
simultaneously stabilized. First, we select a compensator c 
that stabilizes Go. and define G, =Go( Z + CG,)- I .  G = 

G,(Z+?%,)-'. A little reflection  will  show that i) G,,G, 
- 1- 

can be simultaneously stabilized if and only if Go, G I  can 
be simultaneously stabilized. and ii) if C stabilizes both Go 
and G , . then C + c stabilizes both Go and G , . 

Corollav 3.1.1: Suppose Go is strictly proper and stable, 
and G I  is strictly proper.  Then Go and G I  can be simulta- 
neously  stabilized if and only if G I  - Go can be stabilized 
by a stable compensator. 

Proof Since Go is  stable.  we can apply Theorem 3.1 
with N o  = #, = G,, Do = I ,  Do = I .  Po = 0. F,, = 0. Q, = I?  
Q, = I .  This gives B , A ;  = G I  - Go. However, we  give a 
proof independent of Theorem 3.1. 

From Corollary 2.3.1 the set of compensators that stabi- 
lize Go is  given  by 

- 

- 

c'(G,) = { ( I -  RG,)- 'R.  R E  'ji"""}. (3.11) 

Now. from Fig. 2 we see that a compensator of the form 
R(  Z - G,R)- I stabilizes G I  if and only if R stabilizes 
GI - Go. 0 

Multiplying both sides of (3.6)  by the matrix in (3.7)  gives To  i d  in the application of Theorem 3.1 we quote below 
a result from [2] on stabilization using a stable compensa- 

[I R o l l  - - ][ -i:]=ull R ~ l  (3.8) Lemma 3.1 [2]: Let u,;-..u,-,.  O,=CO denote the ex- 
tended real nonnegative zeros of the largest invariant fac- 

Q O  PO tor, which  we  shall encounter again in  Section V. 

- No Do N ,  

tor of Then there exists an M E :7i'"x" that stabilizes 
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f m + + 
Fig. 2 

B ,  A ;  I if and only if the  number of (real) zeros of det A ,  in 
the interval (a,, oj), counted according to  multiplicity, is 
even for every i, j .  

In the case  where Go is strictly  proper and stable, we 
have seen that B , A ; ’  equals GI  - Go. Thus a,,.. - ,a l - ,  are 
precisely the real nonnegative blocking zeros of G I  - Go, 
i.e., the real nonnegative values of s such that G,(s) = G,(s). 
The zeros of det A ,  in  the right half-plane  are precisely the 
poles of G I  - Go, which in  turn  are  the poles of G I  (since 
Go is stable).  In the general case,  where neither Go nor G I  is 
assumed  to be stable, a,, ... , alp , are  still  the real nonnega- 
tive blocking zeros of G I  - Go. This can be seen by observ- 
ing that 

B , ( s )  = 0 [ - COD,  + i j o N , ] ( s )  = 0 

CJ [&‘i?,](s) = [ N , D , ’ ] ( s ) .  (3.12) 

However, the  interpretation of the zeros of det A ,  is no 
longer simple. 

Next, we consider the problem of simultaneously stabi- 
lizing  several strictly proper  plants Go, GI; . , GI. Without 
loss of generality we assume that we have available matrices 
satisfying (3.1) for i = 0,. . e ,  1. By proceeding as in the 
proof of Theorem 3.1,  we can derive the following result. 

Theorem 3.2: Define 

Aj=QoDi+PoN, ,  B j =  -&,Di+D0N,, i = l ; - . , l .  
(3.13) 

Then det A ,  S 0 for all i, and B,, Ai  are right coprime for 
all i. Moreover, there exists a C that stabilizes Gj  for 
i = 0;. - , I  if and only if there exists an M E X””” that 
stabilizes B,A,- I for i = 1,. . . ,1. 

Outline of Proof We leave it  to  the  reader  to verify that 
det A ,  % 0 and  that B,, A i  are right coprime for all i. Now, 
there exists a C that stabilizes G, for all i if and only if 
there exist R,; . . ,Rl in bX”’x’’ such that 

= ( Q j - R , & ) - ’ ( P l + R j b j )  f o r i = I ; - . , i .  (3.14) 

Next, (3.14) is true if and only if there exist unimodular 
matrices U , ,  . - . , U, such that 

Q ,  - R,&, = q(  Q; - R ; & ) ,  

P ~ + R , ~ ~ , = ~ ( P , + R , ~ S , )  f o r i = l ; . . , / .  

(3.15) 

The rest of the  steps  are  as  in  the proof of Theorem 3.1. 0 
Theorem 3.2 shows that the simultaneous  stabilization of 

I + 1 plants can be reduced to  the  simultaneous  stabiliza- 
tion of 1 plants using a  stable  compensator.  The converse is 
also  true.  Given I plants HI, - . ,H, ,  there  exists  a  stable 
compensator  stabilizing all the plants HI,. e ,  H, if and only 
if there exists a  compensator  that simultaneously stabilizes 
H, = 0, H,,  . 0 ,  HI [the  fact  that  the  compensator stabilizes 
the zero plant implies that the  compensator  must be stable; 
see (2.7)]. However, at present the  criterion of Theorem 3.2 
is not  computationally verifiable except when 1 = 1. 

If  we wish to study  the  simultaneous  stabilization of an 
arbitrary (Le., not necessarily finite) family of plants 
{Go, G,, a E a}, the required generalization of Theorem 3.2 
is readily apparent.  For  an  interpretation of this problem 
in  a  differential-geometric  setting, see  [18].  Single- 
input-single-output versions of Theorems 3.1, 3.2 can  be 
found  in  [l]. 

Iv. EUCLIDEAN DIVISION IN THE RING 

In this section we derive two results concerning Euclidean 
division in  the  ring ‘X. These results prove to be useful 
when we study  the  problem of stabilization using a  “least 
unstable”  compensator  in Section V. The simple statements 
of these results (namely, Lemmas 4.1 and 4.2) are in sharp 
contrast with the tediousness and technical nature of their 
proofs. Thus, for clarity of exposition, we state  the  two 
lemmas  in succession, and  then give the proof of each. 

Given  a nonzero function f E X, define  its gauge y ( f )  

y( f ) = relative degree off + d# zeros off in closed 
as 

right half-plane 

= $k zeros off in  closed RHP, including 00. 
(4.1) 

Thus y ( f )  is a well-defined nonnegative integer  for all 
nonzerof E x. Moreover, it can be shown [ 131 that X is a 
Euclidean domain;  that is,  given any fin X and any g * 0 
in X, there exists an h E X such that  either f + gh = 0, or 
else y(  f + gh)  y( g). In other words, a division algorithm 
can be performed in X, and a greatest common divisor of 
a given pair of functions f and g can  be  found  in  a  finite 
number of steps using the familiar Euclidean algorithm. 

With  the above definition of gauge, .X is actually a 
proper Euclidean domain, i.e.,  we have y (  f g )  = y( f )+ y( g )  
for all nonzero f, g. However, it is possible to have 
y(  f + g) > max{ y(  f ), y( g)}.4 For example, consider 

s +4 2s + 3   - s + l  f =- 
s + l ’  g =  -7’ f + g = -  s + l  . (4.2) 

rnax(degj.degg). 
4Contrast this with the case of polynomials, where d e g ( f + g l 2  
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Then y(f)  = y(  g)  = 0, but y( f + g) = 1. This has an im- 
portant consequence;  namely,  given f and g * 0. there may 
exist more than  one h such  that y(f + gh) < y ( g ) .  [Con- 
trast t h s  with the case of polynomials.  Given  polynomials 
f, g with g * 0, there exists a unique polynomial h such  that 
deg(f - gh) < deg(g)]. With this in  mind, we define 

I ( f 3  g )  = p & Y ' f  + gh). (4.3) 

If f is a  multiple of g, so that f = gh for some h,  we set 

Observe  now that f is a  unit  in if and only if y(  f ) = 0. 
Also, given f and g in 'X, their greatest common divisor is 
well-defined to within a unit. Thus, if we  let (f, g )  denote 
a g.c.d. off  and g,  then y( (f, 8 ) )  is a well-defined integer' 
even  though (f, g )  is only  defined to within a  unit  factor. 
Now suppose f and g are  not relatively prime. and let w be 
a g.c.d. off and g. If w =t 0, it is easy to see that 

I (  f, g)  = - 00. 

I(f, g )  = Y(~V)+I(f /~V,  g/u.>.  (4.4) 

Thus, for computational purposes, it is enough if  we can 
calculate I (  f, g) when f, g are relatively prime. 

Lemma 4.1: Let f, g be two  elements of X with a  great- 
est common divisor of 1. Let u,,  * * * ,  uk denote the distinct 
nonnegative real zeros of the  function g, including cx; as 
appropriate,  arranged  in ascending order.  Then 

I (  f , g ) = # sign changes  in  the sequence 

( f ( u , ) , i = l ; . . , k }  
A 
= v. (4.5) 

Remarks: Since f, g are relatively prime, f (0,) * 0, so 

The next  lemma presents  a result on matrix Euclidean 

Lemma 4.2: Let '3. be  a  proper Euclidean domain. with 

that f( 0;) has  a  definite sign for  all i. 

division, which  might  be of some independent interest. 

gauge y. Given f, g in 9, define 

I ( f A =  minv(f+gh)  (4.6) 
h E% 

where we take y(0) = - co. Let A E $ k m X " * ,  B E ?Tinxm be 
right  coprime, with det A = 0. Then 

min y(det ( A  + M B ) )  = I (  a ,  b , )  (4.7) 

where a = det A and b ,  is the greatest common divisor of 
all elements of B. 

Remarks: Suppose  that A and B are not right coprime: 
then we can write A = A , F ,  B = B,F,  where A , ,  B ,  are 
right  coprime  and F is a greatest common right divisor of 
A and B. Since y(det(A+MB))=y(det(A, + MB,)+ 
y(det F ) .  Lemma 4.2 can  be  used to compute the minimum 
value of y(det ( A  + M B ) )  even  when A and B are  not right 
coprime. 

We  now  give the  proofs of Lemmas 4.1 and 4.2; these 
borrow heavily from [2]. 

2v E $,"'X" 

j We can accommodate the  case (f .  g) = 0 by defining ~ ( 0 )  = ~ x 

Proof of Lemma 4.1: We  will first show that 

y ( f + g h ) > v   f o r a l l h E X .  (4.8) 

Then we  will show  how to construct an h E 3- such that 
Y ( f  + gh)  = v. 

First. define 

r = f / ( f + g h ) .  (4.9) 

Then 

1 - r = hg/( f + gh) .  (4.10) 

We now  observe that 
i) r ( s )  = 1 at all RHP zeros of g: moreover, the multi- 

plicity of s as  a zero of 1 - r is at least equal to  its 
multiplicity as a  zero of g. 

ii) Every  zero  of r in the closed right half-plane is also  a 
zero off; moreover, the multiplicity of any such  zero of r is 
less than or equal to its multiplicity as a zero off .  

iii) Conversely, let r be any  function satisfying i)  and ii) 
above, and  define 

h = f( 1 - r ) / g r .  (4.1 1) 

Then h E X .  
To show that  y(f + gh) 3 v for all h. let h be selected 

arbitrarily;  then  the resulting function r satisfies i)  and ii). 
Now, write f and f + gh as 

f ( 4  = ~ , ( . > + , ( ~ > / [ ~ ' ~ # , ( ~ ) l  (4.12) 

where u , ,  u2 are  units of X, are  monic polynomials 
whose zeros are all in the closed right half-plane, and 
I) I .  $,2 are monic strictly Hurwitz polynomials.  Since i) 
holds, we have 

Since the second  term in (4.14) does not change sign, 
+,(a,)/(p2(u,) must always  be of the same sign: i.e., the 
sequence (Q2( u,)} must contain exactly as many sign 
changes  as  the sequence { @,( q)}. It is easy to see that  the 
latter  number of sign changes is v? so that  the  sequence 
{+2(u,)} must have exactly v sign changes. From this, it 
follows that f + gh has at least v zeros in the closed RHP, 
i.e., y(f  + gh)  > Y . ~  

We  now  give an iterative  procedure for constructing an 
h E X such that y(f + gh)  = v. Given f and  g, find  a 
polynomial ( ( 3 )  which has only Y nonnegative real zeros, 
such  that  the sequence { f( ui)/(( 0;)) does not change sign. 
This is clearly possible; indeed. i f f (  a,) has  a  different sign 
from f ( u , +  ,), we select  any real number in the  interval 
(u,. u,, ,) to be a zero of E ( . ) .  Define 

I - I'. But the required  modifications are minor and are left to the reader. 
'Some care is needed  in applying this argument when x is a zero of 
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(4.15) 

Then ro satisfies ii) above, but  not necessarily i).  We  show, 
following  [2], that given any ri, we can  construct an riT1 
such  that ri+ satisfies ii). 

iv)  Given any so in  the closed RHP, 1 - ri+ , can be 
made  to have a zero at so; moreover, the multiplicity of the 
zero of 1 - r,+ at so exceeds that of the zero of 1 - r, at so, 
if any. Finally, the RHP poles of ri+ I are exactly the same 
as the  RHP poles of r,, multiplicities included. 

If  we can indeed  accomplish the  construction of such an 
r,+ we can eventually find an 5 with exactly v RHP poles 
satisfying i) and ii). For such a choice of r = 5$ we see that 
h given by (4.1 1) belongs to 'Ji, and y( f + gh)  = # RHP 
poles of r = v. 

The iterative  procedure is 
- 

I;+ 1 - ' 1 7  I'i (4.16) 
where ui+ is a unit. The  details of the  procedure  are 
exactly as in 121, with  very minor differences. Reference [2, 
eq. (25)] is  replaced  by 

cdp+ ( C T , ) / ~ (  u,) > 0 Vi (4.17) 

while [2, eq. (26)] is replaced by 

(4.18) 

This completes the proof  of the lemma. 0 
Proof of Lemma 4.2:' In the first part of the proof we 

show that 

y(de t (A+MB))>, I (a ,b , )   fora l lMERmX"' .  
(4.19) 

Since a * 0, BA-' is well-defined. Put BA-' in Smith- 
McMillan  form, and suppose U, V are  unimodular matrices 
such  that 

U ~ ' ( B A ~ ' ) V = d i a g [ s l / t , , ~ ~ ~ , s k / t , , O , ~ ~ ~ , O ] ~  D 
(4.20) 

where k is the  rank of B, si divides si+ ti+ divides t , ,  and 
si, ti are relatively prime. Then clearly the  ordered  pair 

(Udiag[s,;..,s,,O;~.,O], Vdiag[t,;. . , t , , l; . . , l]) 
(4.21) 

is also an r.c.f.  of BA - '. Thus there exists a  unimodular 
matrix W such  that 

B=Udiag[s , ; . . , sk ,O;. . ,O]W (4.22) 

A = V d i a g [ t I ; ~ ~ , t k , 1 ; ~ ~ , 1 ] W .  (4.23) 

In particular, we see that 

sI = b ,  = g.c.d. of all elements of B (4.24) 

k 

a -  nti 
i = l  

(4.25) 

where " - '' denotes  "is equivalent to." 
Next, let AadJ denote  the  adjoint  matrix of A .  Then 

A - I = AadJ,- I ,  and we have 

B A ~ ~ J  = B A - ~  - DU. (4.26) 

Thus, if 

C=diag[c,  ;.., c,,O,...,O] (4.27) 

is a Smith  form for BAadJ,  we  have 

Si 

1, 
ci - -a .  (4.28) 

Hereafter, we suppose,  without loss of generality, that 

Next, observe that 

y(de t (A+MB))+(n- l )y(a)  

= y(det ( A  + MB))+  y(det AadJ) 

= y(det ( AAadJ + MBAadJj) 

= y(det ( d m  + MBAadJ)) (4.30) 

so that 

miny(det ( A  + MB)) 
M 

= miny(det(aIm + MBAadJ))-(n - I ) y ( a ) .  (4.31) 
M 

Suppose  that 

then 
U B A ~ ~ J V  = C; (4.32) 

y (det ( arm + MBAadJ)) 

= y(det ( AAadJ + MBAadJ)) 

= y(det(V'AAadJV+ V-IMBAadJV)) 

since y(det V )  = y(det V-I)  = 0 

= y (det ( aIm + M,UBAadJV)) 

where M I  = V-  'MU- I 

= y(det (arm + M , C ) ) .  (4.33) 

Hence minimizing y(det(aIm + MBAadJ)) is equivalent to 
minimizing y(det ( d m  + M,C)) .  

By a well-known  expansion formula [ 11, p. 91, we  have 

det ( d m  + M,C)  = am + a  multiple of a"- 'c,  

+ a  multiple of a m - 2 ~ I ~ 2  + - * a 

change is that a l l  Smith-McMllan forms are bordered by zero matrices. 
7For notational simplicity we assume that m = ? I .  If m * T I .  the only 

+ a  multiple of . . . ck 

(4.34) 
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where we use the fact that ci divides c,, Now, (4.34) 
implies that . 

det( aIm + M , C )  = a m - k  [ a k  + a multiple of g.c.d. of 

{ a k - ~ C l , a k - ~ C I C * , ~ ~ ~ ,  

a C l C 2 .  . ' c k -  1 ,  clc2 ' ' c k } ] .  (4.35) 

Now. note  that, from  (4.29), we have 

ak-IcI  = a k s l / t l  = ak- i s , t 2 t , .  . t ,  

cI  . . . ck = ak-IsIs2.s3 . . sk .  (4.36) 

Since  g.c.d. { f 2 f 3 . .  . t , ;  . .,s2s3. . +sk} = 1,8 we  have that 
g.c.d. {a"- 'c,;  * .c l  * .  . c k } =  ak - I s I .  Hence 

det(aIm + M , C )  = a m P k ( a k  + a  multiple of a k - ' s l )  

= a"- ' (  a + a  multiple of sI). (4.37) 

Hence 

y ( d e t ( a l , + M , C ) ) ~ y ( a " ~ ' ) ~ I ( a , s , ) .  (4.38) 

From (4.31),  (4.33). and (4.38), we get 

~ ~ ( d e t ( A + M B ) ) > , I ( a , s , ) = I ( a , b , )  sinces ,=b, .  
(4.39) 

This proves  (4.18). 

(4.32), and select 8'; - ..e, such that 
To prove that  the  bound (4.18) is exact, let U. V be as in 

8 I ( t 2 ' * . t k ) +  ' . .  +8k(sz".sk)=i  (4.40) 

(this is possible because g.c.d. ( t 2 .  . . r,; . -,xz. . . sk) = 1); 
let r be chosen so that y ( a  + rb,)  = I ( a .  b l ) :  let 

1 
E =  [: 1 0 ]  E % ~ ~ ~  (4.41) 

and  define 

M =  EV U 4i EVRU,  say 

(4.42) 

where 8, = 0 if i > k. Then  (noting  that E is unimodular), 
we have 

'This follows from the  up and down divisibility properties of the 
s,'s. t , 's,  and the primeness of (x,. 2 , ) .  

y(det(A + MB)).y(det AadJ) 

= y(det E-'V- 'A + E-'V-'MB).y(det( AadJVE)) 

= y(det(aIn2 + E-'V-'MBAadJVE)) 
=y(det (aI , , , ,+RUBVE))=y(de t (aI ,+RCE)) .  

(4.43) 

However. 

det(aI,+RRCE)=a"det(I , ,+RCa-'E) 

=an* ( 1 + r- 2) = a m - '  ( a + r b , )  

(4.44) 

where the last calculation is tedious, but straightforward 
(see [2, eqs. (79), (SO)]. Hence, for this choice of M ,  

y(det(A + M B ) ) +  y(det AadJ) 

= y(det ( A  + M B ) )  + y( a m - ' )  

= y [ a m - ' ( a  + rb , ) ]  = y(an2- ')+  y(a + r b , )  

(4.45) 

which  shows that 

y ( d e t ( A + M B ) ) = y ( a + r b , ) = I ( a , b , ) .  (4.46) 

0 

V. STABILIZATION USING A "LEAST  UNSTABLE" 
COMPENSATOR 

In this section we study the following problems. Given a 
strictly  proper  plant G1 what  is the smallest number of 
right  half-plane poles (counted  according to their 
McMillan  degree) that  any stabilizing compensator  for G 
can have? This question is  of interest  for two reasons:  i)  it 
generalizes the  question of stabilization using a  stable 
compensator,  and ii) if the answer to  this  question is 
known, it is possible to obtain  a lower bound  on the 
dynamic  orders of all stabilizing compensators for G.  The 
main result of this section is  given next. 

Theorem 5.1: Let G E R" x m ( s )  be strictly  proper,  and 
let u I , .  . . ,o,- I -  uI = 30 denote  the  nonnegative real block- 
ing zeros of G (i.e.: the  nonnegative real values of s such 
that G(s) = 0), arranged in ascending order.  Define 

1 if the number of poles of G 
in ( ~ , , u ~ + ~ )  is  even 

n j =  1 
- 1 if the  number of poles of G (5.1) 

in ( u l ,  ut+ I )  is odd 

where the poles of G are  counted  according to their 
McMillan degree. Let v denote  the  number of - 1's in  the 
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sequence n I :  - , n,- I .  Then every compensator C that 
stabilizes G has  at least v poles (counted  according  to 
McMillan degree) in the closed right half-plane. Moreover, 
there exists a  compensator C, with exactly v poles in the 
closed right half-plane that stabilizes G.  

Proof:  Let (N, D),(d, #) be  any r.c.f. and 1.c.f.  of G ,  
and select P, Q such that 

P N + Q D = I .  (5 4 
Then, by Lemma 2.3,  every C that stabilizes G must be of 
the form 

c = ( Q  - R#T)-'( P + RB) for  some R E ~ ~ 1 " ~ .  

(5.3) 
By a result in [14], the  number of RHP poles of C ,  counted 
according to their McMillan degree, is equal  to  the  number 
of RHP zeros of det (Q - RR). Since det [ Q ( w )  - 
R(03)#(03)] = det Q ( x )  * 0, the  number of RHP zeros of 
det(Q - R#) equals y(det(Q - Ri?)). By Lemma 4.2, the 
minimum value of y(det(Q - m)) as a function of R is 
I (  q, n,): where q = det Q  and n ,  is the smallest invariant 
factor of R. Now observe that the RHP zeros of n ,  are 
precisely the RHP blocking zeros of G. Thus,  from Lemma 
4.1, I (  q, n , )  equals the  number of sign changes in  the 
sequence (q(u,)}f=,. Next,  from (5.2) we  get 

Q(u,)D(u,) = I ,  V i  (5.4) 

since N(u , )  = 0. This shows that  the signs of det  Q(u,)  and 
det D(ui)  are the same. To complete the  proof,  note  that, 
from [14], 

(5.5) 

where p , ;  . . ,pk are the RHP poles of G, with McMillan 
degrees m ,,. + . , m k ,  respectively. It is'easy to verify that the 
number of sign changes in the sequence {det D(ui)}i=, 
equals  the  number of - 1's in  the sequence { n ,}I: I. 

Note  that the previous result on  stabilization using a 
stable  compensator, which  is proved in [2] and  stated here 
as Lemma 3.1, is a corollary of Theorem 5.1. 

VI. GENERICITY OF SI-WLTANEOUS 
STABILIZABILITY OF TWO R A h ' T S  

In this section we study  the genericity of simultaneous 
stabilizability of two plants,  and of stabilizability of a 
single plant using a stable  compensator. We  show that  both 
properties  are generic in the case of multivariable systems, 
but  not in the case of single-input-single-output systems. 

We  begin  by  reviewing the  conditions for two functions f 
and g in X to be relatively prime (i.e., the  common divisors 
off and g are units). 

Lemma 6.1: Two functions f and g in '3c are relatively 
prime if and only if i) at least one of them is nonzero at 

infinity,  and ii) they have no  common zeros in  the closed 
right half-plane. 

The proof is easily deduced from [16]. 
Next, we define a norm  on X, so that we then have a 

natural  notion of neighborhoods.  For any f E 'X, we define 

llfll= SUP If(j4I. (6.1) 
w E R  

Thus, a ball a( f ;  r ) is defined by 

Wf; 4 = { g :  Ilf - gll< 6 ) .  (6.2) 
A set '3 in X is open if, for every f E X, there is an 6 > 0 
such  that '43 ( f ;  E )  c 9. A neighborhood off  is any  open  set 
containing f .  A sequence { fi} in -X converges to f if every 
neighborhood off contains all but  a finite  number of terms 
in  the sequence { f,}. Finally, a set 5 in 'X is dense if every 
f E X is the limit of a sequence in 5. 

Recall that  a binary relation on '3c is a subset of 'X X X. 
If 3 c X X X is a  binary  relation  (or  a relation for short), 
we write a 3 b  to denote (a, b )  E 3. In  other words, we say 
that a is related to b via '3 if (a ,  b )  E R. Given a relation 3. 
on X, we define, for every a E X, 

S ( a ; % ) = { b E X :  ( a , b ) ~ % } .  (6.3) 

Finally, we say that the relation 9, is generic if S ( a ;  3 ) is 
open  and  dense  in X" for every a in X .  Thus, if 9% is a 
generic relation  on 'X, then for any a,  b in 'X one of two 
things is true:  i) a 3 b ,  and moreover, there is a ball $(b;  r )  
such  that a 9 . 5  for every 5 in %(b; E);  or ii) a is not  related 
to b via a, in which case there is a sequence {b,} converg- 
ing to b such that a%bi. Roughly speaking, if % is a 
generic relation  and  if a q b ,  then small perturbations in b 
will not  destroy  the  relationship, while if a is not related to 
b, then arbitrarily small perturbations  in b will cause the 
relationship  to hold true. 

Lemma 6.2: Define  a  relation C? on X by 

e={(a ,b ) : a ,b~Xandare re l a t ive lyp r ime} .  (6.4) 

Then C is generic. 
The  proof using Lemma 6.1  is easy and therefore  omitted. 
In  order to consider multivariable systems, we define a 

norm  on 'X m. Given F E 'x "', we define 
m 

IIFII = mm C IIfijII. (6.5) 
I < i < n j = l  

T h s  norm  defines a topology on X n X m ,  as before. It is 
easy to verify that a sequence { F k }  in X ' l X m  converges to 
F E L 3 C n x m  If . and only if each of the  component sequences 
{ f,:} converges to f, j .  

Lemma 6.3: let F E X" x m  and  suppose  either n or m is 
greater  than one. Then  either 1 is the smallest invariant 
factor of F, or else there is a sequence { F , }  converging to F 
such that 1 is the smallest invariant  factor  of k; for all i. 

Proof: Recall that  the smallest invariant  factor of a 
matrix is the greatest common divisor of all of  its elements. 
The result now  follows readily from Lemma 6.2. 0 
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Up  to now,  we  have  only defined  notions of neighbor- 
hood  and convergence on ' X n X m ,  which is the set of stable 
n x m transfer functions. We  now  extend these notions to 
R:X"(s),  which is the set of n X m matrices  whose  ele- 
ments  are  strictly  proper  rational  functions of s. Given a 
G E R n X m ( s ) ,  a neighborhood of G consists of all ratios 
N , ( s ) [ D , ( s ) ] - I ,  where ( N 1  D )  is any r.c.f. of G, and N, ,   D l  
belong to  some  neighborhoods of N ,  D in X5nxm, ' X m x n z ,  

respectively. A sequence { G I }  in s) conaerges to 
G E R:'"(s) if there  are r.c.f.'s ( 4 , D ; )  of GI and ( N .   D )  
of G such that N,  + N in Xsnxm and Dl D in ' 3 i m x m ,  

respectively. The  reader is referred to 18, sect. 41 for  further 
details of the  above topology. Once we have a topology on 
R:Xm(s) ,  it is clear what is meant by a relation on R ; X m ( s )  
being generic. 

Theorem 6.1: Define  a  relation SS on R:Xm(s )  as fol- 
i o ~ ~ :  

SS = { (Go ,G, ) :   Go ,G ,  E R:Xm(s), and Go,G,  

can  be simultaneously stabilized}. (6.6) 

If either n or m is greater  than  one,  then SS is generic. 
Proof: Suppose  that either n or m is  greater  than one. 

In order to show that SS is generic, we must establish two 
things: 1) whenever ( G o ,   G I )  E SS, there is a  neighborhood 
%.., of G I  such that ( G O , G I ) E  SS for all G, E a,, and 2) 
for  any G I ,  there is  a sequence {Gi i ) }  converging to G I  such 
that (Go, Gj')) E SS. 

To prove the  first  statement, we prove first that  the set 
of units in ;X: is open. Let f be  a  unit  in '3i; then 

inf ~f (s ) l  A E > o (6.7) 

i.e., f has no zeros in the closed RHP, including infinity. 
Now suppose g E %(f; ~ / 2 ) .  Then 

r e s >  0 

i n f l g ( j 4 l a   i n f l f ( j 4 -   s U P l f ( j + g ( j 4  
w w 

> E/2 > 0. (6.8) 

Hence,  by the  Nyquist  criterion, g( a )  has  no zeros in  the 
closed RHP and is thus  a  unit. Since the  mapping F + det F 
from X""" to X is continuous,  and since F is unimodular 
if and only if det F is a  unit,  it follows that the set of 
unimodular matrices in '3c""" is open. 

Now suppose ( G , , G , ) E S S ,  and  let (No$  Do),(N, .  D l )  
be  any r.c.f.'s  of Go and G I ,  respectively. Define A ,  = Q o D ,  
+ PoN,,  B ,  = - R O D ,  + DON,, as in (3.2). Then, by  The- 
orem 3.1, there is a matrix M E 5 C m X "  such that A ,  + M B ,  
is  unimodular. Since the set  of unimodular matrices is 
open, there is a  neighborhood 3 of B ,  such that A ,  + M B  
is unimodular  for every B E %.. It is  easy to see also  that 
there exist neighborhoods "Jc, of N ,  and 9 L 2  of D l  such 
that - R O D  + b o N  E %. whenever N E a,,, D E 9 t 2 .  To 
summarize,  whenever N E %.,, D E 9 t 2 ,  the matrix A , + 
M B  = A ,  + M (  - R O D  + D O N )  is unimodular. so that 

for the  definition of g(Go). 
%s is the  set of pairs  that can  be  simultaneously  stabilized.  See (3. I )  

(G, ,G)E 5s. Since the set of ratios { N D - I ,  N E  u3t 
D E 9L7} is a  neighborhood of G I  = N ,   D ;  we  have  shown 
that S(Go; SS) is open  for every Go.'' 

To complete the proof that 55 is generic, let Go E 
R:X" ' (s )  be given, let G I   € R y X m ( s )  be arbitrary,  and 
define A ,  = Q o D ,  + PoN, ,  B ,  = - lToD, + DON, as before. 
Clearly B ,  is strictly proper, so let B ,  = F / ( s  + l)", where 
F E X-'zxm and F ( m )  * 0. By Lemma 6.3, either  1  is  the 
smallest invariant  factor of F, or else there is a sequence 
{e} converging to F such  that  1 is the smallest invariant 
factor of Gi for all i. In the first case, b ,  = l/(s + 1)"  is the 
smallest invariant  factor of B ,  and b ,  vanishes  only at 
infinity.  Hence?  by Lemma  3.1, (Go$ G I )  E SS. In  the sec- 
ond case, select a sequence {q.} converging to F such  that  1 
is the smallest invariant  factor of I;; for all i. Now let 

1 3  

N , = N , + Q o ( F , - F ) / ( ~ + l ) " ,  

Dl = D l  - Po(c - F ) / ( s  + 1)"  (6.9) 

GI  =&Dl-' (6.10) 

where Po, Q, are selected such  that 

RoPo + BoQo = I , .  (6.11) 

Clearly, N, E X5n for  all i and N,  + N ,  in X: x m  as 
i + x . I 1  Similarly, Dl + Dl in X m x m  as i + m .  Hence 
Gi E RYXm(s )  and GI + G in RYX"(s) as i + cx: (recall  our 
definition of convergence in R:Xm(s) ) .  Moreover, 

B, - RODl + DONl 

= B , + ( ~ - F F ) / ( ~ + l ) " = k ; / ( ~ + l ) "  (6.12) 

has l/(s + 1)" as  its smallest invariant  factor. Hence, by 
Lemma 3.1, ( G o ,   G I )  E 55 for all i. 0 

Using exactly the same reasoning, one can show that  the 
set of G in R n X m ( s )  that  can  be stabilized by  a  stable 
compensator is dense  in R n x m (  s), provided either n or m is 
greater  than  one. Ths is a  formalization of an observation 
made in [2]. 

VII. CONCLUSIONS 

In th s  paper, we have studied  the  problems of simulta- 
neous  stabilization  and  stabilization using a  stable  com- 
pensator. We have  shown that  the  simultaneous  stabiliza- 
tion of I + 1  plants is equivalent to the stabilization of 1 
plants using a  stable  compensator. We  have  given compu- 
tationally verifiable tests for  the  simultaneous stabilizabil- 
ity of two plants,  and have  shown that  this  property is 
generic in the case of multivariable systems. Finally, we 
have derived an expression for  the least unstable com- 
pensator  that stabilizes a given plant. 

In order  to simplify the  presentation, we  have only 
studied  the  case of strictly proper  plants. An examination 

"This statement is true  even if n = M = 1:  i.e.. Go is a single- 

"Here we use X, to denote the  subset of X consisting of strictly proper 
input-single-output  system. 

functions. 
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of our proofs reveals that this assumption is quite unneces- 
sary; it is only made so that various inverses are  guaran- i71 
teed to exist. 

In some  applications, we may  wish to place the poles of 
the closed-loop system not  just  in the  open left half-plane, 
but in some subset thereof. This would be  the case, for 
example, if we  wish the closed-loop system to have a [9] 
certain  maximum  settling time and minimum  damping 
factor.  The generalization of our results to this case is [IO] 
extremely straightforward. Suppose S is a region in  the 
complex  plane which is symmetric about  the real axis, and 
let X, denote  the  set of proper  rational  functions with real 
coefficients whose  poles are all in S. Then [ 131 X, is also  a 
proper Euclidean domain,  and  the gauge y,( f ) of a  func- 3l 
tion in X, is defined by 

ys ( f ) = relative degree off + # zeros off outside S . ~ 4 1  

We can also study  distributed systems by letting X be  a [I51 

[I61 
ring  and X, a  prime  ideal  in X; see [6], [8] for details. 
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