
`-Diversity: Privacy Beyond k-Anonymity

Ashwin Machanavajjhala Daniel Kifer Johannes Gehrke
Muthuramakrishnan Venkitasubramaniam

Department of Computer Science, Cornell University
{mvnak, dkifer, johannes, vmuthu}@cs.cornell.edu

Abstract

Publishing data about individuals without revealing sensitive information about them is an important problem. In recent
years, a new definition of privacy calledk-anonymity has gained popularity. In ak-anonymized dataset, each record is
indistinguishable from at leastk − 1 other records with respect to certain “identifying” attributes.

In this paper we show using two simple attacks that ak-anonymized dataset has some subtle, but severe privacy problems.
First, an attacker can discover the values of sensitive attributes when there is little diversity in those sensitive attributes. This
kind of attack is a known problem [60]. Second, attackers often have background knowledge, and we show thatk-anonymity
does not guarantee privacy against attackers using background knowledge. We give a detailed analysis of these two attacks
and we propose a novel and powerful privacy criterion called`-diversity that can defend against such attacks. In addition to
building a formal foundation for̀-diversity, we show in an experimental evaluation that`-diversity is practical and can be
implemented efficiently.

1. Introduction

Many organizations are increasingly publishing microdata – tables that contain unaggregated information about individ-
uals. These tables can include medical, voter registration, census, and customer data. Microdata is a valuable source of
information for the allocation of public funds, medical research, and trend analysis. However, if individuals can be uniquely
identified in the microdata, then their private information (such as their medical condition) would be disclosed, and this is
unacceptable.

To avoid the identification of records in microdata, uniquely identifying information like names and social security num-
bers are removed from the table. However, this first sanitization still does not ensure the privacy of individuals in the data. A
recent study estimated that 87% of the population of the United States can be uniquely identified using the seemingly innocu-
ous attributes gender, date of birth, and 5-digit zip code [67]. In fact, those three attributes were used to link Massachusetts
voter registration records (which included the name, gender, zip code, and date of birth) to supposedly anonymized medical
data from GIC1 (which included gender, zip code, date of birth and diagnosis). This “linking attack” managed to uniquely
identify the medical records of the governor of Massachusetts in the medical data [68].

Sets of attributes (like gender, date of birth, and zip code in the example above) that can be linked with external data to
uniquely identify individuals in the population are calledquasi-identifiers. To counter linking attacks using quasi-identifiers,
Samarati and Sweeney proposed a definition of privacy calledk-anonymity[62, 68]. A table satisfiesk-anonymity if every
record in the table is indistinguishable from at leastk− 1 other records with respect to every set of quasi-identifier attributes;
such a table is called ak-anonymoustable. Hence, for every combination of values of the quasi-identifiers in thek-anonymous
table, there are at leastk records that share those values. This ensures that individuals cannot be uniquely identified by linking
attacks.

An Example. Figure 1 shows medical records from a fictitious hospital located in upstate New York. Note that the table
contains no uniquely identifying attributes like name, social security number, etc. In this example, we divide the attributes

1Group Insurance Company (GIC) is responsible for purchasing health insurance for Massachusetts state employees.
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Non-Sensitive Sensitive
Zip CodeAge Nationality Condition

1 13053 28 Russian Heart Disease
2 13068 29 American Heart Disease
3 13068 21 Japanese Viral Infection
4 13053 23 American Viral Infection
5 14853 50 Indian Cancer
6 14853 55 Russian Heart Disease
7 14850 47 American Viral Infection
8 14850 49 American Viral Infection
9 13053 31 American Cancer
10 13053 37 Indian Cancer
11 13068 36 Japanese Cancer
12 13068 35 American Cancer

Figure 1. Inpatient Microdata

Non-Sensitive Sensitive
Zip Code Age Nationality Condition

1 130** < 30 ∗ Heart Disease
2 130** < 30 ∗ Heart Disease
3 130** < 30 ∗ Viral Infection
4 130** < 30 ∗ Viral Infection
5 1485* ≥ 40 ∗ Cancer
6 1485* ≥ 40 ∗ Heart Disease
7 1485* ≥ 40 ∗ Viral Infection
8 1485* ≥ 40 ∗ Viral Infection
9 130** 3∗ ∗ Cancer
10 130** 3∗ ∗ Cancer
11 130** 3∗ ∗ Cancer
12 130** 3∗ ∗ Cancer

Figure 2. 4-anonymous Inpatient Microdata

into two groups: thesensitiveattributes (consisting only of medical condition) and thenon-sensitiveattributes (zip code, age,
and nationality). An attribute is marked sensitive if an adversary must not be allowed to discover the value of that attribute for
any individual in the dataset. Attributes not marked sensitive are non-sensitive. Furthermore, let the collection of attributes
{zip code, age, nationality} be the quasi-identifier for this dataset. Figure 2 shows a 4-anonymous table derived from the
table in Figure 1 (here “*” denotes a suppressed value so, for example, “zip code =1485*” means that the zip code is in the
range[14850−14859] and “age=3*” means the age is in the range[30−39]). Note that in the 4-anonymous table, each tuple
has the same values for the quasi-identifier as at least three other tuples in the table.

Because of its conceptual simplicity,k-anonymity has been widely discussed as a viable definition of privacy in data
publishing, and due to algorithmic advances in creatingk-anonymous versions of a dataset [3, 12, 51, 57, 62, 68, 74],k-
anonymity has grown in popularity. However, doesk-anonymity really guarantee privacy? In the next section, we will show
that the answer to this question is interestinglyno. We give examples of two simple, yet subtle attacks on ak-anonymous
dataset that allow an attacker to identify individual records. Defending against these attacks requires a stronger notion of
privacy that we call̀ -diversity, the focus of this paper. But we are jumping ahead in our story. Let us first show the two
attacks to give the intuition behind the problems withk-anonymity.

1.1. Attacks Onk-Anonymity

In this section we present two attacks, thehomogeneity attackand thebackground knowledge attack, and we show how
they can be used to compromise ak-anonymous dataset.

Homogeneity Attack: Alice and Bob are antagonistic neighbors. One day Bob falls ill and is taken by ambulance to
the hospital. Having seen the ambulance, Alice sets out to discover what disease Bob is suffering from. Alice discovers the
4-anonymous table of current inpatient records published by the hospital (Figure 2), and so she knows that one of the records
in this table contains Bob’s data. Since Alice is Bob’s neighbor, she knows that Bob is a 31-year-old American male who
lives in the zip code 13053 (the quiet town of Dryden). Therefore, Alice knows that Bob’s record number is 9, 10, 11, or 12.
Now, all of those patients have the same medical condition (cancer), and so Alice concludes that Bob has cancer.

Observation 1. k-Anonymity can create groups that leak information due to lack of diversity in the sensitive attribute.

Such a situation is not uncommon. As a back-of-the-envelope calculation, suppose we have a dataset containing 60,000
distinct tuples where the sensitive attribute can take three distinct values and is not correlated with the non-sensitive attributes.
A 5-anonymization of this table will have around 12,000 groups2 and, on average, 1 out of every 81 groups will have no
diversity (the values for the sensitive attribute will all be the same). Thus we should expect about 148 groups with no
diversity. Therefore, information about 740 people would be compromised by a homogeneity attack. This suggests that in
addition tok-anonymity, the sanitized table should also ensure “diversity” – all tuples that share the same values of their
quasi-identifiers should have diverse values for their sensitive attributes.

2Our experiments on real data sets show that data is often very skewed and a 5-anonymous table might not have so many groups
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The possibility of a homogeneity attack has been previously discussed in the literature (e.g., [60]). One solution to the
homogeneity problem, as presented by Ohrn et al. [60], turns out to be a specific instance of our general principle of`-
diversity (see Section 4). For reasons that will become clear in Section 4, we refer to that method asentropy`-diversity. By
examining privacy from a different perspective, we prove additional privacy-preserving properties of entropy`-diversity. We
also present other privacy definitions that satisfy the principle of`-diversity that have greater flexibility.

The next observation is that an adversary could use “background” knowledge to discover sensitive information.
Background Knowledge Attack: Alice has a pen-friend named Umeko who is admitted to the same hospital as Bob,

and whose patient records also appear in the table shown in Figure 2. Alice knows that Umeko is a 21 year-old Japanese
female who currently lives in zip code 13068. Based on this information, Alice learns that Umeko’s information is contained
in record number 1,2,3, or 4. Without additional information, Alice is not sure whether Umeko caught a virus or has heart
disease. However, it is well-known that Japanese have an extremely low incidence of heart disease. Therefore Alice concludes
with near certainty that Umeko has a viral infection.

Observation 2. k-Anonymity does not protect against attacks based on background knowledge.

We have demonstrated (using the homogeneity and background knowledge attacks) that ak-anonymous table may disclose
sensitive information. Since both of these attacks are plausible in real life, we need a stronger definition of privacy that takes
into account diversity and background knowledge. This paper addresses this very issue.

1.2. Contributions and Paper Outline

In the previous section, we showed thatk-anonymity is susceptible to homogeneity and background knowledge attacks;
thus a stronger definition of privacy is needed. In the remainder of the paper, we derive our solution. We start by introducing
an ideal notion of privacy calledBayes-optimalfor the case that both data publisher and the adversary have knowledge of
the complete joint distribution of the sensitive and nonsensitive attributes (Section 3). Unfortunately in practice, the data
publisher is unlikely to possess all this information, and in addition, the adversary may have more specific background
knowledge than the data publisher. Hence, while Bayes-optimal privacy sounds great in theory, it is unlikely that it can be
guaranteed in practice. To address this problem, we show that the notion of Bayes-optimal privacy naturally leads to a novel
practical criterion that we call̀ -diversity. `-Diversity provides privacy even when the data publisher does not know what
kind of knowledge is possessed by the adversary. The main idea behind`-diversity is the requirement that the values of the
sensitive attributes are well-represented in each group (Section 4).

We show that existing algorithms fork-anonymity can be adapted to compute`-diverse tables (Section 5), and in an
experimental evaluation we show that`-diversity is practical and can be implemented efficiently (Section 6). We discuss
related work in Section 7, and we conclude in Section 8. Before jumping into the contributions of this paper, we introduce
the notation needed to formally discuss data privacy in the next section.

2. Model and Notation

In this section we will introduce some basic notation that will be used in the remainder of the paper. We will also discuss
how a table can be anonymized and what kind of background knowledge an adversary may possess.

Basic Notation. Let T = {t1, t2, . . . , tn} be a table with attributesA1, . . . , Am. We assume thatT is a subset of
some larger populationΩ where each tupleti ∈ T represents an individual from the population. For example, ifT is a
medical dataset thenΩ could be the population of the Caribbean island, San Lorenzo. LetA denote the set of all attributes
{A1, A2, . . . , Am} andt[Ai] denote the value of attributeAi for tuple t. If C = {C1, C2, . . . , Cp} ⊆ A then we use the
notationt[C] to denote the tuple(t[C1], . . . , t[Cp]), which is the projection oft onto the attributes inC.

In privacy-preserving data publishing, there exist several important subsets ofA. A sensitive attributeis an attribute
whose value for any particular individual must be kept secret from people who have no direct access to the original data.
Let S denote the set of all sensitive attributes. An example of a sensitive attribute isMedical Conditionfrom Figure 1. The
association between individuals andMedical Conditionshould be kept secret; thus we should not disclose which particular
patients have cancer, but it is permissible to disclose the information that there exist cancer patients in the hospital. We
assume that the data publisher knows which attributes are sensitive. To simplify the discussion, for much of this paper we
will also assume that there is only one sensitive attribute; the extension of our results to multiple sensitive attributes is not
difficult and is handled in Section 4.3. All attributes that are not sensitive are callednonsensitiveattributes. LetN denote the
set of nonsensitive attributes. We are now ready to formally define the notion of a quasi-identifier.
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Definition 2.1 (Quasi-identifier). A set of nonsensitive attributes{Q1, . . . , Qw} of a table is called aquasi-identifierif these
attributes can be linked with external data to uniquely identify at least one individual in the general populationΩ.

One example of a quasi-identifier is a primary key like social security number. Another example is the set{Gender, Age,
Zip Code} in the GIC dataset that was used to identify the governor of Massachusetts as described in the introduction. Let
us denote the set of all quasi-identifiers byQI. We are now ready to formally definek-anonymity.

Definition 2.2 (k-Anonymity). A table T satisfiesk-anonymity if for every tuplet ∈ T there existk − 1 other tuples
ti1 , ti2 , . . . , tik−1 ∈ T such thatt[C] = ti1 [C] = ti2 [C] = · · · = tik−1 [C] for all C ∈ QI.

The Anonymized TableT ?. Since the quasi-identifiers might uniquely identify tuples inT , the tableT is not published;
it is subjected to ananonymization procedureand the resulting tableT ? is published instead.

There has been a lot of research on techniques for anonymization (see Section 7 for a discussion of related work). These
techniques can be broadly classified intogeneralizationtechniques [3, 51],generalization with tuple suppressiontechniques
[12, 63], anddata swapping and randomizationtechniques [1, 40]. In this paper we limit our discussion only to generalization
techniques.

Definition 2.3 (Domain Generalization). A domainD? = {P1, P2, . . . } is a generalization(partition) of a domainD if⋃
Pi = D andPi ∩ Pj = ∅ wheneveri 6= j. For x ∈ D we letφD?(x) denote the elementP ∈ D? that containsx.

Note that we can create a partial order≺G on domains by requiringD ≺G D? if and only if D? is a generalization of
D. Given a tableT = {t1, . . . , tn} with the set of nonsensitive attributesN and a generalizationD?

N of domain(N ), we
can construct a tableT ? = {t?1, . . . , t?n} by replacing the value ofti[N ] with the generalized valueφD?

N
(ti[N ]) to get a new

tuple t?i . The tuplet?i is called ageneralizationof the tupleti and we use the notationti
?→ t?i to mean “t?i generalizes

ti”. Extending the notation to tables,T
?→ T ? means “T ? is a generalization ofT ”. Typically, ordered attributes are

partitioned into intervals, and categorical attributes are partitioned according to a user-defined hierarchy (for example, cities
are generalized to counties, counties to states, and states to regions).

Example 1 (Continued).The table in Figure 2 is a generalization of the table in Figure 1. We generalized on theZip Code
attribute by partitioning it into two sets: “1485*” (representing all zip codes whose first four digits are 1485) and “130**”
(representing all zip codes whose first three digits are 130). Then we partitionedAge into three groups: “< 30”, “3*”
(representing all ages between 30 and 39), and “≥ 40”. Finally, we partitionedNationality into just one set “*” representing
all nationalities.

The Adversary’s Background Knowledge.Since the background knowledge attack was due to the adversary’s additional
knowledge about the table, let us briefly discuss the type of background knowledge that we are modeling.

First, the adversary has access to the published tableT ? and she knows thatT ? is a generalization of some base tableT .
The adversary also knows the domain of each attribute ofT .

Second, the adversary may know that some individuals are in the table. This knowledge is often easy to acquire. For
example, GIC published medical data about all Massachusetts state employees. If the adversary Alice knows that her neighbor
Bob is a Massachusetts state employee then Alice is almost certain that Bob’s information is contained in that table. In this
case, we assume that Alice knows all of Bob’s nonsensitive attributes. In addition, the adversary could have knowledge about
the sensitive attributes of specific individuals in the population and/or the table. For example, the adversary Alice might
know that neighbor Bob does not have pneumonia since Bob does not show any of the symptoms of pneumonia. We call such
knowledge “instance-level background knowledge,” since it is associated with specific instances in the table. In addition,
Alice may know complete information about some people in the table other than Bob (for example, Alice’s data may be in
the table).

Third, the adversary could have partial knowledge about the distribution of sensitive and nonsensitive attributes in the
population. We call this “demographic background knowledge.” For example, the adversary may know
P

(
t[Condition] = “cancer”

∣∣ t[Age] ≥ 40
)

and may use it to make additional inferences about records in the table.
Now armed with the right notation, let us start looking into principles and definitions of privacy that leak little information.

3. Bayes-Optimal Privacy

In this section we analyze an ideal notion of privacy. We call itBayes-Optimal Privacysince it involves modeling back-
ground knowledge as a probability distribution over the attributes and uses Bayesian inference techniques to reason about
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privacy. We introduce tools for reasoning about privacy (Section 3.1), use them to discuss theoretical principles of privacy
(Section 3.2), and then point out the difficulties that need to be overcome to arrive at a practical definition of privacy (Section
3.3).

3.1. Changes in Belief Due to Data Publishing

For simplicity of discussion, we combine all the nonsensitive attributes into a single, multi-dimensional quasi-identifier
attributeQ whose values are generalized to create the anonymized tableT ? from the base tableT . Since Bayes-optimal
privacy is only used to motivate a practical definition, we make the following two simplifying assumptions: first, we assume
thatT is a simple random sample from some larger populationΩ (a sample of sizen drawn without replacement is called a
simple random sampleif every sample of sizen is equally likely); second, we assume that there is a single sensitive attribute.
We would like to emphasize that both these assumptions will be dropped in Section 4 when we introduce a practical definition
of privacy.

Recall that in our attack model, the adversary Alice has partial knowledge of the distribution of the sensitive and non-
sensitive attributes. Let us assume a worst case scenario where Alice knows the complete joint distributionf of Q andS (i.e.,
she knows their frequency in the populationΩ). Consider any individual Bob that Alice knows is in the table. She knows
that Bob corresponds to a recordt ∈ T that has been generalized to a recordt∗ in the published tableT ?. She also knows
the value of Bob’s non-sensitive attributes (i.e., she knows thatt[Q] = q). Alice’s goal is to use her background knowledge
to discover Bob’s sensitive information — the value oft[S]. We gauge her success using two quantities: Alice’sprior belief,
and herposterior belief.

Alice’s prior belief, α(q,s), that Bob’s sensitive attribute iss given that his nonsensitive attribute isq, is just her background
knowledge:

α(q,s) = Pf

(
t[S] = s

∣∣ t[Q] = q
)

After Alice observes the tableT ?, her belief about Bob’s sensitive attribute changes. This new belief,β(q,s,T ?), is her
posterior belief:

β(q,s,T ?) = Pf

(
t[S] = s

∣∣ t[Q] = q ∧ ∃t? ∈ T ?, t
?→ t?

)

Givenf andT ?, we can derive a formula forβ(q,s,T ?) which will help us formulate our new privacy definition in Section 4.
The main idea behind the derivation is to find a set of equally likely disjoint random worlds (like in [11]) such that a
conditional probabilityP (A|B) is the number of worlds satisfying the conditionA ∧ B divided by the number of worlds
satisfying the conditionB.

Theorem 3.1. Let T ? be a published table which is obtained by performing generalizations on a tableT ; let X be an
individual withX[Q] = q who appears in the tableT (and alsoT ?); let q? be the generalized value ofq in T ?; let s be a
possible value of the sensitive attribute; letn(q?,s′) be the number of tuplest? ∈ T ? wheret?[Q] = q? andt?[S] = s′; and
let f(s′ | q?) be the conditional probability of the sensitive attribute beings′ conditioned on the fact that the nonsensitive
attributeQ is someq′ which can be generalized toq?. Then the observed belief thatX[S] = s is given by:

β(q,s,T ?) =
n(q?,s)

f(s|q)
f(s|q?)∑

s′∈S n(q?,s′)
f(s′|q)
f(s′|q?)

(1)

Proof. For ease of reference, we review the notation used in this proof in Figure 3.
To help us model the adversary’s uncertainty about the value of Bob’s sensitive attribute after seeing the anonymized table

T ?, we will construct a set ofrandom worldssuch thatT ? could have come from any one of these random worlds with equal
probability. In all of these worlds, Bob (orX, as we will call him in this proof) appears inT ?. In any two different random
worlds, either some individual in the population has a different value for the sensitive attribute, or a different set of individuals
appear inT ?. Since the random worlds are equally likely and mutually exclusive, the required conditional probability is the
fraction of the total number of worlds in whichX[S] = s (as in [11]).
Constructing the set of random worlds:
Formally, a random world is a pair(ψ, Zn) whereψ : Ω → S is an assignment of sensitive values for each individual
ω ∈ Ω andZn is a simple random sample ofn individuals fromΩ. We are interested in only those assignmentsψ which are
consistent with the adversary’s background knowledge. In particular, the adversary knows the size ofΩ and the distribution of
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Notation Description
T Un-anonymized table
T ? The anonymized table
Q Domain of the quasi-identifier attribute
Q? Generalized domain of the quasi-identifier attribute
S Domain of the sensitive attribute
Ω Population of individuals
X Bob, the individual in the populationΩ with X[Q] = q and who is known to be inT
Nq Number of individualsw in the populationΩ such thatw[Q] = q

N(q,s) Number of individualsw in the populationΩ such thatw[Q] = q andw[S] = s
N(q?,s) Number of individualsw in the populationΩ such thatw[S] = s andw[Q?] = q?

n Number of tuples in the anonymized tableT ?

n(q?,s) Number of tuplest? in the anonymized tableT ? such thatt?[S] = s andt?[Q?] = q?

Figure 3. Notation used in the Proof of Theorem 3.1

sensitive and nonsensitive attributes; in other words, for every(q, s), the adversary knowsN(q,s) – the number of individuals
with nonsensitive attributeq who have sensitive values. Therefore for every(q, s), ψ should assign the values to exactly
N(q,s) out of theNq individuals who have the nonsensitive valueq. Note that in any two distinct assignmentsψ1, ψ2 there
is some individualω such thatψ1(ω) 6= ψ2(ω); i.e.,ω is assigned to different values ofS. Moreover, given only knowledge
of the distribution of sensitive and nonsensitive attributes, the adversary has no preference for any of theψ and, invoking the
principle of indifference, considers eachψ to be equally likely.

The second component of a random world isZn. Zn is a sizen simple random sample from the populationΩ. By the
definition of a simple random sample, eachZn is equally likely. Since the sampleZn is picked independent of the assignment
ψ, each random world(ψ, Zn) is equally likely.

Each(ψ, Zn) describes a tableT(ψ,Zn) containingn tuples withQ andS as attributes. We are interested in only those
random worlds whereX appears inT(ψ,Zn) and whereT(ψ,Zn) →? T ?. We can rephrase this condition as follows. We say
that a random world(ψ, Zn) is compatiblewith the published tableT ? containingX, written as(ψ,Zn) ` (T ?, X), if the
following two conditions hold:

• X ∈ Zn, whereX is the individual withX[Q] = q who is known to be in the table; and

• for every(q?, s) pair there aren(q?,s) individualsω in Zn such thatω[Q] is generalized toq? and such thatψ(ω) = s.

The set of compatible random worlds completely characterizes the set of worlds which give rise to the anonymized table
T ? containingX. It is clear that these worlds are equally likely. Also any two compatible random worlds are mutually
exclusive because either some individual in the population is assigned a different value forS or the sample of individualsZn

is different.
Calculating the conditional probability β(q,s,T ?):
To calculate the conditional probabilityβ(q,s,T ?), we need to find the fraction of the total number of compatible random
worlds in whichX is assigned the sensitive values. Let T ?

X = {(ψ, Zn) ` (T ?, X)} be the set of random worlds which are
compatible withT ? containingX. Let T ?

(X,s) = {(ψ, Zn) ` (T ?, X)| ψ(X) = s} be the set of random worlds compatible
with T ? whereX is assigned the sensitive values. Then,

β(q,s,T ?) =
|T ?

(X,s)|
|T ?

X |
Note thatT ?

(X,s1)
andT ?

(X,s2)
are disjoint sets of random worlds – in all the worlds inT ?

(X,s1)
, X is assigned the sensitive

values1 and in all the world inT ?
(X,s2)

, X is assigned the sensitive values2. Thus

|T ?
X | =

∑

s′∈S

|T ?
(X,s′)|

We now proceed to calculate the cardinality ofT ?
(X,s) for eachs. First we will compute the number of assignmentsψ such

thatψ(X) = s and then for eachψ we will compute the number of samplesZn such that(ψ, Zn) ` (T ?, X). The number of
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assignmentsψ compatible with the background knowledge such thatψ(X) = s can be calculated as follows.X is assigned
the sensitive values. SinceX[Q] = q, out of the remainingNq − 1 individuals having the nonsensitive valueq, N(q,s) − 1
of them are assigneds. For every other sensitive values′, N(q,s′) out of theNq − 1 individuals are assigneds′. For every
q′ 6= q and everys′, someN(q′,s′) out of theN ′

q individuals having the nonsensitive valueq′ are assigneds′. The number of
these assignments is

(Nq − 1)!
(N(q,s) − 1)!

∏
s′ 6=s

N(q,s′)!

∏

q′ 6=q

Nq′ !∏
s′∈S

N(q′,s′)!

=
N(q,s)

Nq

∏

q′∈Q

Nq′ !∏
s′∈S

N(q′,s′)!
(2)

For each mappingψ such thatψ(X) = s, we count the number ofZn’s such that(ψ, Zn) ` (T ?, X) as follows. Letq? be
the generalized value ofq = X[Q]. X ’s record will appear ast?X = (q?, s) in the tableT ?. Apart from t?X , T ? contains
n(q?,s) − 1 other tuples of the form(q?, s). Hence, apart fromX, Zn should containn(q?,s) − 1 other individualsω with
ψ(ω) = s andω[Q] = q′ whereq′ generalizes toq?. For all other(q?′, s′) such thatq?′ 6= q? or s′ 6= s, Zn should contain
n(q?′,s′) individualsω′ whereψ(ω′) = s′ andq?′ is the generalized value ofω[Q]. The number ofZn’s is given by

(
N(q?,s) − 1
n(q?,s) − 1

) ∏

(q?′,s′)∈(Q?×S)\{(q?,s)}

(
N(q?′,s′)

n(q?′,s′)

)

=
nq?,s

N(q?,s)

∏

(q?′,s′)∈Q?×S

(
N(q?′,s′)

n(q?′,s′)

)
(3)

The cardinality ofT ?
(X,s) is therefore the product of Equations 2 and 3 and can be expressed as

|T ?
(X,s)| =

N(q,s)

Nq

∏

q′∈Q

Nq′ !∏
s′∈S

N(q′,s′)!
× nq?,s

N(q?,s)

∏

(q?′,s′)∈Q?×S

(
N(q?′,s′)

n(q?′,s′)

)

= n(q?,s)

N(q,s)

N(q?,s)
× 1

Nq

∏

q′∈Q

Nq′ !∏
s′∈S

N(q′,s′)!
×

∏

(q?′,s′)∈Q?×S

(
N(q?′,s′)

n(q?′,s′)

)

= n(q?,s)

N(q,s)

N(q?,s)
× E

The expressionE is the same for alls′ ∈ S. Hence, the expression for the observed belief is

β(q,s,T ?) =
|T ?

(X,s)|∑
s′∈S |T ?

(X,s′)|

=
n(q?,s)

N(q,s)

N(q?,s)∑
s′∈S n(q?,s′)

N(q,s′)
N(q?,s′)

Using the substitutionsf(q, s) = N(q,s)/N andf(q?, s) = N(q?,s)/N , we get the required expression.

β(q,s,T ?) =
n(q?,s)

f(q,s)
f(q?,s)∑

s′∈S n(q?,s′)
f(q,s′)
f(q?,s′)

=
n(q?,s)

f(s|q)
f(s|q?)∑

s′∈S n(q?,s′)
f(s′|q)
f(s′|q?)

Note that in the special case whenS andQ are independent, The expression for the observed belief simplifies to
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β(q,s,T ?) =
n(q?,s)

f(s|q)
f(s|q?)∑

s′∈S n(q?,s′)
f(s′|q)
f(s′|q?)

=
n(q?,s)

f(s)
f(s)∑

s′∈S n(q?,s′)
f(s′)
f(s′)

=
n(q?,s)∑

s′∈S n(q?,s′)

Armed with a way of calculating Alice’s belief about Bob’s private data after she has seenT ∗, let us now examine some
principles for building definitions of privacy.

3.2. Privacy Principles

Given the adversary’s background knowledge, a published tableT ? might leak private information in two important ways:
positive disclosureandnegative disclosure.

Definition 3.1 (Positive disclosure). Publishing the tableT ? that was derived fromT results in apositive disclosureif the
adversary can correctly identify the value of a sensitive attribute with high probability; i.e., given aδ > 0, there is a positive
disclosure ifβ(q,s,T ?) > 1− δ and there existst ∈ T such thatt[Q] = q andt[S] = s.

Definition 3.2 (Negative disclosure). Publishing the tableT ? that was derived fromT results in anegative disclosureif the
adversary can correctly eliminate some possible values of the sensitive attribute (with high probability); i.e., given anε > 0,
there is a negative disclosure ifβ(q,s,T ?) < ε and there exists at ∈ T such thatt[Q] = q but t[S] 6= s.

The homogeneity attack in Section 1.1 where Alice determined that Bob has cancer is an example of a positive disclosure.
Similarly, in the example from Section 1.1, even without background knowledge Alice can deduce that Umeko does not have
cancer. This is an example of a negative disclosure.

Note that not all positive disclosures are disastrous. If the prior belief was thatα(q,s) > 1 − δ, the adversary would not
have learned anything new. Similarly, negative disclosures are not always bad: discovering that Bob does not have Ebola
might not be very serious because the prior belief of this event was small. Hence, the ideal definition of privacy can be based
on the following principle:

Principle 1 (Uninformative Principle). The published table should provide the adversary with little additional information
beyond the background knowledge. In other words, there should not be a large difference between the prior and posterior
beliefs.

The uninformative principle can be instantiated in several ways, for example with the(ρ1, ρ2)-privacy breach definition
[41].

Definition 3.3 ((ρ1, ρ2)-privacy). Given a tableT ∗ and two constantsρ1 andρ2, we say that a(ρ1, ρ2)-privacy breach has
occurred when eitherα(q,s) < ρ1 ∧ β(q,s,T ?) > ρ2 or whenα(q,s) > 1 − ρ1 ∧ β(q,s,T ?) < 1 − ρ2. If a (ρ1, ρ2)-privacy
breach has not occurred, then tableT ∗ satisfies(ρ1, ρ2)-privacy.

An alternative privacy definition based on the uninformative principle would bound the maximum difference between
α(q,s) andβ(q,s,T ?) using any of the functions commonly used to measure the difference between probability distributions.
Any privacy definition that is based on the uninformative principle, and instantiated either by a(ρ1, ρ2)-privacy breach
definition or by bounding the difference betweenα(q,s) andβ(q,s,T ?) is a Bayes-optimal privacy definition. The specific
choice of definition depends on the application.

Note that any Bayes-optimal privacy definition captures diversity in addition to background knowledge. To see how it
captures diversity, suppose that all the tuples whose nonsensitive attributeQ have been generalized toq? have the same value
s for their sensitive attribute. Thenn(q?,s′) = 0 for all s′ 6= s and hence the value of the observed beliefβ(q,s,T ?) becomes 1
in Equation 1. This will be flagged as a breach whenever the prior belief is not close to 1.
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3.3. Limitations of the Bayes-Optimal Privacy

For the purposes of our discussion, we are more interested in the properties of Bayes-optimal privacy rather than its exact
instantiation. In particular, Bayes-optimal privacy has several drawbacks that make it hard to use in practice.

Insufficient Knowledge. The data publisher is unlikely to know the full distributionf of sensitive and nonsensitive
attributes over the general populationΩ from whichT is a sample.

The Adversary’s Knowledge is Unknown. It is also unlikely that the adversary has knowledge of the complete joint
distribution between the non-sensitive and sensitive attributes. However, the data publisher does not know how much the
adversary knows. For example, in the background knowledge attack in Section 1.1, Alice knew that Japanese have a low
incidence of heart disease, but the data publisher did not know that Alice knew this piece of information.

Instance-Level Knowledge.The theoretical definition does not protect against knowledge that cannot be modeled proba-
bilistically. For example, suppose Bob’s son tells Alice that Bob does not have diabetes. The theoretical definition of privacy
will not be able to protect against such adversaries.

Multiple Adversaries. There will likely be multiple adversaries with different levels of knowledge, each of which is
consistent with the full joint distribution. Suppose Bob has a disease that is (a) very likely among people in the age group
[30-50], but (b) is very rare for people of that age group who are doctors. An adversary who only knows the interaction
of age and illness will think that it is very likely for Bob to have that disease. However, an adversary who also knows that
Bob is a doctor is more likely to think that Bob does not have that disease. Thus, although additional knowledge can yield
better inferences on average, there are specific instances where it does not. Thus the data publisher must take into account all
possible levels of background knowledge.

In the next section, we present a privacy definition that eliminates these drawbacks.

4. `-Diversity: A Practical Privacy Definition

In this section we discuss how to overcome the difficulties outlined at the end of the previous section. We derive the
`-diversity principle (Section 4.1), show how to instantiate it with specific definitions of privacy (Section 4.2), outline how
to handle multiple sensitive attributes (Section 4.3), and discuss how`-diversity addresses the issues raised in the previous
section (Section 4.4).

4.1. The`-Diversity Principle

In this subsection we will derive the principle of`-diversity in two ways. First, we will derive it in an ideal theoretical
setting where it can be shown that the adversary’s background knowledge will not lead to a privacy breach. Then we will re-
derive thè -diversity principle from a more practical starting point and show that even under less-than-ideal circumstances,
`-diversity can still defend against background knowledge that is unknown to the data publisher. Although the arguments in
this subsection can be made precise, we will keep our discussion at an intuitive level for the sake of clarity.

Let us re-examine the expression for computing the adversary’s observed belief (Theorem 3.1):

β(q,s,T ?) =
n(q?,s)

f(s|q)
f(s|q?)∑

s′∈S n(q?,s′)
f(s′|q)
f(s′|q?)

(4)

For the moment, let us consider an ideal setting where if two objects have “similar” nonsensitive attributes then their
sensitive attributes have similar probabilistic behavior. More formally, given a similarity measured(·, ·) then∀ε > 0, ∃δ
such that ifd(q1, q2) < δ thenmaxs |f(s|q1)−f(s|q2)| < ε. This similarity assumption is implicit in allk-Nearest Neighbor
classifiers.

Now let us define aq?-block to be the set of tuples inT ? whose nonsensitive attribute values generalize toq?. If all
tuples in aq?-block are “similar” based on their nonsensitive attributes, thenf(s|q) ≈ f(s|q?) for thoseq that appear in the
q?-block, and because of (approximate) cancellations, Equation 4 could be approximated arbitrarily well by Equation 5:

L(q, s, T ?) =
n(q?,s)∑

s′∈S n(q?,s′)
(5)

Thus given enough data and a good partitioning, background knowledge cancels out and has no effect on the inferences
that can be made from the table! The only inferences that can be made are those that depend solely on then(q∗,s′) – the
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frequencies of eachs′ ∈ S for eachq∗-block. Therefore to prevent privacy breaches, we need to ensure for everyq∗-block
that the` most frequent values ofS have roughly the same frequencies. This guarantees thatP (s|q∗) ≤ 1/(` + ε) for some
smallε > 0 and for alls ∈ S and ensures that Alice will be uncertain about Bob’s true medical condition. This is the essence
of `-diversity.

All of those arguments relied on the following three assumptions: tuples with similar non-sensitive attributes values have
similar sensitive attributes values, there is a good partitioning of the data, and there is a large amount of data so that many
“similar” tuples fall into each partition. Let us re-examine privacy breaches when these assumptions do not hold.

Recall that Theorem 3.1 allows us to calculate the observed belief of the adversary. Consider the case of positive
disclosures; i.e., Alice wants to determine that Bob hast[S] = s with very high probability. From Theorem 3.1, this can
happen only when:

∃s, ∀s′ 6= s, n(q?,s′)
f(s′|q)
f(s′|q?)

¿ n(q?,s)
f(s|q)
f(s|q?)

(6)

The condition in Equation (6) could occur due to a combination of two factors: (i) a lack of diversity in the sensitive attributes
in theq?-block, and/or (ii) strong background knowledge. Let us discuss these in turn.

Lack of Diversity. Lack of diversity in the sensitive attribute manifests itself as follows:

∀s′ 6= s, n(q?,s′) ¿ n(q?,s) (7)

In this case, almost all tuples have the same values for the sensitive attributeS, and thusβ(q,s,T ?) ≈ 1. Note that this
condition can be easily checked since it only involves counting the values ofS in the published tableT ?. We can ensure
diversity by requiring thatall the possible valuess′ ∈ domain(S) occur in theq?-block with roughly equal proportions.
This, however, is likely to cause significant loss of information: ifdomain(S) is large then theq?-blocks will necessarily
be large and so the data will be partitioned into a small number ofq?-blocks. Another way to ensure diversity and to guard
against Equation 7 is to require that aq?-block has at least̀≥ 2 different sensitive values such that the` most frequent values
(in theq?-block) have roughly the same frequency. We say that such aq?-block iswell-represented bỳsensitive values.

Strong Background Knowledge. The other factor that could lead to a positive disclosure (Equation 6) is strong back-
ground knowledge. Even though aq?-block may havè “well-represented” sensitive values, Alice may still be able to use
her background knowledge to eliminate sensitive values when the following is true:

∃s′, f(s′|q)
f(s′|q?)

≈ 0 (8)

This equation states that Bob with quasi-identifiert[Q] = q is much less likely to have sensitive values′ than any other
individual in theq?-block. For example, Alice may know that Bob never travels, and thus he is extremely unlikely to have
Ebola. It is not possible for a data publisher to reveal some information about the data while still guarding against attacks
employing arbitrary amounts of background knowledge (since the revealed information may be precisely what the adversary
needs to recreate the entire table). However, the data publisher can still guard against many attacks even without having
access to Alice’s background knowledge. In our model, Alice might know the distributionf(q, s) over the sensitive and non-
sensitive attributes, in addition to the conditional distributionf(s|q). The most damaging type of such information has the
form f(s|q) ≈ 0, e.g., “men do not have breast cancer”, or the form of Equation 8, e.g., “Japanese have a very low incidence
of heart disease”. Note thata priori information of the formf(s|q) = 1 is not as harmful since this positive disclosure is
independent of the published tableT ?. Alice can also eliminate sensitive values with instance-level knowledge such as “Bob
does not have diabetes”.

In spite of such background knowledge, if there are` “well represented” sensitive values in aq?-block, then Alice needs
`− 1 damaging pieces of background knowledge to eliminate`− 1 possible sensitive values and infer a positive disclosure!
Thus, by setting the parameter`, the data publisher can determine how much protection is provided against background
knowledge — even if this background knowledge is unknown to the publisher.

Note that Alice may knoẁ pieces of instance-level background knowledge of the form “individualXi does not have
diseaseY ” (for i = 1 . . . `), where eachXi is a different individual. However, we have been talking only about eliminating
sensitive values for a single individual. It has been shown [55] that for a specific individual Bob, the worst case disclosure
occurs whenXi = Bob in all the` pieces of information Alice possesses.

Moreover, when inferring information about Bob, knowing the exact sensitive values of some other individuals in the
table is less damaging than statements of the form “Bob does not have cancer”. This is because knowing the sensitive value
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Non-Sensitive Sensitive
Zip Code Age Nationality Condition

1 1305* ≤ 40 ∗ Heart Disease
4 1305* ≤ 40 ∗ Viral Infection
9 1305* ≤ 40 ∗ Cancer
10 1305* ≤ 40 ∗ Cancer
5 1485* > 40 ∗ Cancer
6 1485* > 40 ∗ Heart Disease
7 1485* > 40 ∗ Viral Infection
8 1485* > 40 ∗ Viral Infection
2 1306* ≤ 40 ∗ Heart Disease
3 1306* ≤ 40 ∗ Viral Infection
11 1306* ≤ 40 ∗ Cancer
12 1306* ≤ 40 ∗ Cancer

Figure 4. 3-DiverseInpatient Microdata

for some other individual only eliminates from consideration one tuple that may have corresponded to Bob while the latter
statement eliminatesat leastone tuple.

Putting these two arguments together, we arrive at the following principle.

Principle 2 (`-Diversity Principle). A q?-block is`-diverse if contains at least̀“well-represented” values for the sensitive
attributeS. A table is`-diverse if everyq?-block is`-diverse.

Returning to our example, consider the inpatient records shown in Figure 1. We present a 3-diverse version of the table
in Figure 4. Comparing it with the 4-anonymous table in Figure 2 we see that the attacks against the 4-anonymous table are
prevented by the 3-diverse table. For example, Alice cannot infer from the 3-diverse table that Bob (a 31 year old American
from zip code 13053) has cancer. Even though Umeko (a 21 year old Japanese from zip code 13068) is extremely unlikely
to have heart disease, Alice is still unsure whether Umeko has a viral infection or cancer.

The`-diversity principle advocates ensuring` “well represented” values for the sensitive attribute in everyq?-block, but
does not clearly state what “well represented” means. Note that we called it a “principle” instead of a definition — we will
use it to give two concrete instantiations of the`-diversity principle and discuss their relative trade-offs.

4.2.`-Diversity: Instantiations

In this section we will give two instantiations of the`-diversity principle: entropỳ -diversity and recursivè-diversity.
After presenting the basic definitions, we’ll extend them to cases where some positive disclosure is allowed.

The first instantiation of thè-diversity principle, and the simplest one to describe, uses the information-theoretic notion
of entropy:

Definition 4.1 (Entropy`-Diversity [60]). A table isEntropy`-Diverseif for everyq?-block

−
∑

s∈S

p(q?,s) log(p(q?,s′)) ≥ log(`)

wherep(q?,s) = n(q?,s)P
s′∈S

n(q?,s′)
is the fraction of tuples in theq?-block with sensitive attribute value equal tos.

As a consequence of this condition, everyq?-block has at least̀ distinct values for the sensitive attribute. Using this
definition, Figure 4 is actually2.8-diverse.

Entropy`-diversity was first proposed by Ohrn et al. [60] as a way of defending against the homogeneity problem (without
considering the role of background knowledge). Note that entropy`-diversity captures the notion of well-represented groups
due to the fact that entropy increases as frequencies become more uniform. We can also capture the role of background
knowledge more explicitly with an alternate definition.
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Let s1, . . . , sm be the possible values of the sensitive attributeS in a q?-block. Assume that we sort the countsn(q?,s1),
. . . , n(q?,sm) in descending order and name the elements of the resulting sequencer1, . . . , rm. One way to think about
`-diversity is the following: the adversary needs to eliminate at least` − 1 possible values ofS in order to infer a positive
disclosure. This means that, for example, in a 2-diverse table, none of the sensitive values should appear too frequently. We
say that aq?-block is (c, 2)-diverse ifr1 < c(r2 + · · · + rm) for some user-specified constantc. For ` > 2, we say that a
q?-block satisfiesrecursive(c, `)-diversity if we can eliminate one possible sensitive value in theq?-block and still have a
(c, `−1)-diverse block. This recursive definition can be succinctly stated as follows:

Definition 4.2 (Recursive(c, `)-Diversity). In a givenq?-block, letri denote the number of times theith most frequent
sensitive value appears in thatq?-block. Given a constantc, theq?-block satisfiesrecursive(c, `)-diversity if r1 < c(r` +
r`+1 + · · · + rm). A tableT ? satisfies recursive(c, `)-diversity if everyq?-block satisfies recursivè-diversity. We say that
1-diversity is always satisfied.

Now, both entropy and recursivè-diversity may be too restrictive. To see why, let us first look at entropy`-diversity.
Since−x log(x) is a concave function, it can be shown that if we split aq?-block into two sub-blocksq?

a and q?
b then

entropy(q?) ≥ min(entropy(q?
a), entropy(q?

b )). This implies that in order for entropỳ-diversity to be possible, the entropy
of the entire table must be at leastlog(`). This might not be the case, especially if one value of the sensitive attribute is very
common – for example, if 90% of the patients have “heart problems” as the value for the “Medical Condition” attribute.

This is also a problem with recursivè-diversity. It is easy to see that if 90% of the patients have “heart problems” as
the value for the “Medical Condition” attribute then there will be at least oneq∗-block where “heart problems” will have
frequency of at least 90%. Therefore if we choosec < 9 in Definition 4.2, no generalization of the base table will satisfy
recursive(c, `)-diversity.

One the other hand, some positive disclosures may be acceptable. For example, a clinic might be allowed to disclose that
a patient has a “heart problem” because it is well known that most patients who visit the clinic have heart problems. It may
also be allowed to disclose that “Medical Condition” = “Healthy” if this is not considered an invasion of privacy.

At this point one may be tempted to remove tuples with nonsensitive “Medical Condition” values, publish them unaltered,
and then create aǹ-diverse version of the remaining dataset. In some cases this is acceptable. However, there are three
important issues why the above suggestion may not be acceptable: the anonymity of the unaltered tuples, the privacy of the
remaining tuples, and the utility of the resulting published data.

First, publishing unaltered tuples gives an adversary the ability to link them to external data and identify the corresponding
individuals. This may be considered a privacy breach [20], since it is reasonable for individuals to object to being identified
as respondents in a survey. To avoid this one could publish ak-anonymous version of tuples with nonsensitive “Medical
Condition” values and à-diverse version of the rest of the table.

Second, separating individuals with nonsensitive medical conditions from the rest can impact the individuals withsensitive
medical conditions. As an extreme case, suppose “Medical Condition” can only take two values: “Healthy” and “Sick”.
There is no way to achieve2-diversity on the table of patients that are sick; if Alice knows Bob is in the table and Bob is not
listed as a healthy patient, he must then be sick. More generally, separating records with sensitive values from records with
nonsensitive values reduces the possible choices for the security parameter`.

A third issue with partitioning the data into two tables is related to the utility of the data for a researcher. Since each of
the tables is smaller than the whole dataset, to satisfyk-anonymity and̀ -diversity the tables might have to be generalized
more than if a single table had been anonymized. For instance, consider a table reporting the “Gender” and “Medical
Condition” of 2,000 individuals, where the attribute “Medical Condition” can take three values: “Healthy”, “Cancer”, and
“Hepatitis”. In this table there are 1,000 males and 1,000 females. 700 of the 1,000 males are “Healthy” and the other 300
have “Hepatitis”. 700 of the 1,000 females are “Healthy” while the other 300 have “Cancer”. If the disclosure of “Medical
Condition” = “Healthy” is not considered an invasion of privacy, then this table satisfies2-diversity (and thus requires no
further generalizations). In contrast, if we were to publish the “Healthy” patients separately, we would need to suppress the
gender information of the unhealthy individuals in order to achieve2-diversity on the table containing the unhealthy patients.

Additionally, if the data is separated then the two resulting tables are likely to have different schemas. For example, one
table may be generalized so that “Age” appears as an interval of length 5 (i.e. [30-34]) and only the first 4 digits of “Zip
Code” are given, while the second table may give the full “Zip Code” but may generalize “Age” to intervals of length 10.
Learning from such data is not as straightforward as learning from a single table.

Thus an alternate approach is needed to handle the case when some of the values in the domain of the sensitive attribute
need not be kept private. To capture this notion that some positive disclosure is acceptable, letY be the set of those sensitive
values for which positive disclosure is allowed. We callY a don’t-careset. Note that we are not worried about those values
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being too frequent. Letsy be the most frequent sensitive value in theq?-block that isnot in Y and letry be the associated
frequency. Then theq?-block satisfies̀ -diversity if we can eliminate thè− 2 most frequent values ofS not includingry

without makingsy too frequent in the resulting set. This is the same as saying that after we remove the sensitive values with
countsr1, . . . , ry−1, then the result is(`− y + 1)-diverse. This brings us to the following definition.

Definition 4.3. (Positive Disclosure-Recursive(c, `)-Diversity). LetY ⊂ S be a don’t-care set. In a givenq?-block, let the
most frequent sensitive value not inY be theyth most frequent sensitive value. Letri denote the frequency of theith most
frequent sensitive value in theq?-block. Such aq?-block satisfiespd-recursive(c, `)-diversity if one of the following hold:

• y ≤ `− 1 andry < c
m∑

j=`

rj

• y > `− 1 andry < c
y−1∑

j=`−1

rj + c
m∑

j=y+1

rj

We denote the summations on the right hand side of the both conditions bytailq?(sy).

Now, note that ifry = 0 then theq?-block only has sensitive values that can be disclosed and so both conditions in
Definition 4.3 are trivially satisfied. Second, note that ifc > 1 then the second condition clearly reduces to just the condition
y > `− 1 becausery ≤ r`−1. The second condition states that even though the`− 1 most frequent values can be disclosed,
we still do not wantry to be too frequent if̀ − 2 of them have been eliminated (i.e., we want the result to be 2-diverse).

To see this definition in action, suppose there are two values for “Medical Condition”,healthyandnot healthy. If healthy
is a don’t-care value, then(c, 2)-diversity states that the number of sick patients in aq∗-block is less thanc times the number
of healthy patients or, equivalently, at mostcc+1 patients in aq∗-block are sick. Thus ifc = 0.03 then at most3% of the
patients in anyq∗-block are not healthy, and ifc = 1 then at most half the patients in anyq∗-block are not healthy.

Entropy`-diversity can also be extended to handle don’t-care sets. The description of entropy`-diversity with don’t-care
sets is a bit more involved, so before we present it, we shall briefly touch upon the subject of negative disclosure.

Until now we have treated negative disclosure as relatively unimportant compared to positive disclosure. However, nega-
tive disclosure may also be important. IfW is the set of values for the sensitive attribute for which negative disclosure is not
allowed then, given a user-specified constantc2 < 100, we require that eachs ∈ W appear in at leastc2-percent of the tuples
in everyq?-block, resulting in the following definition. This is incorporated into`-diversity definitions in a straightforward
way:

Definition 4.4. (Negative/Positive Disclosure-Recursive(c1, c2, `)-Diversity). Let W be the set of sensitive values for
which negative disclosure is not allowed. A table satisfiesnpd-recursive(c1, c2, `)-diversityif it satisfies pd-recursive(c1, `)-
diversity and if everys ∈ W occurs in at leastc2 percent of the tuples in everyq?-block.

We now conclude this subsection with a definition of entropy`-diversity that uses don’t-care sets. The extension of
entropy`-diversity is more complicated than for recursive`-diversity, but the motivation is similar. LetS be a sensitive
attribute. Suppose we have aq∗-block qA where the values ofS ares1, s2, . . . , sn with corresponding countsp1, . . . , pn

(note that unlike before, we don’t require the counts to be sorted; thuspi is shorthand forn(qA,si)). Furthermore, supposes1

belongs to the don’t-care set so that we can safely disclose the value ofS when it equalss1. If in this hypotheticalq∗-block,
90% of the tuples have sensitive values1, then this block has a low entropy. Now consider aq∗-block qB with sensitive
valuess1, s2, . . . , sn with countsp′1, p2, p3, . . . , pn (wherep′1 > p1). The blockqB is just likeqA except that there are more
tuples with the don’t-care values1.

Intuitively, sinces1 is a don’t-care value,qB cannot pose more of a disclosure risk thatqA. Thus if we were free to
adjust the valuep1, we should expect that disclosure risk does not decrease when we decreasep1 and disclosure risk does
not increase when we increasep1. Treatingp1 as a variable, let’slower it from its initial setting inqA to the unique valuep∗

that would maximize the entropy of theq∗-block. The original disclosure risk ofqA cannot be any higher than the disclosure
risk at the optimum valuep∗. We will compute the entropy at this optimum valuep∗ and set the disclosure risk ofqA to
be this value. In the more general case (with more than one don’t-care value), we determine what is the maximum entropy
we would get if we lowered the counts corresponding to don’t-care values from their initial values. We call this maximum
entropy value theadjusted entropyand it will serve as the disclosure risk of theq∗-block: if the adjusted entropy is larger
thanlog ` then the block is considered̀-diverse.

Before we formalize this, we should note that this type of argument will also yield our original definition for recursive
`-diversity in the presence of don’t-care sets. One can easily check that ifp′′ is the count of the most frequent sensitive
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value (not in the don’t care set) andφ1, . . . , φr are the counts of don’t-care values that appear more frequently, the recursive
`-diversity procedure for don’t-care sets lowers the valuesφ1, . . . , φr to set them equal top′′, and then checks if the resulting
block satisfies ordinary recursive`-diversity.

To formalize the notion of adjusted entropy, we need the following notation. For nonnegative valuesx1, . . . , xn such that∑
xi = 1, denote the entropy as:

H(x1, . . . , xn) = −
m∑

i=1

xi log xi

with the understanding that0 log 0 = 0. For arbitrary nonnegative numbersx1, . . . , xn, denote thenormalized entropyas:

Ĥ(x1, . . . , xn) = −
n∑

i=1

xi
n∑

j=1

xj

log




xi
n∑

j=1

xj


 (9)

First, we define adjusted entropy, and then show how to compute it.

Definition 4.5 (Adjusted Entropy). Let S be a sensitive attribute with don’t-care valuesy1, . . . , yr and sensitive values
s1, . . . , sm. Let qA be aq∗-block where the don’t-care valuesyi have countsφi and the sensitive valuessj have countspj .
Theadjusted entropyof qA is defined as:

sup
0≤xi≤φi; i=1,...,r

Ĥ(x1, . . . , xr, p1, . . . , pm) (10)

The maximizing values of thexi in Definition 4.5 are closely related to the function

M(c1, . . . , ck) =

k∑
i=1

ci log ci

k∑
i=1

ci

which we call thelog-entropic meanof c1, . . . , ck (because it is the weighted average of their logarithms).3 We show that there
exists a unique vector(c1, c2, . . . , cr) that maximizes Equation 10 and we can characterize it with the following theorem:

Theorem 4.1. There is a unique vector(c1, c2, . . . , cr) such that the assignmentxi = ci maximizes Equation 10. Further-
more, letθ = max({φi | ci = φi} ∪ {0}). If φj ≤ θ thencj = φj . If φj > θ thenlog cj is the log-entropic mean of the set
{p1, . . . , pm} ∪ {φi | φi = ci}, andθ is the minimum value for which this condition can be satisfied.

The proof of this theorem is rather technical and can be found in Appendix A. This theorem tells us that some coordinates
will achieve their upper boundφi (i.e., they will not be lowered from their initial values). We call these thefixedcoordinates.
The rest of the coordinates, called thechangeablecoordinates, will be adjusted down until their logarithms equal the log-
entropic mean of the fixed coordinates and the counts of the sensitive values (in particular, it means that ifcj is the value of
an unchangeable coordinate, thenlog φj must be larger than that log-entropic mean). The theorem also tells us that there is a
cutoff valueθ such that all coordinates with with upper bound> θ will be changeable and the rest will be fixed. Finally, the
theorem also tells us that we should choose the minimum cutoff value for which this is possible.

The computation of adjusted entropy is shown in Algorithm 1. We illustrate the algorithm with a sample run-through.
Suppose there are four don’t-care valuesy1, y2, y3, andy4 with counts 11, 10, 3, and 2, respectively; and suppose there
are two sensitive valuess1 ands2 with counts3 and4, respectively. Initially we compute the log-entropic mean ofs1 and
s2, which is 1.263. Now,y4 has the smallest count among don’t-care values andlog y4 = 0.693 which is less than the
log-entropic mean. We conclude thaty4 is a fixed value, and we compute the log-entropic mean of{y4, s1, s2}, which is
1.136. Now,y3 has the next smallest count among don’t-care values. The valuelog y3 is 1.099, which is less than the new
log-entropic mean. Thusy3 is also fixed and we compute the log-entropic mean of{y4, y3, s1, s2} which is 1.127. The next
value we consider isy2. Now log y2 = 2.30 which is greater than the log-entropic mean. Thusy2 andy1 are the changeable

3Note that the log-entropic mean is the logarithm of a weighted geometric mean of theci, which itself belongs to a general class of means called the
entropic means[17].

14



Algorithm 1 : AdjustedEntropy(φ1, . . . , φr, p1, . . . , pm)
Require: φi ≥ 0, pj ≥ 0

1: for all i = 1, . . . , r do
2: xi ← φi

3: end for
4: fixed ← {p1, . . . , pm}
5: changeable ← {x1, . . . , xr}
6: m ← M(fixed)
7: while log(min(changeable)) < m do
8: i = argminj:xj∈changeable xj

9: fixed = fixed∪{xi}
10: changeable = changeable \{xi}
11: m ← M(fixed)
12: end while
13: for all xi ∈ changeable do
14: xi ← em

15: end for
16: return Ĥ(x1, . . . , xr, p1, . . . , pm)

values and the cutoffθ described by Theorem 4.1 must be 3 (the value ofy3). Thus the adjusted entropy should be the
normalized entropy of{e1.127, e1.127, y3, y4, s1, s2}.

Clearly the definition of adjusted entropy is consistent with entropy`-diversity when there are no don’t-care values. Thus
to verify correctness of the algorithm, we just need to prove Theorem 4.1. The interested reader may find the proof in
Appendix A.

4.3. Multiple Sensitive Attributes

Multiple sensitive attributes present some additional challenges. SupposeS andV are two sensitive attributes, and con-
sider theq?-block with the following tuples:{(q?, s1, v1), (q?, s1, v2), (q?, s2, v3), (q?, s3, v3)}. This q?-block is 3-diverse
(actually recursive (2,3)-diverse) with respect toS (ignoringV ) and 3-diverse with respect toV (ignoringS). However, if
we know that Bob is in this block and his value forS is nots1 then his value for attributeV cannot bev1 or v2, and therefore
must bev3. One piece of information destroyed his privacy. Thus we see thata q∗-block that is`-diverse in each sensitive
attribute separately may still violate the principle of`-diversity.

Intuitively, the problem occurred because within theq∗-block, V was not well-represented for each value ofS. Had we
treatedS as part of the quasi-identifier when checking for diversity inV (and vice versa), we would have ensured that the
`-diversity principle held for the entire table. Formally,

Definition 4.6 (Multi-Attribute `-Diversity). Let T be a table with nonsensitive attributesQ1, . . . , Qm1 and sensitive at-
tributesS1, . . . , Sm2 . We say thatT is `-diverse if for alli = 1 . . . m2, the tableT is `-diverse whenSi is treated as the sole
sensitive attribute and{Q1, . . . , Qm1 , S1, . . . , Si−1, Si+1, . . . , Sm2} is treated as the quasi-identifier.

As the number of sensitive attributes grows, it is not hard to see that we will necessarily need larger and largerq∗-blocks
to ensure diversity. This problem may be ameliorated through tuple suppression, generalization on the sensitive attributes,
and publishing marginals (rather than the full table) containing different sensitive attributes. This is a subject for future work.

4.4. Discussion

Recall that we started our journey into Section 4 motivated by the weaknesses of Bayes-optimal privacy. Let us now revisit
these issues one by one.

• `-Diversity no longer requires knowledge of the full distribution of the sensitive and nonsensitive attributes.

• `-Diversity does not even require the data publisher to have as much information as the adversary. The parameter`
protects against more knowledgeable adversaries; the larger the value of`, the more information is needed to rule out
possible values of the sensitive attribute.
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• Instance-level knowledge (Bob’s son tells Alice that Bob does not have diabetes) is automatically covered. It is treated
as just another way of ruling out possible values of the sensitive attribute.

• Different adversaries can have different background knowledge leading to different inferences.`-Diversity simultane-
ously protects against all of them without the need for checking which inferences can be made with which levels of
background knowledge.

Overall, we believe that̀-diversity is practical, easy to understand, and addresses the shortcomings ofk-anonymity with
respect to the background knowledge and homogeneity attacks. Let us now see whether we can give efficient algorithms to
implement̀ -diversity. We will see that, unlike Bayes-optimal privacy,`-diversity possesses a property calledmonotonicity.
We define this concept in Section 5, and we show how this property can be used to efficiently generate`-diverse tables.

5. Implementing Privacy-Preserving Data Publishing

In this section we discuss how to build algorithms for privacy-preserving data publishing using domain generalization.
Let us first review the search space for privacy-preserving data publishing using domain generalization [12, 51]. For ease of
explanation, we will combine all the nonsensitive attributes into a single multi-dimensional attributeQ. For attributeQ, there
is a user-defined generalization lattice. Formally, we define a generalization lattice to be a set of domains partially ordered
by a generalization relation≺G (as described in Section 2). The bottom element of this lattice isdomain(Q) and the top
element is the domain where each dimension ofQ is generalized to a single value. Given a base tableT , each domainD?

Q

in the lattice defines an anonymized tableT ? which is constructed by replacing each tuplet ∈ T by the tuplet?, such that
the valuet?[Q] ∈ D?

Q is the generalization of the valuet[Q] ∈ domain(Q). An algorithm for data publishing should find a
point on the lattice such that the corresponding generalized tableT ? preserves privacy and retains as much utility as possible.
In the literature, the utility of a generalized table is usually defined as a distance metric on the lattice – the closer the lattice
point is to the bottom, the larger the utility of the corresponding tableT ?. Hence, finding a a suitable anonymized tableT ? is
essentially a lattice search problem. There has been work on search strategies fork-anonymous tables that explore the lattice
top-down [12] or bottom-up [51].

In general, searching the entire lattice is computationally intractable. However, lattice searches can be made efficient if
there is a stopping condition of the form: ifT ? preserves privacy then every generalization ofT ? also preserves privacy
[51, 63]. This is called themonotonicity property, and it has been used extensively in frequent itemset mining algorithms
[8]. k-Anonymity satisfies the monotonicity property, and it is this property which guarantees the correctness of all efficient
algorithms [12, 51]. Thus, if we show that`-diversity also possesses the monotonicity property, then we can re-use these
efficient lattice search algorithms to find the`-diverse table with optimal utility. The same cannot be said of Bayes-optimal
privacy; the following theorem gives a computational reason why Bayes-optimal privacy does not lend itself to efficient
algorithmic implementations.

Theorem 5.1. Bayes-optimal privacy does not satisfy the monotonicity property.

Proof. We shall prove this theorem for theρ1 − ρ2 version of the Bayes-optimal privacy definition (see Definition 3.3 and
[41]); the proof can easily be extended to other instantiations. We setρ1 = 0.31 andρ2 = 0.58 and we will create an example
where the prior beliefa(q,s) < ρ1 but the observed belief isβ(q,s,T ?) > ρ2.

First consider Figure 5 which shows a base tableT with two values forQ and two values forS.

q1 q2

s1 f(q1, s1) = .15 f(q2, s1) = .25
n(q1,s1) = 1 n(q2,s1) = 35

s2 f(q1, s2) = .35 f(q2, s2) = .25
n(q1,s2) = 1 n(q2,s2) = 15

Figure 5. Table T

Based on this information, we can compute the prior and observed beliefs for tableT .

• α(q1,s1) = .3, β(q1,s1,T ) = .5
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• α(q1,s2) = .7, β(q1,s2,T ) = .5

• α(q2,s1) = .5, β(q2,s1,T ) = .7

• α(q2,s2) = .5, β(q2,s2,T ) = .3

Clearly, publishingT does not breach privacy. However, suppose we generalizedT by generalizing bothq1 andq2 to q?, as
in Figure 6:

q?

s1 f(q?, s1) = .4
n(q?,s1) = 36

s2 f(q?, s2) = .6
n(q?,s2) = 16

Figure 6. Table T ?

If Bob has nonsensitive valueq1, then as before,α(q1,s1) = .3 < ρ1. However,

β(q1,s1,T ?) =
36 .15

.4

36 .15
.4 + 16 .35

.6

>
13.5

13.5 + 9.34
> .59 > ρ2

Thus while publishingT would not cause a privacy breach, publishingT ? would. This counterexample proves that Bayes-
optimal privacy is not monotonic.

This seemingly counterintuitive result has a simple explanation. Note that there are many more tuplest with t[Q] = q2

than there are witht[Q] = q1. This causes the probabilistic behavior of theq?-block in T ? to be heavily influenced by
the tuples witht[Q] = s2 and so it “pulls” the value ofβ(q1,s1,T ?) = β(q2,s1,T ?) closer toβ(q2,s1,T ) (this can be verified
with Equation 1 for observed belief). Since the prior beliefα(q1,s1) doesn’t change and sinceα(q1,s1) andα(q2,s1) are very
different, we get a privacy breach from publishingT ? but not from publishingT .

Theorem 5.2(Monotonicity of entropỳ -diversity). Entropy`-diversity satisfies the monotonicity property: if a tableT ?

satisfies entropỳ-diversity, then any generalizationT ?? of T ? also satisfies entropỳ-diversity.

Theorem 5.2 follows from the fact that entropy is a concave function. Thus if theq?-blocksq?
1 , . . . , q?

d from tableT ? are
merged to form theq?-block q?? of tableT ??, then theentropy(q??) ≥ mini(entropy(q?

i )).

Theorem 5.3 (Monotonicity of npd recursivè -diversity). The npd recursive(c1, c2, `)-diversity criterion satisfies the
monotonicity property: if a tableT ? satisfies npd recursive(c1, c2, `)-diversity, then any generalizationT ?? of T ? also
satisfies npd recursive(c1, c2, `)-diversity.

Proof. We shall prove this for the case whereT ∗∗ is derived fromT ∗ by merging twoq?-blocks; the general case follows by
induction. Letq?

a andq?
b be theq?-blocks ofT ? that are merged to form theq?-block q?? of tableT ??. The frequencies of

the sensitive values inq?? is the sum of the corresponding frequencies inq?
a andq?

b .
First, let us consider negative disclosures. If every sensitive values ∈ W occurs in at leastc2 percent of the tuples inq?

a

andq?
b , then surelys should also occur in at least ac2 percent of the tuples in theq??.

Next let us consider positive disclosures. LetY be the set of sensitive values for which positive disclosure is allowed. Let
sy be the most frequent sensitive value inq?? that does not appear inY . Let sya andsyb

be the most frequent sensitive values
in q?

a andq?
b , respectively, which are not inY . Clearly if ry, rya andryb

are the respective counts, then

ry ≤ rya + ryb

We also know that theq?-blocksq?
a andq?

b -block are(c1, `)-diverse (by hypothesis). Hence

rya ≤ c1 tailq?
a
(sya)

ryb
≤ c1 tailq?

b
(syb

)
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We are done if we prove thatry ≤ c1 tailq?(sy). Sincesya
is at least as frequent assy in q?

a (and similarly forsyb
) then by

the definition oftailq? , we have
tailq?

a
(sy) ≥ tailq?

a
(sya

)

tailq?
b
(sy) ≥ tailq?

b
(syb

)

tailq??(sy) = tailq?
a
(sy) + tailq?

b
(sy)

Hence

ry ≤ rya
+ ryb

≤ c1(tailq?
a
(sya

) + tailq?
b
(syb

))
≤ c1(tailq?

a
(sy) + tailq?

b
(sy))

= c1 tailq??(sy)

and so theq?-block q?? is npd(c1, c2, `)-diverse.

We can also show that entropy`-diversity with don’t-care sets satisfies the monotonicity property and is therefore amenable
to efficient algorithms. We will first need the following two results which will let us conclude thatĤ(~x+~y) ≥ min(Ĥ(~x), Ĥ(~y)).

Lemma 5.1. Leta1, . . . , an be nonnegative numbers that add up to 1. Letb1, . . . , bn be nonnegative numbers that add up to
1. Then for anyt ∈ [0, 1],

Ĥ(ta1 + (1− t)b1, . . . , tan + (1− t)bn) = −
n∑

i=1

[tai + (1− t)bi] log[tai + (1− t)bi]

≥ −t

n∑

i=1

−ai log ai − (1− t)
n∑

i=1

bi log bi

= tĤ(a1, . . . , an) + (1− t)Ĥ(b1, . . . , bn)

≥ min
(
Ĥ(a1, . . . , an), Ĥ(b1, . . . , bn)

)

with the understanding that0 log 0 = 0.

Proof. This follows immediately from the fact that−x log x is concave.

Corollary 5.1. Let a1, . . . , an be nonnegative numbers (at least one of which is nonzero) and letb1, . . . , bn be nonnegative
numbers (at least one of which is nonzero). Then

Ĥ(a1 + b1, a2 + b2, . . . , an + bn) ≥ min
(
Ĥ(a1, . . . , an), Ĥ(b1, . . . , bn)

)

Proof. Let A =
n∑

i=1

ai andB =
n∑

i=1

bi. By definition,Ĥ(a1, . . . , an) = H(a1/A, . . . , an/A), Ĥ(b1, . . . , bn) =

Ĥ(b1/B, . . . , bn/B) andĤ(a1 + b1, . . . , an + bn) = Ĥ((a1 + b1)/(A + B), . . . , (an + bn)/(A + B)). Furthermore, let
t = A/(A + B). Then(ai + bi)/(A + B) = t(ai/A) + (1− t)(bi/B). Applying Lemma 5.1 we get

Ĥ(a1 + b1, . . . , an + bn) = Ĥ((a1 + b1)/(A + B), . . . , (an + bn)/(A + B))

≥ min
(
Ĥ(a1/A, . . . , an/A), Ĥ(b1/B, . . . , bn/B)

)

= min
(
Ĥ(a1, . . . , an), Ĥ(b1, . . . , bn)

)

Theorem 5.4. (Monotonicity of Entropy `-diversity with don’t-care sets)Entropy`-diversity with don’t-care sets satisfies
the monotone property: given a don’t-care setY , if a tableT ? satisfies entropỳ-diversity then any generalizationT ?? of T ?

also satisfies entropỳ-diversity.
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Adults
Attribute Domain Generalizations Ht.

size type
1 Age 74 ranges-5,10,20 4
2 Gender 2 Suppression 1
3 Race 5 Suppression 1
4 Marital Status 7 Taxonomy tree 2
5 Education 16 Taxonomy tree 3
6 Native Country 41 Taxonomy tree 2
7 Work Class 7 Taxonomy tree 2
8 Salary class 2 Sensitive att.
9 Occupation 14 Sensitive att.

Lands End
Attribute Domain Generalizations Ht.

size type
1 Zipcode 31953 Round each digit 5
2 Order date 320 Taxonomy tree 3
3 Gender 2 Suppression 1
4 Style 1509 Suppression 1
5 Price 346 Round each digit 4
6 Quantity 1 Suppression 1
7 Shipment 2 Suppression 1
8 Cost 147 Sensitive att.

Figure 7. Description of Adults and Lands End Databases

Proof. The proof of monotonicity is an easy consequence of the following result: ifq1 andq2 areq?-blocks, and ifq3 is the
q?-block formed by mergingq1 andq2 then the adjusted entropy ofq3 is greater than or equal to the minimum of the adjusted
entropies ofq1 andq2. Therefore, this is what we aim to prove.

Let q1 andq2 be q? blocks. Lets1, . . . , sn be the sensitive values that appear inq1 andq2 and leta1, . . . , an be their
counts inq1 andb1, . . . , bn be their counts inq2. Let a?

i be the values used to compute the adjusted entropy forq1 andb?
i be

the values used to compute adjusted entropy forq2. Note that for alli, ai ≥ a?
i andbi ≥ b?

i . Furthermoreai > a?
i or bi > b?

i

only if si is a don’t-care value (by construction). When we mergeq1 andq2 the new counts are(ai + bi). By Corollary 5.1:

Ĥ(a?
1 + b?

1, a
?
2 + b?

2, . . . , a
?
n + b?

n) ≥ min
(
Ĥ(a?

1, . . . , a
?
n), Ĥ(b?

1, . . . , b
?
n)

)

Now ai + bi ≥ a?
i + b?

i andai + bi > a?
i + b?

i only if si is a don’t care value. Since the adjusted entropy is the maximum
entropy we can achieve by lowering the counts associated with the don’t-care values, this means that the adjusted entropy for
the group with countsai + bi is at leastĤ(a?

1 + b?
1, a

?
2 + b?

2, . . . , a
?
n + b?

n). Thus the adjusted entropy of the merged group is
larger than or equal to the minimum adjusted entropy ofq1 andq2.

Thus to create an algorithm for`-diversity, we can take an algorithm fork-anonymity that performs a lattice search and
we make the following change: every time a tableT ? is tested fork-anonymity, we check for̀-diversity instead. Since
`-diversity is a property that is local to eachq?-block and since all̀ -diversity tests are solely based on the counts of the
sensitive values, this test can be performed very efficiently.

We emphasize that this is only one way of generating`-diverse tables and it is motivated by the structural similarities
betweenk-anonymity and̀ -diversity. Alternatively, one can post-process ak-anonymous table and suppress groups that are
not `-diverse or suppress tuples in groups until all groups are`-diverse; one can directly modify ak-anonymity algorithm
that uses suppression into an`-diversity algorithm; or one can devise a completely new algorithm.

6. Experiments

In our experiments, we used an implementation of Incognito, as described in [51], for generatingk-anonymous tables.
We modified this implementation so that it produces`-diverse tables as well. Incognito is implemented in Java and uses the
database manager IBM DB2 v8.1 to store its data. All experiments were run under Linux (Fedora Core 3) on a machine with
a 3 GHz Intel Pentium 4 processor and 1 GB RAM.

We ran our experiments on the Adult Database from the UCI Machine Learning Repository [61] and the Lands End
Database. The Adult Database contains 45,222 tuples from US Census data and the Lands End Database contains 4,591,581
tuples of point-of-sale information. We removed tuples with missing values and adopted the same domain generalizations as
[51]. Figure 7 provides a brief description of the data including the attributes we used, the number of distinct values for each
attribute, the type of generalization that was used (for non-sensitive attributes), and the height of the generalization hierarchy
for each attribute.

Homogeneity Attack. In Figures 8 and 9, we illustrate thehomogeneityattacks onk-anonymized datasets using the Lands
End and Adult databases. For the Lands End Database, we treated{Zipcode, Order Date, Gender, Style, Price} as the quasi-
identifier. We partitioned theCostattribute into 147 buckets by rounding to the nearest 100 and used this as the sensitive
attribute. For the Adults database, we used{Age, Gender, Race, Marital Status, Education} as the quasi-identifier andSalary
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Adults
k Affected Avg. Gps. Avg. Tuples

/Total tables Affected Affected
2 8/8 7.38 558.00
5 11/12 3.58 381.58
10 10/12 1.75 300.42
15 7/8 2.12 317.25
20 8/10 1.20 228.20
30 7/10 0.90 215.40
50 5/5 1.00 202.80

Lands End
k Affected Avg. Gps. Avg. Tuples

/Total tables Affected Affected
2 2/3 12.3 2537.6
5 2/3 12.3 2537.6
10 2/2 18.5 3806.5
15 2/2 18.5 3806.5
20 1/2 2.5 1750
30 1/2 2.5 1750
50 1/3 0.6 1156

Figure 8. Effect of Homogeneity Attack on the Databases

Adults
k Affected Avg. Gps. Avg. Tuples

/Total tables Affected Affected
2 8/8 20.50 13574.5
5 12/12 12.67 13328.3
10 12/12 7.83 10796.5
15 8/8 8.88 12009.4
20 10/10 7.10 11041.0
30 10/10 5.50 11177.0
50 5/5 5.80 8002.0

Lands End
k Affected Avg. Gps. Avg. Tuples

/Total tables Affected Affected
2 2/3 13.0 2825.33
5 2/3 13.0 2825.33
10 2/2 19.5 4238.00
15 2/2 19.5 4238.00
20 1/2 3.0 2119.00
30 1/2 3.0 2119.00
50 1/3 1.0 1412.66

Figure 9. Effect of 95% Homogeneity Attack on the Databases

Classas the sensitive attribute. For values ofk = 2, 5, 10, 15, 20, 30, 50, we then generated allk-anonymous tables that were
minimal with respect to the generalization lattice (i.e. no table at a lower level of generalization wask-anonymous).

Figure 8 shows an analysis of groups ink-anonymous tables that are completely homogeneous, and Figure 9 shows an
analysis of groups ink-anonymous tables that are “nearly” homogeneous (i.e., the most frequent sensitive values in a group
appears in at least95% of the tuples in the group). Both cases should be avoided since an adversary would believe, with
near certainty, that an individual in a homogeneous or nearly homogeneous group has the sensitive values that appears most
frequently. Note that the minority (i.e.,≤ 5%) of the individuals in nearly homogeneous groups whose sensitive values
are nots are also affected even though the best inference about them (that they haves) is wrong. As a concrete example,
consider the case whens = AIDS. An individual that values privacy would not want to be associated withs with near
certainty regardless of whether the true value iss.

In the four tables shown in Figures 8 and 9, the first column indicates the value ofk. The second column shows the number
of minimal k-anonymous tables that have groups that are completely homogeneous (Figure 8) or 95% homogenous (Figure
9). The third column shows the average number of such groups per minimalk-anonymous table. The fourth column shows
the average number of tuples per minimalk-anonymous table that were affected by the two homogeneity attacks. As we can
see from Figures 8 and 9, the homogeneity attack is a real concern, affecting a very large fraction of both datasets. Even for
relatively large values ofk (such as 30 and 50), many tables still had nearly homogeneous groups.

Note that the average number of affected groups, average number of affected tuples, etc., are not strictly decreasing
functions ofk. In particular, tables with small values of affected tuples are sometimes close to each other in the lattice of
k-anonymous tables and may be generalized to the same table whenk increases (thus reducing the total number of “safe”
tables).

Performance. In our next set of experiments, we compare the running times of entropy`-diversity andk-anonymity. The
results are shown in Figures 10 and 11. For the Adult Database, we usedOccupationas the sensitive attribute, and for Lands
End we usedCost. We varied the quasi-identifier size from 3 attributes up to 8 attributes; a quasi-identifier of sizej consisted
of the firstj attributes of its dataset as listed in Figure 7. We measured the time taken to return all6-anonymous tables and
compared it to the time taken to return all6-diverse tables. In both datasets, the running times fork-anonymity and̀ -diversity
were similar. Sometimes the running time for`-diversity was faster, which happened when the algorithm pruned parts of the
generalization lattice earlier than it did fork-anonymity.

Utility. The next set of experiments compare the utility of anonymized tables which arek-anonymous, entropỳ-diverse,
or recursive(3, `)-diverse. We use the Adults Database in all the experiments with sensitive attributeOccupation. For
the purposes of comparison, we setk = ` and experimented with the following values of` (and hencek): 2, 4, 6, 8,
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Figure 10. Adults Database
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Figure 11. Lands End Database
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Figure 12. Adults Database. Q = {age, gender, race }

10. The sensitive attributeOccupation takes only14 values. Hence, there is no table which can be more than 14-diverse
for any reasonable definition of diversity. Since some of the values appeared very infrequently, we found that there is no
generalization of the Adults Database that is recursive(3, `)-diverse for̀ = 12. We also found that the marginal distribution
of the sensitive attribute is entropy 10.57-diverse. This means that no generalization of the Adults Database can be more than
entropy 10.57-diverse unless the entire data set is suppressed.

The utility of a dataset is difficult to quantify. As a result, we used four different metrics to gauge the utility of the gener-
alized tables – generalization height, average group size, discernibility, and KL-divergence. The first metric, generalization
height [51, 62], is the height of an anonymized table in the generalization lattice; intuitively, it is the number of general-
ization steps that were performed. The second metric is the average size of theq∗-blocks generated by the anonymization
algorithm. The third metric is thediscernibilitymetric [12]. The discernibility metric measures the number of tuples that are
indistinguishable from each other. Each tuple in aq∗ blockBi incurs a cost|Bi| and each tuple that is completely suppressed
incurs a cost|D| (whereD is the original dataset). Since we did not perform any tuple suppression, the discernibility metric
is equivalent to the sum of the squares of the sizes of theq∗-blocks.

Neither generalization height, nor average group size, nor discernibility take the data distribution into account. For this
reason we also use the KL-divergence, which is described next. In many data mining tasks, we would like to use the published
table to estimate the joint distribution of the attributes. Now, given a tableT with categorical attributesA1, . . . , Am, we can
view the data as an i.i.d. sample from anm-dimensional distributionF . We can estimate thisF with the empirical distribution
F̂ , whereF̂ (x1, . . . , xm) is the fraction of tuplest in the table such thatt.A1 = x1, . . . , t.Am = xm. When a generalized
version of the table is published, the estimate changes toF̂ ? by taking into account the generalizations used to construct the
anonymized tableT ? (and making the uniformity assumption for all generalized tuples sharing the same attribute values). If
the tuplet = (x1, . . . , xm) is generalized tot? = (x?

1, . . . , x
?
m), thenF̂ ?(x1, . . . , xm) is given by

F̂ ?(x1, . . . , xm) =
|{t? ∈ T ?}|

|T ?| × area(t?)

where,area(x?
1, . . . , x

?
m) =

m∏

i=1

|{xi ∈ Ai | xi is generalized tox?
i }|

To quantify the difference between the two distributionsF̂ andF̂ ∗, we use Kullback-Leibler divergence (KL-divergence)
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Figure 13. Adults Database. Q = {age, gender, race, marital status }
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Figure 14. Adults Database. Q = {age, gender, race, marital status, education }

which is defined as ∑

x∈A1×...×Am

F̂ (x) log
F̂ (x)
F̂ ?(x)

where0 log 0 is defined to be0. The KL-divergence is non-negative and is 0 only when the two estimates are identical.
In Figures 12, 13, 14, and 15, we show the minimum generalization height, average group size, and discernibility of

k-anonymous, entropỳ-diverse, and recursive(3, `)-diverse tables for̀ = k = 2, 4, 6, 8, 10, while Figures 16 and 17 show
our results for KL-divergence. For each graphs in Figures 12, 13, 14, 15, and 16, we performed the anonymizations on a 5%
subsample of the original data, while Figure 17 shows results for anonymization of the entire data set.

Before explaining why it was necessary to subsample the data, we should first note that in general, the graphs show that
ensuring diversity in the sensitive attribute does not require many more generalization steps than fork-anonymity (note that
an `-diverse table is automaticallỳ-anonymous); the minimum generalization heights for identical values ofk and` were
usually identical. Nevertheless, we found that generalization height was not an ideal utility metric because tables with small
generalization heights can still have very large group sizes. For example, using full-domain generalization on the Adult
Database with the quasi-identifier{Age, Gender, Race, Marital Status, Education}, we found minimal (with respect to the
generalization lattice) 4-anonymous tables that had average group sizes larger than 1,000 tuples. The large groups were
caused by data skew. For example, there were only 114 tuples with age between 81 and 90, while there were 12,291 tuples
with age between 31 and 40. So if age groups of length 5 (i.e. [1-5], [6-10], [11-15], etc) were generalized to age groups of
length 10 (i.e. [1-10], [11-20], etc), we would end up with very largeq∗-blocks.4

Thus, to better understand the loss of utility due to domain generalization, we chose to study a subsample of the Adults
Database with a lesser data skew in the Age attribute. It turned out that a 5% Bernoulli subsample of the Adult Database
suited our requirements – most of the Age values appeared in around 20 tuples each, while only a few values appeared in less
than 10 tuples each. The second and third graphs in each of Figures 12, 13, 14, and 15 show the minimum average group size
and the discernibility metric cost, respectively, ofk-anonymous and̀-diverse tables fork, ` = 2, 4, 6, 8, 10. Smaller values
for utility metrics represent higher utility. We found that the bestt-anonymous andt-diverse tables often (but not always) had
comparable utility. It is interesting to note that recursive(3, `)-diversity permits tables which have better utility than entropy
`-diversity. Recursive(c, `)-diversity is generally less restrictive than entropy`-diversity, because the extra parameter,c,

4Generalization hierarchies that are aware of data skew may yield higher quality anonymizations. This is a promising avenue for future work because
some recent algorithms [12] can handle certain dynamic generalization hierarchies.
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Figure 15. Adults Database. Q = {age, gender, race, marital status, education, work class, na-
tive country }
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Figure 16. Comparing KL-Divergence to k-Anonymous and `-Diverse versions of a sample of the
Adults Database. From left to right, Q = {Age, Gender, Race}, {Age, Gender, Marital Status, Race} and {Age,
Education, Gender, Marital Status, Race} respectively.

allows us to control how much skew is acceptable in aq∗-block. Since there is still some residual skew even in our 5%
subsample, the entropy definition performs worse than the recursive definition.

In Figures 16 and 17 we comparek-anonymous and̀-diverse tables using the KL-divergence utility metric. Figure 16
shows our results for a 5% subsample of the table and Figure 17 shows our results on the whole Adults Database. In
each of the graphs, we wish to publish a table from which the joint distributionQ × S can be estimated. In all the cases
S = Occupation. Q is the multi-dimensional attribute{Age, Gender,Race}, {Age, Gender,Marital Status, Race}
and{Age, Education,Gender,Marital Status, Race}, respectively.

Each of the graphs shows a base-line (the bar named “Base”) that corresponds to the KL-divergence for the table where all
the attributes inQ were completely suppressed (thus the resulting table had only one attribute – the sensitive attribute). This
table represents the least useful anonymized table that can be published. The rest of the bars correspond to the KL-divergence
to the bestk-anonymous, entropỳ-diverse, and recursive(3, `)-diverse tables, respectively fork = ` = 2, 4, 6, 8, 10.

In the experiments run on the full Adults Dataset, we see that the KL-divergence to the best`-diverse table (entropy or
recursive) is very close to the KL-divergence to the bestk-anonymous table, fork = ` = 2, 4, 6. As expected, for larger
values of̀ , the utility of `-diverse tables is lower. The best tables for the entropy and recursive variants of the definition often
have similar utility. When a sample of Adults Database table was used, some of the sensitive values with small counts were
eliminated. Hence, for̀ = 8, 10, the best tables were very close to the baseline. For` = 6, the recursive definition performs
better than the entropy definition since recursive(3, `)-diversity allows for more skew in the sensitive attribute.

7. Related Work

There has a been a lot of research on individual data privacy in both the computer science and the statistics literature. While
a comprehensive treatment is outside the scope of this paper, we provide an overview of the area by discussing representative
work. Most of the work can be broadly classified depending on whether or not the data collector is trusted. We first discuss
the trusted data collector scenario, of which our work is an example, in Section 7.1. We then discuss the untrusted data
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Figure 17. Comparing KL-Divergence to k-Anonymous and `-Diverse versions of the Adults Database.
From left to right, Q = {Age, Gender, Race}, {Age, Gender, Marital Status, Race} and {Age, Education, Gender,
Marital Status, Race} respectively.

collector scenario in Section 7.2.

7.1. Trusted Data Collector

In many scenarios, the individuals providing the data trust the data collector not to breach their privacy. Examples of such
data collectors are the Census Bureau, hospitals, health insurance providers, etc. However, these data collectors want to share
data with third parties for enhancing research. It is required that such sharing does not breach the privacy of the individuals.
Methods used by the data collectors can be broadly classified into four classes (each of which is discussed below):

• Publish public-use microdata (e.g., the approach taken in this paper).

• Allow third parties to query the data, and only allow queries which do not lead to disclosures (like in statistical data-
bases).

• Share data only with authorized third parties.

• Do not share data but provide support for collaborative computations which disclose no information beyond the final
answer.

7.1.1 Publishing Public-use Microdata

This paper proposes new privacy definitions for the model ofpublishing public-use microdata. The Census Bureau provides
data as public-use microdata (PUMS). They use a variety of sanitization techniques to ensure privacy and utility in the
dataset. Hence, there is a huge amount of research on data sanitization in the statistics community. Here again, there are
many techniques which provide some utility guarantees but do not give theoretical guarantees for privacy.

Census data literature focuses on identifying and protecting the privacy of sensitive entries in contingency tables – tables
of counts which represent the complete cross-classification of the data ([43, 25, 26, 27, 37, 36, 65]). A nonzero table entry is
considered sensitive if it is smaller than a fixed threshold which is usually chosen in an ad-hoc manner. Two main approaches
have been proposed for protecting the privacy of sensitive cells:data swappinganddata suppression. The data swapping
approach involves moving data entries from one cell in the contingency table to another so that the table remains consistent
with a set of published marginals [29, 32, 40]. In the data suppression approach [25, 24], cells with low counts are simply
deleted. Due to data dependencies caused by marginal totals that may have been previously published, additional related cell
counts may also need to be suppressed. An alternate approach is to determine asafety rangeor protection intervalfor each
cell [35], and to publish only those marginals which ensure that the feasibility intervals (i.e. upper and lower bounds on the
values a cell may take) contain the protection intervals for all cell entries.

Computer science research has also tried to solve the privacy preserving data publishing problem. Sweeney [68] showed
that publishing data sets for which the identifying attributes (keys) have been removed is not safe and may result in privacy
breaches. In fact, the paper shows a real life privacy breach using health insurance records and voter registration data. To
better protect the data, [68] advocates the use of a technique calledk-anonymity [63] which ensures that every individual is
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hidden in a group of size at leastk with respect to the non-sensitive attributes. The problem ofk-anonymization is NP-hard
[57]; approximation algorithms for producingk-anonymous tables have been proposed [3].

Prior to this, there had been a lot of study in creating efficient algorithms fork-anonymity by using generalization and
tuple suppression techniques. Samarati et al. [63] proposed a technique, using binary search, for ensuringk-anonymity
through full-domain generalization techniques. Bayardo et al. [12] modeledk-anonymization as an optimization problem
between privacy and utility, and proposed an algorithm similar to a frequent itemset mining algorithm. Lefevre et al. [51]
extended the approach of full-domain generalization and proposed an algorithm for returning all validk-anonymous tables.
It also used techniques very similar to frequent itemset mining. Zhong et al. [74] showed how to compute ak-anonymous
table without the requirement of a trusted data collector. Ohrn et al. [60] used boolean reasoning to study the effect of locally
suppressing attributes on a per-tuple basis. They introduced a notion calledrelative anonymizationto counter the effects of
homogeneity in the sensitive attribute. One of the instantiations of relative anonymization corresponds to the definition which
we named entropỳ-diversity. In a preliminary version of this paper, Machanavajjhala et al. [54] first introduced`-diversity
which, unlikek-anonymity, was aware of the distribution of values of the sensitive attributes and of the effects of background
knowledge.

Condensation based approach to ensurek-anonymity [2] treat the data as points in a high-dimensional space and the
technique tries to condensek nearby points into a single point.

Chawla et al. [20] proposes a formal definition of privacy for published data based on the notion ofblending in a crowd.
Here privacy of an individual is said to be protected if an adversary cannot isolate a record having attributes similar (according
to a suitably chosen distance metric) to those of a given individual without being sufficiently close (according to the distance
metric) to several other individuals; these other individuals are the crowd. The authors propose several perturbation and
histogram-based techniques for data sanitization prior to publication. The formalization of the notion of privacy presents
a theoretical framework for studying the privacy-utility trade-offs of the proposed data sanitization techniques. However,
due to the heavy reliance on an inter-tuple distance measure of privacy, the proposed definition of privacy fails to capture
scenarios where identification of even a single sensitive attribute may constitute a privacy breach. Also note that this privacy
definition does not guarantee diversity of the sensitive attributes.

Miklau et al. [59] characterize the set of views that can be published while keeping some query answer secret. Privacy
here is defined in the information-theoretic sense of perfect privacy. They show that to ensure perfect privacy, the views that
are published should not be related to the data used to compute the secret query. This shows that perfect privacy is too strict
as most useful views, like those involving aggregation, are disallowed.

Finally there has been some work on publishing XML documents and ensuring access control on these documents [58, 73].
Miklau et al. [58] use cryptographic techniques to ensure that only authorized users can access the published document. Yang
et al. [73] propose publishing partial documents which hide sensitive data. The challenge here is that the adversary might
have background knowledge which induces dependencies between branches, and this needs to be taken into account while
deciding which partial document to publish.

7.1.2 Statistical Databases

The third scenario in the trusted data collector model is hosting aquery answering service. This is addressed by the statistical
database literature. In this model, the database answers only aggregate queries (COUNT, SUM, AVG, MIN, MAX) over a
specified subset of the tuples in the database. The goal of a statistical database is to answer the queries in such a way that
there are no positive or negative disclosures. Techniques for statistical database query answering can be broadly classified
into three categories – query restriction, query auditing, data and output perturbation. Though the literature proposes a
large number of techniques for ensuring privacy, only a few of the techniques are provably private against attacks except in
restricted cases. Adam et al. [1] provide a very good literature survey.

The techniques in thequery restrictioncategory specify the set of queries that should not be answered to ensure that
privacy is not breached. None of the answers to legal queries are perturbed. All of these techniques focus on the case where
a query specifies an aggregate function and a set of tuplesC over which the aggregation is done. Thequery set size control
technique [43, 64] specifies that only those queries which access at least|C| ≥ k and at most|C| ≤ L− k tuples should be
answered. Herek is a parameter andL is the size of the database. However, it was shown that snooping tools called trackers
[31] can be used to learn values of sensitive attributes. The query set overlap control technique [34] disallows queries which
have a large intersection with the previous queries.

Query auditingin statistical databases has been studied in detail. The query monitoring approach [34, 21] is an online
version of the problem where the(t + 1)th query is answered or not depending on the firstt queries asked. The decision is
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based only on the queries and not on the answers to those queries. Pure SUM queries and pure MAX queries can be audited
efficiently but the mixed SUM/MAX problem is NP-hard. In the offline auditing problem [22, 21], the queries are presented
all at once and the problem is to choose the maximum number of queries that can be answered. Kleinberg et al. [49] considers
auditing SUM queries over boolean attributes and shows that it is co-NP hard to decide whether a set of queries uniquely
determines one of the data elements. More recently, Kenthapadi et al. [48] studied the problem of simulatable auditing.
This is a variant of the query monitoring approach where the decision to disallow a query can depend on the answers to the
previous queries as well. The main challenge in this model is that if a query answer is denied, information could be disclosed.
Hence, the solutions proposed are such that any decision (to allow or deny a query) that is made by the database can also be
simulated by the adversary.

Data perturbationtechniques maintain a perturbed version of the database and answer queries on the perturbed data.
However, most of these techniques suffer from the problem of bias [56]; i.e., the expected value of the query answers
computed using the perturbed data is different from the actual query answers computed using the original data. Fixed data
perturbation techniques [69] perturb the data by adding zero-mean random noise to every data item. Such techniques have the
worst problems with bias. The randomized response scheme proposed in [71] avoids this bias problem for COUNT queries
on categorical attributes. Yet another technique is to replace the data with synthetic data drawn from the same empirical
distribution.

Output perturbationtechniques evaluate the query on the original data but return a perturbed version of the answer.
Techniques here include returning answers over a sample of the database [30], rounding the answers to a multiple of a
prespecified baseb [28], and adding random noise to the outputs [15]. More recently, Dinur et al. [33] proved that in order
to protect against an adversary who is allowed to ask arbitrarily many queries to a database, the random noise added to the
answers should be at leastΩ(

√
n), n being the number of tuples in the database. On the positive side, they also showed

a technique that provably protects against a bounded adversary who is allowed to ask onlyT (n) ≥ polylog(n) queries by
using additive perturbation of the magnitudeÕ(

√
T (n)). Building on this result, Blum et al. [18] proposed a framework for

practical privacy called the SuLQ framework, where the number of queries an adversary is allowed to ask is sub-linear in the
number of tuples in the database.

7.1.3 Sharing with Authorized Parties

Hippocratic databases [7] are a proposed design principle for building database systems which regulate thesharing of private
data with third parties. Such a solution requires both the individuals who provide data and the databases that collect it to
specify privacy policies describing thepurposes for which the data can be used and therecipients who can see parts
of the data. The policies are specified using a policy specification language like APPEL [52], which satisfies the P3P standard
[53]. A Hippocratic database also needs other functionality, like support for maintaining audit trails [5], query rewriting for
disclosure limitation [50], and support for data retention.

Snodgrass et al. [66] proposes schemes for auditing the operations of a database such that any tampering with the audit
logs can be detected. Such a solution can guard against the database’s manipulation of the audit logs, thus giving assurance
of eventual post-breach detection.

7.1.4 Private Collaborative Computation

Private collaborative computationhas been very well studied in the form of secure multiparty computation [44, 16, 19].
The problem of secure multiparty computation deals withn parties computing a common function on private inputs. Such
a protocol should not disclose to the participants any information other than what is disclosed by the answer itself. Most of
the early work focused on building solutions for general functions by expressing a function as a boolean circuit. However,
general solutions are perceived to be communication inefficient (of the order of the square of the number of parties involved
for each gate in the boolean circuit being evaluated).

Thus there has been a lot of research proposing solutions to secure multiparty computations for specific functions. Du [38]
proposes various specific (secure) two-party computations problems. The commodity server model [13, 14] has been used
for privately computing the scalar product of two vectors [39]. In the commodity server model, the two (or more) parties
involved in the multiparty computation protocol employ the services of an untrusted third party to provide some randomness
[13] or to help with some computation [39]. It is assumed that this untrusted third party does not collude with the players
involved in the multiparty computation. Most of these techniques employ randomization to guarantee privacy.

Agrawal et al. [6] employ commutative encryption techniques for information sharing across private database. Their
techniques can be used to calculate the intersection and equijoin of two databases while disclosing only the sizes of each
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database. Clifton et al. [23] describes methods to implement basic operations like secure sum, secure set union, secure set
intersection, and secure scalar product using both encryption and additive randomization in the secure multiparty computation
setting. These primitives are used in various application scenarios to build multiparty protocols for private association rule
mining in horizontally partitioned data [46], private association rule mining in vertically partitioned data [70], and private
EM clustering.

One drawback which permeates the above literature is that there is no clear characterization of how much information is
disclosed by the output of the protocol about the sensitive inputs.

7.2. Untrusted Data Collector

In the case where the data collector is not trusted, and the private information of the individuals should be kept secret
from the data collector. Though this is not the model dealt with in this paper, definitions of privacy can be common across
the trusted and the untrusted data collector model. The individuals provide randomized versions of their data to the data
collector who then uses it for data mining. Warner [72] proposed one of the first techniques for randomizing categorical
answers to survey questionnaires. Recent work in the privacy preserving data mining literature also fits this model. Agrawal
et al. [9] propose randomization techniques that can be employed by individuals to mask their sensitive information while
allowing the data collector to build good decision trees on the data. This work, however, does not give theoretical guarantees
for privacy. Subsequent work propose metrics for quantifying the information lost and the privacy guaranteed by privacy-
preserving data mining techniques. One privacy metric [4] is based on the conditional differential entropy between the
original and perturbed data. However, this privacy metric measures average-case behavior, so that a perturbed distribution
can leave a lot of uncertainty about the original values in most of the domain, leave very little uncertainty in a small part of
the domain (therefore causing a privacy breach), and yet still be considered satisfactory based on its conditional differential
entropy. Evfimievski et al. [41, 42] propose randomization techniques for privacy-preserving association rule mining and
give theoretical guarantees for privacy. They define a privacy breach to be the event that the posterior probability (of certain
properties of the data) given the randomized data is far from the prior probability. These techniques deal with categorical
attributes only. Extensions to continuous data that allow the data collector to run OLAP-style queries on the data have also
been proposed ([10]).

On the negative side, [47] shows that randomizing the data, especially by adding zero mean random variables, does not
necessarily preserve privacy. The techniques provided in the paper exploit spectral properties of random matrices to remove
the noise and recover the original data. Thus the data collector could breach privacy. [45] show that the correlation between
attributes is the key factor behind the attacks proposed in [47]. The paper goes on to propose two techniques based on
Principle Component Analysis (PCA) and the Bayes Estimate (BE) to reconstruct the original data from the randomized
data. On a positive note, the paper shows that randomization schemes where the correlations in the noise are “similar” to the
correlations in the data can protect against these attacks.

8. Conclusions and Future Work

In this paper we have shown theoretically and experimentally that ak-anonymized dataset permits strong attacks due
to lack of diversity in the sensitive attributes. We have introduced`-diversity, a framework that gives stronger privacy
guarantees. We have also demonstrated that`-diversity andk-anonymity have enough similarity in their structure thatk-
anonymity algorithms can be modified to work with`-diversity.

There are several avenues for future work. First, we want to extend our initial ideas for handling multiple sensitive
attributes, and we want to develop methods for continuous sensitive attributes. Second, although privacy and utility are duals
of each other, privacy has received much more attention than the utility of a published table. As a result, the concept of utility
is not well-understood.
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A. Correctness of Entropy`-diversity with Don’t-care Sets

In this section we will prove Theorem 4.1. Recall that we defined normalized entropy as:

Ĥ(x1, . . . , xn) = −
n∑

i=1

xi
n∑

j=1

xj

log




xi
n∑

j=1

xj


 (11)

First, we note that as a function ofx1, . . . , xn, the normalized entropŷH(x1, . . . , xn) is concave. However, if we fix some of
the variables, then̂H is neither concave nor convex in the other variables. As an example, considerf(x) = Ĥ(x, 100). We
see thatf(400) = .5004, f(800) = .3488, andf(600) = .4101. Thusf(600) = f( 1

2 · 400+ 1
2 · 800) ≤ 1

2f(400)+ 1
2f(800)

showing that the normalized entropy is not concave. However,f(75) = .6829, f(125) = .6870, andf(100) = .6931 Thus
f(100) = f( 1

2 · 75 + 1
2 · 125) ≥ 1

2f(75) + 1
2f(125) and so it is not convex either. Therefore we cannot use convexity

arguments to prove uniqueness in Theorem 4.1.
We begin by looking at the first-order partial derivatives ofĤ and finding the general unconstrained maximum of

Ĥ(x1, . . . , xr, p1, . . . , pm) where thepi are constants. Definef(x1, . . . , xr) ≡ Ĥ(x1, . . . , xr, p1, . . . , pm). Thenf(x1, . . . , xr)
equals:

−
r∑

i=1

xi
r∑

j=1

xj +
m∑

j=1

pj

log




xi
r∑

j=1

xj +
m∑

j=1

pj


−

m∑

i=1

pi
r∑

j=1

xj +
m∑

j=1

pj

log




pi
r∑

j=1

xj +
m∑

j=1

pj




Simple manipulation shows that:

f(x1, . . . , xr) = −
r∑

i=1

xi
r∑

j=1

xj +
m∑

j=1

pj

log xi −
m∑

i=1

pi
r∑

j=1

xj +
m∑

j=1

pj

log pi + log




r∑

j=1

xj +
m∑

j=1

pj




Using the fact that the first derivative ofx log x is 1 + log x:

∂f

∂xs
= − 1 + log xs

r∑
j=1

xj +
m∑

j=1

pj

+
xs log xs(

r∑
j=1

xj +
m∑

j=1

pj

)2 +
∑

i 6=s

xi log xi(
r∑

j=1

xj +
m∑

j=1

pj

)2

+
m∑

i=1

pi log pi(
r∑

j=1

xj +
m∑

j=1

pj

)2 +
1

r∑
j=1

xj +
m∑

j=1

pj

= − log xs
r∑

j=1

xj +
m∑

j=1

pj

+
xs log xs(

r∑
j=1

xj +
m∑

j=1

pj

)2 +

∑
i 6=s

xi log xi

(
r∑

j=1

xj +
m∑

j=1

pj

)2 +

m∑
i=1

pi log pi

(
r∑

j=1

xj +
m∑

j=1

pj

)2

= −

(
r∑

i=1

xi +
m∑

i=1

pi

)
log xs

(
r∑

j=1

xj +
m∑

j=1

pj

)2 +
xs log xs(

r∑
j=1

xj +
m∑

j=1

pj

)2 +

∑
i6=s

xi log xi

(
r∑

j=1

xj +
m∑

j=1

pj

)2 +

m∑
i=1

pi log pi

(
r∑

j=1

xj +
m∑

j=1

pj

)2

=

∑
i 6=s

(xi log xi − xi log xs) +
m∑

i=1

(pi log pi − pi log xs)

(
r∑

j=1

xj +
m∑

j=1

pj

)2 (12)
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and so we see that∂f/∂xs = 0 when

log xs =

∑
i 6=s

xi log xi +
m∑

i=1

pi log pi

∑
j 6=s

xj +
m∑

j=1

pj

(13)

We will denote the value of the right hand side of Equation 13 byc∗. From Equation 12 it is easy to see that∂f/∂xs < 0
when log(xs) > c∗ (when xs > ec∗) and ∂f/∂xs > 0 when log(xs) < c∗ (when xs < ec∗). Combining this with
the fact thatf is continuous atxs = 0 (to rule out a maximum atxs = 0), we get that givenp1, . . . , pm and for fixed
x1, . . . , xs−1, xs+1, . . . , xr, there is a unique value ofxs that maximizesĤ. This brings us to the first theorem:

Theorem A.1. Let p1, . . . , pm be constants and letx1, . . . , xs−1, xs+1, . . . , xr be fixed. Then̂H(p1, . . . , pm, x1, . . . , xr)
(when treated as a function ofxs) is maximized when

log xs = c∗ =

∑
i 6=s

xi log xi +
m∑

i=1

pi log pi

∑
j 6=s

xj +
m∑

j=1

pj

Furthermore, the maximum is unique andH is decreasing forxs > ec∗ and increasing forxs < ec∗.

Corollary A.1. Letp1, . . . , pm be constants and letx1, . . . , xs−1, xs+1, . . . , xr be fixed. Letφs > 0. Then
Ĥ(p1, . . . , pm, x1, . . . , xr) (when treated as a function ofxs) is maximized subject to the constraintxs ≤ φs when

log xs = min


log φs,

∑
i6=s

xi log xi +
m∑

i=1

pi log pi

∑
j 6=s

xj +
m∑

j=1

pj


 = min(log φ,M(x1, . . . , xs−1, xs+1, . . . , xr, p1, . . . , pm))

Proof. If xs cannot obtain the optimal value specified in Theorem A.1, it must be becauseφs < ec∗. Since∂Ĥ/∂xs > 0 for
xs < ec∗, the maximum constrained value must occur atxs = φs.

Our next step is to find the unconstrained maximum ofĤ overx1, . . . , xr. A necessary condition for the maximum is that
all first partial derivatives are 0. From Equation 13 we have:


∑

j 6=s

xj +
m∑

j=1

pj


 log xs =

∑

i 6=s

xi log xi +
m∑

i=1

pi log pi




r∑

j=1

xj +
m∑

j=1

pj


 log xs =

r∑

i=1

xi log xi +
m∑

i=1

pi log pi

and since the right hand side is independent ofs, and since the equality is true for anys, it follows that fors 6= t:



r∑

j=1

xj +
m∑

j=1

pj


 log xs =




r∑

j=1

xj +
m∑

j=1

pj


 log xt (14)

xs = xt (15)

Thus there is only one critical point and at the critical pointx1 = x2 = · · · = xr. To find out what this value is, we go back
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to Equation 13 and replace thexi by their common valuex:

log x =
(r − 1)x log x +

m∑
i=1

pi log pi

(r − 1)x +
m∑

j=1

pj

(r − 1)x log x +
m∑

j=1

pj log x = (r − 1)x log x +
m∑

i=1

pi log pi

x =

m∑
i=1

pi log pi

m∑
j=1

pj

and we see that this is the log-entropic mean of thepi.

Theorem A.2. f(x1, . . . , xr) ≡ H(p1, . . . , pm, x1, . . . , xr) achieves its unique maximum whenlog x1 = log x2 = · · · =

log xr =

mP
i=1

pi log pi

mP
j=1

pj

= c∗.

Proof. We have already shown that this is the unique point where all first partial derivatives are 0 at this point. We still have
to show that it is that it is a global maximum. First note that a maximum cannot occur when any of thexs are 0 (this follows
directly from Theorem A.1).

Now suppose the point(ec∗, . . . , ec∗) is not a unique global maximum. Then there exist positive numbersξ1, ξ2, . . . , ξr

(not all equal toc∗) such thatf(ξ1, ξ2, . . . , ξr) ≥ f(ec∗, . . . , ec∗). Let L = min{p1, . . . , pm, ξ1, . . . , ξr} and letU =
max{p1, . . . , pm, ξ1, . . . , ξr}. Consider the compact hypercubeC = {(z1, . . . , zr) : ∀i ∈ {1, . . . , r}, U ≥ zi ≥ L}. C
is compact,f is continuous, andf achieves its maximum onC. Hence, there exists a point(θ1, . . . , θr) ∈ C such that
f(θ1, . . . , θr) = sup

z∈C
f(z) ≥ f(ξ1, . . . , ξr) ≥ f(ec∗, . . . , ec∗) and that not allθi are equal toc∗.

Now, theθi cannot satisfy Equation 13 (with thexi replaced by theθi) for all i because otherwise we will have a sec-
ond point where all the partial derivatives are 0 (a contradiction). Without loss of generality, supposeθ1 does not satisfy
Equation 13. By Theorem A.1, there exists aθ∗ such thatlog θ∗ is a weighted average of thelog pi and log θj so that
min(p1, . . . , pm, θ1, . . . , θr) ≤ θ∗ ≤ max(p1, . . . , pm, θ1, . . . , θr). This implies that(θ∗, θ2, . . . , θr) ∈ C. Furthermore, by
Theorem A.1,f(θ∗, θ2, . . . , θr) > f(θ1, . . . , θr), which contradicts the fact thatf(θ1, . . . , θr) is maximal onC. Therefore
there do not exist any nonnegative real numbersξ1, ξ2, . . . , ξr be nonnegative real numbers (not all equal toc∗) such that
f(ξ1, ξ2, . . . , ξr) ≥ f(ec∗, . . . , ec∗).

Now that we know what the unconstrained maximum looks like, we are ready to characterize the constrained maximum.
We will need the following simple results about weighted averages:

Lemma A.1. Let c1, . . . , cn be nonnegative numbers and letw1, . . . , wn be nonnegative numbers such thatwici > 0 for
somei. Letd andv be any positive numbers.

1. if d equals the weighted average of theci (i.e., d = (
∑

i ciwi)/(
∑

i wi)) then includingd in that weighted average
does not change its value (i.e.,d = (vd +

∑
i ciwi)/(v +

∑
i wi) = (

∑
i ciwi)/(

∑
i wi))

2. if d > (
∑

i ciwi)/(
∑

i wi) thend > (vd +
∑

i ciwi)/(v +
∑

i wi) > (
∑

i ciwi)/(
∑

i wi)

3. if d < (
∑

i ciwi)/(
∑

i wi) thend < (vd +
∑

i ciwi)/(v +
∑

i wi) < (
∑

i ciwi)/(
∑

i wi)

4. if d > d′ andd > (
∑

i ciwi)/(
∑

i wi) thend > (vd′ +
∑

i ciwi)/(v +
∑

i wi)

5. if d > (vd +
∑

i ciwi)/(v +
∑

i wi) thend > (
∑

i ciwi)/(
∑

i wi)

34



Proof. First we show (i).

vd +
∑

i ciwi

v +
∑

i wi
=

vd + d
∑

i wi

v +
∑

i wi
=

d (v +
∑

i wi)
v +

∑
i wi

= d =
∑

i ciwi∑
i wi

To prove (ii), letd∗ = (
∑

i ciwi)/(
∑

i wi) then

d =
vd + d

∑
i wi

v +
∑

i wi
>

vd +
∑

i ciwi

v +
∑

i wi
>

vd∗ +
∑

i ciwi

v +
∑

i wi
=

∑
i ciwi∑
i wi

and (iii) is proven the same way. (iv) is an easy consequence of (ii). To prove (v), multiply by(v +
∑

i wi) and canceldv
from both sides.

Now we can prove the correctness of Algorithm 1 by proving Theorem 4.1, which we now restate.

Theorem A.3. Letp1, . . . , pm, φ1, . . . , φr be positive numbers. Then the following are true:

1. There is a unique vector(c1, c2, . . . , cr) such that the assignmentxi = ci maximizeŝH(x1, . . . , xr, p1, . . . , pm) subject
to the constraints0 ≤ xi ≤ φi.

2. Letθ = max({φi | ci = φi} ∪ {0}). If φj ≤ θ thencj = φj . If φj > θ thenlog cj is the log-entropic mean of the set
{p1, . . . , pm} ∪ {φi | φi = ci}, andθ is the minimum value for which this condition can be satisfied.

Proof. First we must show that a maximum exists, and this follows from the fact thatĤ is continuous and that the set
{(x1, . . . , xr) | ∀i, 0 ≤ xi ≤ φi} is compact. Note that uniqueness of the maximum follows from the minimality condition
for θ in (ii). Therefore if we prove (ii) then (i) follows.

Let (ξ1, . . . , ξr) be a point at which the maximum occurs. As a result of Corollary A.1, fors = 1, . . . , r we must have

log ξs = min(log φ,M(ξ1, . . . , ξs−1, ξs+1, . . . , ξr, p1, . . . , pm)) (16)

Now letW = {i : ξi < φi} andV = {i : ξi = φi}. We claim that:

∀s ∈ W, log ξs =

∑
i6=s

ξi log ξi +
m∑

i=1

pi log pi

∑
j 6=s

ξj +
m∑

j=1

pj

=

∑
i∈V

ξi log ξi +
m∑

i=1

pi log pi

∑
j∈V

ξj +
m∑

j=1

pj

(17)

The first equality follows from Equation 16 and the second follows from Theorem A.2 for the unconstrained maximum of
Ĥ as a function ofxs for s ∈ W .

Now we are ready to prove that there exists a cutoff valueθ ∈ {φ1, . . . , φr, 0} such thatφj ≤ θ implies thatj ∈ V (i.e.
xj = φj) andφj > θ impliesj ∈ W (i.e. xj is the log-entropic mean of thepi and thexs for s ∈ V ). If eitherV or W is
empty then this is trivially true. Otherwise, assume by way of contradiction that there is no cutoff so that we can find ans, t
such thatφs > φt but t ∈ W ands ∈ V . This implies that

log ξs = log φs > log φt > log ξt = M(ξ1, . . . , ξt−1, ξt+1, . . . , ξr, p1, . . . , pm))

and by Lemma A.1, parts (iv) and then (v), we have:

log ξs > M(ξ1, . . . , ξr, p1, . . . , pm))

and
log ξs > M(ξ1, . . . , ξs−1, ξs+1, . . . , ξr, p1, . . . , pm))

However, this violates the condition on optimality described in Equation 16, which is a contradiction, and so there exists a
cutoff θ.

All that remains to be shown is that for the optimal solution,θ is the minimum value∈ {φ1, . . . , φr} such thatφj > θ
impliesj ∈ W (i.e. xj is the log-entropic mean of thepi and thexs for s ∈ V ). Suppose it is not minimal. Then there exists
a θ′ ∈ {φ1, . . . , φr, 0} with θ′ < θ, a setV ′ = {i | φi ≤ θ′} and a vector(ω1, . . . , ωr) such that wheni ∈ V ′ thenωi = φi
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and wheni /∈ V ′ thenωi is the log-entropic mean of thepi and theωs for s ∈ V ′. Now clearlyV ′ ⊂ V so wheneverωi = φi

thenξi = φi. However, if we fixxi = φi for i ∈ V ′ then the unconstrained maximum ofĤ over the variables{xi | i /∈ V ′}
occurs precisely whenxi = ωi, by Theorem A.2, becauseωi equals the log-entropic mean of thepi and theωs for s ∈ V ′

. Since the variablesxs for s ∈ V ′ will be fixed for any choice of cutoffθ (remember that by definitionθ ≥ θ′), and the
unconstrained maximum over the rest of the variables is unique and achievable, the vector(ω1, . . . , ωr) that is determined by
the minimal cutoffθ′ is indeed the unique constrained maximum we are looking for.
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