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Chapter 1

| ntroduction

This Chapter begins with a high-level definition of the concepts of signals and systems. This is followed
by a general introduction to digital signal processing (DSP), including an overview of the basic components
of a DSP system and their functionality. Some practical examples of real-life DSP applications are then
discussed briefly. The Chapter ends with a presentation of the course outline.

1.1 The concepts of signal and system

Signal:

e Assignal can be broadly defined as any quantity that varies as a function of time and/or space and has
the ability to convey information.

e Signals are ubiquitous in science and engineering. Examples include:
- Electrical signals: currents and voltages in AC circuits, radio communications signals, audio and
video signals.
- Mechanical signals: sound or pressure waves, vibrations in a structure, earthquakes.

- Biomedical signals: electro-encephalogram, lung and heart monitoring, X-ray and other types
of images.

- Finance: time variations of a stock value or a market index.

e By extension, any series of measurements of a physical quantity can be considered a signal (tempera-
ture measurements for instance).

Signal characterization:

e The most convenient mathematical representation of a signal is via the concept of a function, say x(t).
In this notation:

- X represents the dependent variable (e.g., voltage, pressure, etc.)
- t the represents the independent variable (e.g., time, space, etc.).
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e Depending on the nature of the independent and dependent variables, different types of signals can be
identified:

- Analog signal: t e R — x(t) e Ror C
When t denotes the time, we also refer to such a signal as a continuous-time signal.
- Discrete signal: ne Z — x[nj e Ror C
When index n represents sequential values of time, we refer to such a signal as discrete-time.
- Digital signal: ne Z — x[n] € A
where A = {ay,...,a_} represents a finite set of L signal levels.
- Multi-channel signal: x(t) = (x(t),...,Xn(t))
- Multi-dimensional signal: x(ti,...,tN);

e Distinctions can also be made at the model level, for example: whether x[n| is considered to be
deterministic or random in nature.

Example 1.1: Speech signal

» A speech signal consists of variations in air pressure as a function of time, so that it basically represents
a continuous-time signal x(t). It can be recorded via a microphone that translates the local pressure
variations into a voltage signal. An example of such a signal is given in Figure 1.1(a), which repre-
sent the utterance of the vowel “a”. If one wants to process this signal with a computer, it needs to be
discretized in time in order to accommodate the discrete-time processing capabilities of the computer
(Figure 1.1(b)), and also quantized, in order to accommodate the finite-precision representation in a
computer (Figure 1.1(b)). These represent a continuous-time, discrete-time and digital signal respec-
tively.

As we know from the sampling theorem, the continuous-time signal can be reconstructed from its sam-
ples taken with a sampling rate at least twice the highest frequency component in the signal. Speech
signals exhibit energy up to say, 10 kHz. However, most of the intelligibility is conveyed in a band-
width less than 4 kHz. In digital telephony, speech signals are filtered (with an anti-aliasing filter which
removes energy above 4 kHz), sampled at 8 kHz and represented with 256 discrete (non-uniformly-
spaced) levels. Wideband speech (often termed commentary quality) would entail sampling at a higher
rate, often 16 kHz. |

Example 1.2: Digital Image

» An example of two-dimensional signal is a grayscale image, where t; and t, represent the horizontal
and vertical coordinates, and x(t1,t2) represents some measure of the intensity of the image at location
(t1,t2). This example can also be considered in discrete-time (or rather in discrete space in this case):
digital images are made up of a discrete number of points (or pixels), and the intensity of a pixel can be
denoted by x[n1,ny]. Figure 1.2 shows an example of digital image. The rightmost part of the Figure
shows a zoom on this image that clearly shows the pixels. This is an 8-bit grayscale image, i.e. each
pixel (each signal sample) is represented by an 8-bit number ranging from 0 (black) to 255 (white). <«

System:

e A physical entity that operates on a set of primary signals (the inputs) to produce a corresponding set
of resultant signals (the outputs).

(© B. Champagne & F. Labeau Compiled January 23, 2004
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Fig. 1.1 An utterance of the vowel “a” in analog, discrete-time and digital format. Sampling
at 4 kHz and quantization on 4 bits (16 levels)
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Fig. 1.2 Digital image, and zoom on a region of the image to show the pixels

e The operations, or processing, may take several forms: modification, combination, decomposition,
filtering, extraction of parameters, etc.

System char acterization:

e A system can be represented mathematically as a transformation between two signal sets, as in x[n] €
S — y[n] =T{x[n]} € S. This is illustrated in Figure 1.3

[Nn] yin]
’ T{}

v

Fig. 1.3 A generic system

e Depending on the nature of the signals on which the system operates, different basic types of systems
may be identified:

Analog or continuous-time system: the input and output signals are analog in nature.

Discrete-time system: the input and output signals are discrete.

Digital system: the input and outputs are digital.

Mixed system: a system in which different types of signals (i.e. analog, discrete and/or digital)
coexist.

(© B. Champagne & F. Labeau Compiled January 23, 2004



1.2 Digital signal processing 5

1.2 Digital signal processing

1.2.1 Digital processing of analog signals
Discussion:

e Early education in engineering focuses on the use of calculus to analyze various systems and processes
at the analog level:

- motivated by the prevalence of the analog signal model
- e.g.: circuit analysis using differential equations

e Yet, due to extraordinary advances made in micro-electronics, the most common/powerful processing
devices today are digital in nature.

e Thus, there is a strong, practical motivation to carry out the processing of analog real-world signals
using such digital devices.

e This has lead to the development of an engineering discipline know as digital signal processing (DSP).

Digital signal processing (DSP):

e In its most general form, DSP refers to the processing of analog signals by means of discrete-time
operations implemented on digital hardware.

e From a system viewpoint, DSP is concerned with mixed systems:

- the input and output signals are analog
- the processing is done on the equivalent digital signals.

1.2.2 Basic components of a DSP system
Generic structure:

e In its most general form, a DSP system will consist of three main components, as illustrated in Fig-
ure 1.4,

e The analog-to-digital (A/D) converter transforms the analog signal %(t) at the system input into a
digital signal x4[n]. An A/D converter can be thought of as consisting of a sampler (creating a discrete-
time signal), followed by a quantizer (creating discrete levels).

e The digital system performs the desired operations on the digital signal x[n] and produces a corre-
sponding output yg[n] also in digital form.

e The digital-to-analog (D/A) converter transforms the digital output y[n] into an analog signal ys(t)
suitable for interfacing with the outside world.

e In some applications, the A/D or D/A converters may not be required; we extend the meaning of DSP
systems to include such cases.

(© B. Champagne & F. Labeau Compiled January 23, 2004
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x, (1 x,[n] i valn] (0
®) A/D d Digital d D/A y;
system

Fig. 1.4 A digital signal processing system

A/D converter:

e A/D conversion can be viewed as a two-step process:

X, (1) X[n] den]

Sampler Quantizer

Fig. 1.5 A/D conversion

e Sampler: in which the analog input is transformed into a discrete-time signal, as in x%(t) — x[n| =
Xa(NTs), where Ts is the sampling period.

e Quantizer: in which the discrete-time signal x[n] € R is approximated by a digital signal x[n] € A,
with only a finite set A of possible levels.

e The number of representation levels in the set A is hardware defined, typically 2 where b is the
number of bits in a word.

e In many systems, the set of discrete levels is uniformly spaced. This is the case for instance for WAVE
files used to store audio signals. For WAVE files, the sampling rate is often 44.1 kHz (the sampling
rate used for audio CD’s) or 48 kHz (used in studio recording). The level resolution for WAVE files
is most often 16 bits per sample, but some systems use up to 24 bits per samples.

e In some systems, the set of discrete levels is non-uniformly spaced. This is the case for digital tele-
phony. Nearly all telephone calls are digitized to 8 bit resolution. However, the levels are not equally
spaced — the spacing between levels increases with increasing amplitude.

(© B. Champagne & F. Labeau Compiled January 23, 2004



1.2 Digital signal processing 7

Digital system:

e The digital system is functionally similar to a microprocessor: it has the ability to perform mathemat-
ical operations on a discrete-time basis and can store intermediate results of computation in internal
memory.

e The operations performed by the digital system can usually be described by means of an algorithm,
on which its implementation is based.

e The implementation of the digital system can take different forms:

- Hardwired: in which dedicated digital hardware components are specially configured to accom-
plish the desired processing task.

- Softwired: in which the desired operations are executed via a programmable digital signal pro-
cessor (PDSP) or a general computer programmed to this end.
e The following distinctions are also important:

- Real-time system: the computing associated to each sampling interval can be accomplished in a
time < the sampling interval.

- Off-line system: A non real-time system which operates on stored digital signals. This requires
the use of external data storage units.

D/A converter:

This operation can also be viewed as a two-step process, as illustrated in Figure 1.6.

Yalnl Pulse train ya (t) yg (t)

gererator Interpolator

Fig. 1.6 D/A Conversion

e Pulse train generator: in which the digital signal y4[n] is transformed into a sequence of scaled, analog
pulses.

e Interpolator: in which the high frequency components of ¥ (t) are removed via low-pass filtering to
produce a smooth analog output y4(t).

This two-step representation is a convenient mathematical model of the actual D/A conversion, though, in
practice, one device takes care of both steps.

(© B. Champagne & F. Labeau Compiled January 23, 2004



8 Chapter 1. Introduction

1.2.3 Pros and cons of DSP
Advantages:

e Robustness:

- Signal levels can be regenerated. For binary signals, the zeros and ones can be easily distin-
guished even in the presence of noise as long as the noise is small enough. The process of
regeneration make a hard decision between a zero and a one, effectively stripping off the noise.

- Precision not affected by external factors. This means that one gets the results are reproducible.

e Storage capability:

- DSP system can be interfaced to low-cost devices for storage. The retrieving stored digital
signals (often in binary form) results in the regeneration of clean signals.

- allows for off-line computations

e Flexibility:
- Easy control of system accuracy via changes in sampling rate and number of representation bits.

- Software programmable = implementation and fast modification of complex processing func-
tions (e.g. self-tunable digital filter)

e Structure:

- Easy interconnection of DSP blocks (no loading problem)
- Possibility of sharing a processor between several tasks

Disadvantages:

e Cost/complexity added by A/D and D/A conversion.
e Input signal bandwidth is technology limited.
e Quantization effects. Discretization of the levels adds quantization noise to the signal.

e Simple conversion of a continuous-time signal to a binary stream of data involves an increase in the
bandwidth required for transmission of the data. This however can be mitigated by using compression
techniques. For instance, coding an audio signal using MP3 techniques results in a signal which uses
much less bandwidth for transmission than a WAVE file.

1.2.4 Discrete-time signal processing (DT SP)
Equivalence of analog and digital signal processing

e Itis not at all clear that an arbitrary analog system can be realized as a DSP system.

e Fortunately, for the important class of linear time-invariant systems, this equivalence can be proved
under the following conditions:

(© B. Champagne & F. Labeau Compiled January 23, 2004



1.3 Applications of DSP 9

- the number of representation levels provided by the digital hardware is sufficiently large that
guantization errors may be neglected.

- the sampling rate is larger than twice the largest frequency contained in the analog input signal
(Sampling Theorem).

The DTSP paradigm

e Based on these considerations, it is convenient to break down the study of DSP into two distinct sets
of issues:

- Discrete-time signal processing (DTSP)
- Study of quantization effects

e The main object of DTSP is the study of DSP systems under the assumption that finite-precision
effects may be neglected = DTSP paradigm.

e Quantization is concerned with practical issues resulting from the use of finite-precision digital hard-

ware in the implementation of DTSP systems.

1.3 Applications of DSP

Typical applications:
e Signal enhancement via frequency selective filtering

e Echo cancellation in telephony:

- Electric echoes resulting from impedance mismatch and imperfect hybrids.
- Acoustic echoes due to coupling between loudspeaker and microphone.

Compression and coding of speech, audio, image, and video signals:

- Low bit-rate codecs (coder/decoder) for digital speech transmission.
- Digital music: CD, DAT, DCC, MD,...and now MP3
- Image and video compression algorithms such as JPEG and MPEG

Digital simulation of physical processes:

- Sound wave propagation in a room
- Baseband simulation of radio signal transmission in mobile communications

Image processing:
- Edge and shape detection
- Image enhancement

(© B. Champagne & F. Labeau Compiled January 23, 2004



10 Chapter 1. Introduction

Example 1.3: Electric echo cancellation

» In classic telephony (see Figure 1.7), the signal transmitted through a line must pass through a hybrid
before being sent to the receiving telephone. The hybrid is used to connect the local loops deserving the
customers (2-wire connections) to the main network (4-wire connections). The role of the hybrid is to
filter incoming signals so that they are oriented on the right line: signals coming from the network are
passed on to the telephone set, signals from the telephone set are passed on to the transmitting line of
the network. This separation is never perfect due to impedance mismatch and imperfect hybrids. For
instance, the signal received from the network (on the left side of Figure 1.7) can partially leak into
the transmitting path of the network, and be sent back to the transmitter (on the right side), with an
attenuation and a propagation delay, causing an echo to be heard by the transmitter.

To combat such electric echoes, a signal processing device is inserted at each end of the channel. The
incoming signal is monitored, processed through a system which imitates the effect of coupling, and
then subtracted from the outgoing signal. |

direct signal

__

Receiver Transmitter

‘

Hybrid

I:“>I:“>

echo signal

Fig. 1.7 Illustration of electrical echo in classic telephone lines.

Example 1.4: Edge detection

» An edge detection system can be easily devised for grayscale images. It is convenient to study the
principle in one dimension before going to two dimensions. Figure 1.8(a) illustrates what we expect an
ideal edge to look like: it is a transition between two flat regions, two regions with approximately the
same grayscale levels. Of course, in practise, non ideal edges will exist, with smoother transitions and
non flat regions. For the sake of explanation, let us concentrate on this ideal edge. Figure 1.8(b) shows
the impulse response of a filter that will enable edge detection: the sum of all its samples is equal to one,
so that the convolution of a flat region with this impulse response will yield 0, as the central peak will be
compensated by the equal side values. On the other hand, when the convolution takes place on the edge,
the values on the left of the peak and on the right of the peak will not be the same anymore, so that he
output will be nonzero. So to detect edges in a signal in an automatic way, one only has to filter it with
a filter like the one shown in Figure 1.8(b) and threshold the output. A result of this procedure is shown
on Figure 1.9 for the image shown earlier. <
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TTTTTTIHH

(@) (b)

Fig. 1.8 (a) An ideal edge signal in one dimension and (b) an edge detecting filter

Fig. 1.9 Illustration of an edge detection system on image of Figure 1.2.
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12 Chapter 1. Introduction

1.4 Course organization

Three main parts:

e Part I: Basic tools for the analysis of discrete-time signals and systems

- Time-domain and transform-domain analysis
- Discrete-time Fourier transform (DTFT) and Z-transform
- Discrete Fourier transform (DFT)

e Part Il: Issues related to the design and implementation of DSP systems:

- Sampling and reconstruction of analog signals, A/D and D/A
Structures for realization of digital filters, signal flow-graphs
Digital filter design (FIR and IIR)

Study of finite precision effects (quantization noise,...)

Fast computation of the DFT (FFT)

- Programmable digital signal processors (PDSP)

e Part I1l: Selected applications and advanced topics.

- Applications of DFT to frequency analysis
- Multi-rate digital signal processing
- Introduction to adaptive filtering

(© B. Champagne & F. Labeau Compiled January 23, 2004
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Chapter 2

Discrete-time signals and systems

2.1 Discrete-time (DT) signals

Definition:

A DT signal is a sequence of real or complex numbers, that is, a mapping from the set of ifegErs
eitherR orC, as in:
neZ—xneRorC (2.2)

nis called the discrete-time index.

x[n], thenth number in the sequence, is called a sample.

To refer to the complete sequence, one of the following notations may bexde¢h|} or evenx|n]
if there is no possible ambiguity.

Unless otherwise specified, it will be assumed that the DT signals of interest may take on complex
values, i.ex[n] € C.

We shall denote by the set of all complex valued DT signals.

Description:

There are several alternative ways of describing the sample values of a DT signal. Some of the most common
are:

e Sequence notation:
-11
=1{... 1,-,—-,=,... 2.2
X { 70707 72747 87 } ( )

where the bar on top of symbalindicates origin of time (i.en = 0)

=

1The latter is a misuse of notation, sinde] formally refers to theith signal sample. Following a common practice in the DSP
literature, we shall often use the notatixn] to refer to the complete sequence, in which case the indghould be viewed as a
dummy place holder.
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e Graphical:

x[n]
1
. . . . . : T ? = . >
0 1 2 n
e Explicit mathematical expression:
0 n<o0
X[n| = ’ 2.3
n {2” n>0. 2:3)
e Recursive approach:
0 n<o,
xn=4¢1 n=0, (2.4)
IXn-1 n>0

Depending on the specific sequental, some approaches may lead to more compact representation than

others.

Some basic DT signals:

o[n = {

e Unit pulse:

1 n=0,
0 otherwise

e Unit step:

e Exponential sequence:
for somea € C

xnf=Aa", nez

(2.5)

oln]

ul[n]

(2.6) 1

(2.7) !
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2.1 Discrete-time (DT) signals 15

o Complex exponential sequence (CES):
If |a| =1in (2.6), i.e.a = el for somew € R, we have

Xn =A™, neZ (2.8)

wherew is called the angular frequency (in radian).

- One can show that a CES is periodic with peridd.e. x[n-+N] = x[n], if and only if w= 21k/N
for some integek.

- If wp = wy + 21, then the two CES signails[n] = glwen andxi[n] = el are indistinguishable
(see also Figure 2.1 below).

- Thus, for DT signals, the concept of frequency response is really limited to an interval of size
2, typically [—T1t,11.

Example 2.1: Uniform sampling

» In DSP applications, a common way of generating DT signals is via uniform (or periodic) sampling of
an analog signat;(t), t € R, as in:
X[ =%a(nTg), neZ (2.9)
whereTs > Ois called the sampling period.

For example, consider an analog complex exponential signal giver(by= et whereF denotes
the analog frequency (in units of 1/time). Uniform samplingg(t) results in the discrete-time CES

X[n] = el2FNTs — glon (2.10)

wherew = 21T is the angular frequency (dimensionless).

Figure 2.1 illustrates the limitation of the concept of frequencies in the discrete-time domain. The
continuous and dashed-dotted lines respectively show the real part of the analog complex exponential
signalsel® andel(@+29t Upon uniform sampling at integer valuestdi.e. usingTs = 1in (2.9)), the

same sample values are obtained for both analog exponentials, as shown by the solid bullets in the figure.
That is, the DT CE®I“" andel(®+2Mn gre indistinguishable, even tough the original analog signals are
different. This is a simplified illustration of an important phenomenon known as frequency aliaqing.

As we saw in the example, for sampled data signals (discrete-time signals formed by sampling continuous-
time signals), there are several frequency variabfethe frequency variable (units Hz) for the frequency
response of the continuous-time signal, anthe (normalized) radian frequency of the frequency response

of the discrete-time signal. These are related by

w = 21F /Fs, (2.11)

whereFs (Fs = 1/Ts) is the sampling frequency. One could, of course, add a radian versdf= 21t)
or a natural frequency version af (f = w/(2m)).

For a signal sampled &t, the frequency interval-Fs/2 < F < F/2is mapped to the intervatim < w < 1t

Basic operations on signal:

e Let S denote the set of all DT signals.
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16 Chapter 2. Discrete-time signals and systems

Fig. 2.1 lllustration of the limitation of frequencies in discrete-time.

¢ We define the following operations gh

scaling: (ax)[n] = ax[n], wherea € C (2.12)
addition:  (x+y)[n] = x[n]+y[n] (2.13)
multiplication:  (xy)[n] = x[n]y[n] (2.14)

e SetS equipped with addition and scaling is a vector space.

Classes of signals:

The following subspaces ¢of play an important role:

e Energy signals: alk € § with finite energy, i.e.

Ty 2 i IX[N]|? < o (2.15)

n=—oo

e Power signals: ak € § with finite power, i.e.

; 2
i anr, 2 X< (2.16)

e Bounded signals: alt € § that can be bounded, i.e. we can fiagd> 0 such thatx[n]| < By for all
nez

e Absolutely summable: ak € S such thaty,,__, [x[n]| < o

Discrete convolution:

e The discrete convolution of two signatsandy in S is defined as

0

(x+y)[n = 5 x[Kyln—K (2.17)

k=—o0

The notatiorx[n] «y[n| is often used instead @k y)[n].
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e The convolution of two arbitrary signals may not exist. That is, the sum in (2.17) may diverge.
However, if bothx andy are absolutely summablesxy is guaranteed to exist.

e The following properties of may be proved easily:

(@) Xxy=yx*X (2.18)
(b)  (xxy)*z=xx(y*2) (2.19)
() x*xd=x (2.20)
e For example, (a) is equivalent to
> Akyin—K =3 ylKixin—K (2.21)
k=—o0 k=—o0

which can be proved by changing the index of summation fkdok’ = n—kin the LHS summation
(try it!)

2.2 DT systems

Definition:

A DT system is a mappin@ from § into itself. That is
Xe§S—-y=TxeS§ (2.22)

An equivalent block diagram form is shown in Figure 2.2 We refecds the input signal or excitation, and
toy as the output signal, or response.

x[n),neZ y[nl,neZ
e T{} -
input output

Fig. 2.2 A generic Discrete-Time System seen as a signal mapping

¢ Note thaty[n], the system output at discrete-timggenerally depends oxk] for all values ofk € Z.

e Even tough the notatioyin] = T{x[n|} is often used, the alternative notatigim| = (T x)[n] is more
precise.

e Some basic systems are described below.

Time reversal:

e Definition:
yln = (RY[n] £ x—n] (2.23)

e Graphical interpretation: mirror image about origin (see Figure 2.3)
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18 Chapter 2. Discrete-time signals and systems

7] x{-n]

Fig. 2.3 lllustration of time reversal: left, original signal; right: result of time reversal.

Delay or shift by integer k:
e Definition:
yIn] = (Dix)[n] 2 x[n— K] (2.24)
e Interpretation:

- k> 0= graph ofx[n] shifted byk units to the right
- k< 0= graph ofx[n] shifted by|k| units to the left

e Application: any signhak € § can be expressed as a linear combination of shifted impulses:

00

x[n] = Z x[k]d[n—K] (2.25)
k=—00
Other system examples:
e Moving average system:
1 N
This system can be used to smooth out rapid variations in a signal, in order to easily view long-term
trends.
e Accumulator: .
yini=Y xK (2.27)
k=—o00

Example 2.2: Application of Moving Average

» An example of Moving Average filtering is given in Figure 2.4: the top part of the figure shows daily
NASDAQ index values over a period of almost two years. The bottom part of the figure shows the same
signal after applying a moving average system to it, with- N + 1 = 10. Clearly, the output of the
moving average system is smoother and enables a better view of longer-term trends. <
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0 1 1 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400 450 500

0 1 1 1 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400 450 500

Fig. 2.4 Effect of a moving average filter. (Sample values are connected by straight lines to
enable easier viewing)

Basic system properties:

e Memorylessy[n| = (Tx)[n] is a function ofx[n] only.

Example 2.3:
» y[n] = (x[n])? is memoryless, but[n] = 3(x[n— 1] +X[n]) is not. <

Memoryless systems are also calkdtic systems. Systems with memory are termlgdamicsys-
tems. Further, systems with memory can have finite (length) memory or infinite (length) memory.

e Causaly[n] only depends on valuegk] for k < n.

e Anti-causal:y[n] only depends on valuegk] for k > n?.

Example 2.4:
> yin = (Tx)[n = Yr__., XK is causaly[n] = S, XK is anti-causal. <
e Linear: for anyay,a, € C andxy,xo € S,

T(01Xg+02x%2) = 01T (X1) +a2T (X2) (2.28)

2This definition is not consistent in the literature. Some authors prefer to define an anti-causal system as oyle|vandye
depends on valuegk] for k > n, i.e. the present output does only depend on future inputs, not even the present input sample.
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Example 2.5:

» The moving average system is a good example of linear system, byiré.g.(x[n])? is obviously
not linear. <

e Time-invariant: for ank € Z,
T(DkX) = Dk(TX) (2.29)

or equivalently,T{x[n]} = y[n] = T{x[n—K|} =y[n—K].

Example 2.6:

» The moving average system can easily be shown to be time invariant by just repidmimg- k
in the system definition (2.26). On the other hand, a system definghlby (T X)[n] = x[2n], i.e.
a decimation system, is not time invariant. This is easily seen by considering a déday bf
without delay,y[n] = x[2n]; with a delay of 1 sample in the input, the first sample of the output is
x[—1], which is different fromy[—1] = x[—2]. <

e Stable:x bounded=- y = Txbounded. That is, ifx[n]| < B for all n, then we can find, such that
ly[n]| < By foralln

Remarks:

In on-line processing, causality of the system is very important. A causal system only needs the past and

present values of the input to compute the current output sayfrileA non-causal system would require

at least some future values of the input to compute its output. If only a few future samples are needed, this

translates into a processing delay, which may not be acceptable for real-time processing; on the other hand,
some non-causal systems require the knowledge of all future samples of the input to compute the current
output sample: these are of course not suited for on-line processing.

Stability is also a very desirable property of a system. When a system is implemented, it is supposed to meet
certain design specifications, and play a certain role in processing its input. An unstable system could be
driven to an unbounded output by a bounded input, which is of course an undesirable behaviour.

2.3 Linear time-invariant (LTI) systems

Motivation:

Discrete-time systems that are both linear and time-invariant (LTI) play a central role in digital signal pro-
cessing:

e Many physical systems are either LTI or approximately so.

e Many efficient tools are available for the analysis and design of LTI systems (e.g. Fourier analysis).
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Fundamental property:

Supposd is LTI and lety = T x (x arbitrary). Then

yln] = i x[KIh[n— K] (2.30)

k=—o00

whereh £ T& is known as the unit pulse (or impulse) responsg of
Proof: Recall that for any DT signad, we can write

X= Z X[k] Dxd (2.31)
k=—00
Invoking linearity and then time-invariance ®f we have

y=Tx= i X[K] T (D) (2.32)
K=—0o

= i x[k] Dk(T &) = i x[k] Dh (2.33)

k=—o0 k=—o0

which is equivalent to (2.3Q).

Discussion:

e The input-output relation for the LTI system may be expressed as a convolution sum:

y=xxh (2.34)

e For LTI system, knowledge of impulse respoiise Td completely characterizes the system. For any
other inputx, we haveTl x= xx h.

e Graphical interpretation: to compute the sample values of y[n] according to (2.34), or equivalently (2.30),
one may proceed as follows:

- Time reverse sequend&| = h[—kK|
- Shift h[—k] by n samples=- h[—(k—n)] = h[n—K]|
- Multiply sequencesg(k] andh[n— k] and sum ovek = y[n|

Example 2.7: Impulse response of the accumulator

» Consider the accumulator given by (2.27). There are different ways of deriving the impulse response
here. By setting[n] = d[n] in (2.27), we obtain:

= Y é[k}{; :ig (2.35)

(© B. Champagne & F. Labeau Compiled September 13, 2004



22 Chapter 2. Discrete-time signals and systems

An alternative approach is via modification of (2.27), so as to directly reveal the convolution format
in (2.30). For instance, by simply changing the index of summation ool = n—k, equation (2.27)
then becomes:

+oo

yln] = I;X[H— )

400
= > ull]xn—1],

|=—o00

so that by identificatiorhi[n] = u[n). <

Causality:
An LTI system is causal ifijn] = 0 for n < 0.
Proof: The input-output relation for an LTI system can be expressed as:

yin = S hkxin—K (2.36)

k=—o0

— .-+ h[=2]x[n+ 1] + h[0]X[n] + h[4]x[n — 1] + - -- (2.37)

Clearly,y[n] only depends on valuesm| for m < niff h[k] = 0for k < 00.

Stability:

An LTI system is stable iff the sequenbfn| is absolutely summable, thatyg,__, |h[n]| < co.

Proof: Suppose thah is absolutely summable, that jg, |h[n|| = M < . Then, for any bounded input
sequence, i.e. such thapx[n]| < Bx < «, we have for the corresponding output sequence

ly[n]| = | Zx[n— Klh[K]| < le[n—k]l\h[kll
< ZBX\h[k]] = ByMp < o (2.38)

which shows thay is bounded. Now, suppose thah] is not absolutely summable, i.8.,__, |h[n]| = .
Consider the input sequence defined by

x[—nj = 4 PInV"/IRlnl] - if h{n] 30
0 if h{n] =0.

Note that|x[n]| < 1 so thatx is bounded. We leave it as an exercise to the student to verify that in this case,
y[0] = +o0, so that the output sequengis unbounded and so, the corresponding LTI system is not bounded.
(]
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Example 2.8:

» Consider LTI system with impulse resportgga] = a"u[n]

e Causality:h[n] = 0for n < 0= causal

e Stability:
i)l =3 fa” (2.39)
n:Zoo nZO
Clearly, the sum diverges jfi| > 1, while if |a| < 1, it converges:
hd 1
al"= <o 2.40
HZO\ "=1= al (2.40)
Thus the system is stable provided < 1.
|
FIR versus IIR
e An LTI system has finite impulse response (FIR) if we can find intelyers N, such that
hin|]=0 when n<Niorn>N; (2.41)
e Otherwise the LTI system has an infinite impulse response (lIR).
e For example, the LTI system with
1 0<n<N-1
h[n] = u[n] —u[n—N] = - (2.42)
0 otherwise
is FIR withN; = 0 andN, = N — 1. The LTI system with
a" n>0
h[n] = a"uln] = - (2.43)
0 otherwise
is IR (cannot find am,...)
e FIR systems are necessarily stable:
o0 N2
> |hin]|= ZW Ih[n]| <o (2.44)
n=—oo n=N;
Interconnection of LTI systems:
e Cascade interconnection (Figure 2.5):
y = (Xxhy)xhy =xx (hyxhy) (2.45)
:X*(hz*hl) = (X* h2)>l<h1 (2.46)
LTI systems commute; not true for arbitrary systems.
e Parallel interconnection (Figure 2.6):
y = xxhy +Xxxhp = X% (hy 4+ hp) (2.47)
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X y X y
—> B > h, —» = —>» hxh, —F
- * Y
= —> h, > h —F

Fig. 2.5 Cascade interconnection of LTI systems

hl

— GO— =  ——» h+h, —F

hZ

Fig. 2.6 Parallel interconnection of LTI systems

2.4 LTI systems described by linear constant coefficient difference equations (LCCDE)

Definition:

A discrete-time system can be described by an LCCDE of ddiér for any arbitrary inputx and corre-
sponding outpuy,

N M
k;)aky[n -k = k;bkx[n —K (2.48)

whereag # 0 anday # 0.

Example 2.9: Difference Equation for Accumulator

» Consider the accumulator system:
n

X[n] — y[n] = z x[K] (2.49)

k=—00

which we know to be LTI. Observe that

n-1
yin = 3 Xk +xin]
k=—00
=yln—1]+xn| (2.50)
Thisisan LCCDE ofordeN=1(M=0,ap=1,a1 =-1,bg=1) <
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2.4 LTI systems described by linear constant coefficient difference equations (LCCDE) 25

Remarks:
LCCDEs lead to efficient recursive implementation:

e Recursive because the computatioy[of makes use past output signal values (gig— 1] in (2.50)).
e These past output signal values contain all the necessary information about earlier states of the system.

e While (2.49) requires an infinite number of adders and memory units, (2.50) requires only one adder
and one memory unit.

Solution of LCCDE:

The problem of solving the LCCDE (2.48) for an output sequeyjcg given a particular input sequence
x[n], is of particular interest in DSP. Here, we only look at general properties of the solyfi@nsThe
presentation of a systematic solution technique is deferred to Chapter 4.

Structure of the general solution:
The most general solution of the LCCDE (2.48) can be expressed in the form
y[n] = yp[n] + k[N (2.51)
e yp[n] is any particular solution of the LCCDE

¢ yu[n] is the general solution of the homogeneous equation

N
> aynn—k =0 (2.52)
k=0
Example 2.10:
» Consider the 1st order LCCDE
y[n] = ayin— 1] + x[n] (2.53)

with inputx[n] = Ad[n].
It is easy to verify that the following is a solution to (2.53):

yp[n] = Ad'u[n] (2.54)

The homogeneous equation is
yn[N]+ayn[n—1 =0 (2.55)

Its general solution is given by
Yh[n] = Ba" (2.56)

whereB is an arbitrary constant. So, the general solution of the LCCDE is given by:

y[n] = Ad"u[n] + Ba" (2.57)
<
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Remarks on example:

e The solution of (2.53) is not uniqu& is arbitrary

e (2.53) does not necessarily define a linear system: in theAas® andB = 1, we obtainy[n] # 0
while x[n] = 0.

e The solution of (2.53) is not causal in general: the ch&@ice —A gives

0 n>0
nl = =7 2.58
yiny {—Aan n<0. ( )

which is an anti-causal solution.

General remarks:

e The solution of an LCCDE is not unique; for &th order LCCDE, uniqueness requires the specifi-
cation ofN initial conditions.

e An LCCDE does not necessarily correspond to a causal LTI system.

e However, it can be shown that the LCCDE will correspond to a unique causal LTI system if we further
assume that this systemirstially at rest That is:

x[nf=0forn<ny = y[n=0forn<ng (2.59)

e This is equivalent to assuming zero initial conditions when solving LCCDE, thgfrig=— ] = 0 for
l=1,...,N.

e Back to example: Herg[n| = Ad[n] = 0 for n < 0. Assuming zero-initial conditions, we must have
y[—1] = 0. Using this condition in (2.57), we have

y-1]=Bal=0=B=0 (2.60)

so that finally, we obtain a unique (causal) solutygm = Aa’u[n].

A systematic approach for solving LCCDE will be presented in Chap. 4.

2.5 Problems

Problem 2.1: Basic Signal Transformations
Let the sequeng[n] be as illustrated in figure 2.7. Determine and draw the following sequences:

1. x[—n|
2. X[n—2]
3. X[3—n]
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4. X[n]xd[n—3]
5. x[n]* (u[n] —u[n—2))

6. x[2n].

Fig. 2.7 Sequence to be used in problem 2.1.

Problem 2.2: Impulse response from LCCDE
Let the input-output relationship of an LTI system be described by the following difference equation:

yin] + gyin—1) = xin] ~ 4x{n 1],

together with initial rest conditions.
1. Determine the impulse responigi@| of the corresponding system.

2. Is the system causal, stable, FIR, IIR ?
,O,—l,0,0,0,...}.

NI

3. Determine the output of this system if the inpir] is given byx[n] = {...,O, 0,

Problem 2.3:
LetT;, i =1,2,3, be stable LTI systems, with corresponding impulse respdnggs

1. Is the system illustrated in figure 2.8 LTI ? If so, prove it, otherwise give a counter-example.

2. If the system is LTI, what is its impulse response ?

Problem 2.4:
LetT, i =12, be LTI systems, with corresponding impulse responses
hi[n] = J[n]—33[n—2]+8[n—3]
1 1
ho[n] = éé[n -1+ Zé[n -2].
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L

5 R

Fig. 2.8 System connections to be used in problem 2.3.

Ti)

D T{.}

v

o

4.}

A

Fig. 2.9 Feedback connection for problem 2.4.
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1. Write a linear constant coefficient difference equation (LCCDE) corresponding to the input-output
relationships off; andT,.

2. Consider the overall systemin figure 2.9, with impulse responsén|. Write a LCCDE correspond-

ing to its input-output relationship. Explain how you could comghjté from this LCCDE. Compute
h[0], h[1] andh[2].
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Chapter 3

Discrete-time Fourier transform (DTFT)

3.1 The DTFT and its inverse
Definition:

The DTFT is a transformation that maps DT sigr@al into a complex-valued function of the real variable,
namely

X (w) = i xne " weR (3.1)

N=—o00

Remarks:
e IngeneralX(w) € C
e X(w+2m) = X(w) = we [—1 17 is sufficient

e X(w) is called the spectrum ofn|:

X(0) = [X ()|l X@ IX(w)| = magnitude spectrum (3.2)
/X (w) = phase spectrum
The magnitude spectrum is often expressed in decibel (dB):
[X(w)lde = 2010gy0| X (w)| (3.3)

Inverse DTFT:

Let X(w) be the DTFT of DT signax[n]. Then

x[n] = Zln/];X(w)ej‘*’”dw, nez (3.4)
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Proof: First note that ™ el“"dw = 21d[n]. Then, we have

Knx(w)ejmdwzln{ g x[Kle™ 1K1 el@ndg)

I k=—00
_ 5 ik [ oy
k:Z_wx[ ]/fﬂe w
=21 i X[K|d[n—k] = 2mx[n] O (3.5)
k=—o0

Remarks:
e In (3.4),x[n] is expressed as a weighted sum of complex exponential sigit8lsw € [—Tt, 11, with
weightX(w)
e Accordingly, the DTFTX(w) describes the frequency contentxff

e Since the DT signak[n| can be recovered uniquely from its DTEI{w), we say thak[n] together
with X(w) form a DTFT pair, and write:

x[n] <2 X (w) (3.6)

e DTFT equation (3.1) is called analysis relation; while inverse DTFT equation (3.4) is called synthesis
relation.

3.2 Convergence of the DTFT:

Introduction:

e For the DTFT to exist, the serieg__,, x[ne” 1" must converge

e Thatis, the partial sum
M

Xy (@) = ZM x[nje~ e (3.7)

must converge to a limX(w) asM — oo,

e Below, we discuss the convergenceXaf(w) for three different signal classes of practical interest,
namely:
- absolutely summable signals
- energy signals
- power signals

e In each case, we state without proof the main theoretical results and illustrate the theory with corre-
sponding examples of DTFTs.
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Absolutely summable signals:

e Recall:x[n] is said to be absolutely summable (sometimes denoted)a

S Xl < (38)

n=—oo

e Inthis caseX(w) always exists because:

|y xnje < Y Xnje = |xin]| < (3.9)
n:z_oo n:z_oo n:z—oc
e Possible to show thafy (w) convergesiniformlyto X(w), that is:

For alle > 0, can findM, such thatX (w) — Xu(w)| < € for all M > M and for allw € R.

e X(w) is continuous andPX(w)/dwP exists and continuous for gil > 1.

Example 3.1:

» Consider the unit pulse sequends] = d[n]. The corresponding the DTFT is simpk(w) = 1.
More generally, consider an arbitrary finite duration signal, $ay<( N)
N

X[n] = z ckO[n— K]
=1

Clearly,x[n] is absolutely summable; its DTFT is given by the finite sum

N

X(w) = Cre Jon
n;ﬁ

Example 3.2:

» The exponential sequengf| = a"u[n] with |a] < 1 is absolutely summable. Its DTFT is easily com-
puted to be
X(w) = Z}(ae"”)” =
n=

“ 1 ac i

Figure 3.1 illustrates the uniform convergenceXgf(w) as defined in (3.7) t&X(w) in the special case
a=0.8. AsM increases, the whobléy (w) curve tends tX(w) at every frequency. <
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5 T T T
— DTFT
4t - - M=2
_ \‘\.',. : : : - M:5
= Lo \C. | |-~ M=20
= ol ST - 1
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O 1 1 - /I -
0 74 W V2 3174 Tt

Fig. 3.1 lllustration of uniform convergence for an exponential sequence.

Energy signals:

e Recall:x[n] is an energy signal (square summable gy iff

2y Xn]P <o (3.10)
N=—o0
e In this case, it can be proved thé} (w) converges in thenean squarsense tX(w), that is:
Tt
lim IX (W) — X (w)]|?dw =0 (3.11)
—00 —TT

e Mean-square convergence is weaker than uniform convergence:

- Ly convergence implieg, convergence.
- L, convergence does not guarantee timag_... X (w) exists for allc.
- e.0.,.X(w) may be discontinuous (jump) at certain points.

Example 3.3: Ideal low-pass filter

» Consider the DTFT defined by

)0 we<w<T

whose graph is illustrated in Figure 3.2(a). The corresponding DT signal is obtained via (3.4) as follows:

1

We .
xn) = Er/w e/9ndeo = 2% sing( ") (3.12)
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(a) DTFT

3
X 04
0.2
0
-0.2 1 1 |
i - 0 w
¢ angular frequency w ¢
(b) DT signal
0.5
0.4 B
0.3 b
— 0.2F i
S
* 01 g
oo i ? ?
-0.1F i i b

-0.2 1 1 1 1 1 1 1

-10 -8 -6 -4 -2 0 2 4 6

discrete-time n

10

Fig. 3.2 Impulse response of the ideal low-pass filter.

where thesincfunction is defined as

SiNTIX

singx) =

The signal[n] is illustrated in Figure 3.2(b) for the casg = 11/2
It can be shown that:

e 5, |X[n]| = 0 = x[n] not absolutely summable
e 3, [X[N]|? < © = x[n] square summable

Here, Xy (w) converges tX(w) in the mean-square only; the convergence is not uniform. We have the

so-called Gibb’s phenomenon (Figure 3.3):

e There is an overshoot of siZ&X ~ 0.09 neard-uX;

e The overshoot cannot be eliminated by increadihg

e This is a manifestation of the non-uniform convergence;
¢ It has important implications in filter design.

Power signals

e Recall:x[n] is a power signal iff

N

P2 Iim x[n]|?
AN 2 X<

(3.13)
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Fig. 3.3 lllustration of the Gibb’s phenomenon.
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If x[n] has infinite energy but finite powety (w) may still converge to a generalized functi®iw):

The expression ok (w) typically contains continuous delta functions in the variable

useful DT signals:

- Periodic signals
- Unit step

we shall frequently make use of certain basic results, as developed in the examples below.

Example 3.4:

» Consider the following DTFT

X () = 2 °°5a 21K
(w) T[k:z,w (@ )

whered,(w) denotes an analog delta function centredvat 0. By using the synthesis relation (3.4),
one gets

~TT [oe] )
X i/ 2m ey (w— 2rk)dw

I = 2n/-n &,
= kim /_T;ej‘””éa(w— 21k)do (3.14)
:/iej‘*’”éa(oo)dw
=eln=1 (3.15)

since in (3.14) the only value &ffor which the delta function will be non-zero in the integration interval
isk=0. <
Example 3.5:

» Consider the unit step sequengg| and letU (w) denotes its DTFT. The following result is given without
proof:

+1 Y Ba(00—21K)

<

Most power signals do not have a DTFT even in this sense. The exceptions include the following

While the formal mathematical treatment of generalized functions is beyond the scope of this course,
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3.3 Properties of the DTFT

Notations:
e DTFT pairs:
X[n| Z, X(w)
yln] < Y ()
e Real and imaginary parts:
X[n] = xg[N] + jx [N]
X(0) = Xr(w) + jX| ()
e Even and odd components:
X[N] = Xe[N] +Xo[N] (3.16)
] 2 S0 +x i) =[] (even) (3.17)
ol 2 2] X' [-1) = ;[ (odd) (3.18)
e Similarly:
X(0) = Xe(w) + Xo(w) (3.19)
Xe() £ 2 (X() + X (~0)) = X5 (-0 (even) (3:20)
Xo() £ 2 (X(®) ~ X" () = X3 () (o) (3.21)
Basic symmetries:
xX[—n] <2 X (—0) (3.22)
x*[n] < X* (—0) (3.23)
Xg[n] X Xe(0) (3.24)
ix [n] <2 Xo(0) (3.25)
xe[n] <2 Xe() (3.26)
Xo[n] < i (@) (3.27)
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Real/imaginary signals:
e If X[n] is real, therX(w) = X*(—w)
e If x[n] is purely imaginary, theX(w) = —X*(—w)
Proof: x[n] € R = x[n] = 0= Xo(w) =0. Inturns, this implieX(w) = Xe(w) = X*(—w). Similar argument
for purely imaginary casée.]
Remarks:
e Forx[n] real, symmetryX(w) = X*(—w) implies

X(@)] = X(-w)|, £X(w) =—-2X(-w) (3.28)
XR((JO) = )(R(—(.u,))7 X ((JL)) ==X (—(.0) (329)

This means that, for real signals, one only needs to sp&¢idy) for w € [0, 11, because of symmetry.

Linearity:

ax{n] + byn] <% aX(w) + bY(w) (3.30)
Time shift (very important):
x[n— d] <2 e~ 199X () (3.31)
Frequency modulation:
elonin] %5 X (00— wp) (3.32)
Differentiation:
nx(n] <2 jd);g(;)) (3.33)

Example 3.6:
» y[n] = box[n] + byx[n— 1]. By using the linearity and time shift properties, one gets that
Y (w) = (bo+b1e 1) X (w)

<
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Example 3.7:

» y[n| = cogwon)x[n]. Recall first thate!® = cogwyn) + jsin(wen), so thatcogwgn) = (el +

e 1%M) "and, by linearity and time shift:

1
¥ (00) = 5 (X (00— @) 4+ X(0+ o))
<
Convolution:
X[n] +y[n] <2 X(w)Y () (3.34)
Multiplication:
g 1 [m
xinyin) <% o= [ X(@Y(w-g)de (3.35)
T -1t
We refer to the RHS of (3.35) as the circular convolution of periodic functitfus) andY (w).
Thus:
- DT convolution<?— multiplication inw while
- DT multiplication<i> circular convolution inw
We say that these two properties are dual of each other
Parseval’s relation:
> WP = o [ X(@)Pdo (3.36)
n:Zoo B 21 n .
Plancherel’s relation:
[ee] 1 T
S xnlyin = - / X (@)Y (w)*do (3.37)
o 21/ 1

We have met two kinds of convolution so far and one more is familiar from continuous-time systems. For
functions of a continuous variable we have ordinary or linear convolution involving an integra-ron

0. Here we have seen periodic or circular convolution of periodic functions of a continuous variable (in this
case the periodic frequency responses of discrete-time systems) involving an integral over one period. For
discrete-time systems, we have seen the ordinary or linear convolution which involves a sumofrton

Later in the study of DFTs, we will meet the periodic or circular convolution of sequences involving a sum
over one period.
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3.4 Frequency analysis of LTI systems

LTI system (recap):

x{n] Mn]
H{.} =
y[n] = x[n] * h[n] = 3 X[Klh[n—K] (3.38)
k=—co
hin| = #{[n]} (3.39)

Response to complex exponential:
e Letx[n =€ ncZ.
e Corresponding output signal:
yln] = Z hik]x[n—K]
= Zh[k]eiw(n—k)
={ Z hiKle 1%}/ = H (w)x[n] (3.40)

where we recognizel (w) as the DTFT oh[n].

e Eigenvector interpretation:
- x[n] = e/“" behaves as an eigenvector of LTI systéfn Hx = Ax
- Corresponding eigenvalde= H(w) provides the system gain

Definition:

Consider an LTI syster{ with impulse responsk[n]. The frequency response 8f, denotedH (w), is
defined as the DTFT df[n]:

H(w) = i hine /" weR (3.41)

N=—o

Remarks:

e If DT system# is stable, then the sequenkfn| is absolutely summable and the DTFT converges
uniformly:

- H(w) exists and is continuous.
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e H(w) known=- we can recoveh[n] from the inverse DTFT relation:
1 (m -
h[n] = —/ H(w)e!“"dw (3.42)
210 1t

e We refer to|H (w)| as the magnitude response of the system.
We refer to/H (w) as the phase spectrum.

Properties:

Let # be an LTI system with frequency resportdéw). Lety[n] denote the response 8f to an arbitrary
inputx[n]. We have

Y(@) = H(@)X(w) | (3.43)

Proof:
HLTl = y=hxx = Y(w) = H(w)X(w)

Interpretation:

e Recall that input signat[n] may be expressed as a weighted sum of complex exponential sequences
via the inverse DTFT:

X[n] = zln/T,[TXm)eiw”dw (3.44)
e According to (3.43), .
y[n] = zln/H (@)X (w)el“dw (3.45)

o Note filtering role ofH (w): each frequency componentxm], i.e. X (w)el", is affected byH (w) in
the final system outpyn]:

- gain or attenuation gH (w)|
- phase rotation ofH (w).

Example 3.8:

» Consider a causal moving average system:

y[n| M kZO x[n—K] (3.46)
e Impulse response:
1 M-1
h[n| M k;) o[n—K|
J§ o<n<wm
0 otherwise
= 2 (uln] - uln—M))
M
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e Frequency response:

1 e 1OM/2 g joM/2 _ giwM/2

TM g 02 g2 _giw2
1 jem-1)/2 SiN(wM/2) (3.47)

“me sin(w/2)

e The magnitude response is illustrated in Figure 3.5.
- zeros ato = 21k/M (k # 0), WhereSiS?r(]?’wM/g) =0
- level of first sidelobex —13dB

e The phase response is illustrated in Figure 3.4.

- negative slope of-(M —1)/2

- jumps oftatw = 2rk/M (k # 0), wheresg;r(]‘("u'\)"/g) changes its sign.
<
0 X(e*)
Tt T

314
w2
4
0
-T/4
-T02
-3m4

S 3 23 . m 4773 573 on

Fig. 3.4 Phase response of the causal moving average syMem®)

Further remarks:
e We have seen that for LTI systeM(w) = H(w)X(w):
- X(w) = 0at a given frequencgo =Y (w) =0
if not: system is non-linear or time-varying
- H(w) =0=Y(w) =0, regardless of input
e If system is LTI, its frequency response may be computed as
Y(w)
H(w) = 3.48
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IX(e™)l

12

0 U3 213 w T 4173 5173 21

Fig. 3.5 Magnitude Response of the causal moving average systeme)

3.5 LTI systems characterized by LCCDE

LCCDE (recap):

e DT system obeys LCCDE of ordéy if

kiaky[n —K = kibkx[n —K| (3.49)

whereay # 0 anday # 0.
o |f we further assume initial rest conditions, i.e.:
x[nf=0forn<ng = y[nj]=0forn<ng (3.50)

LCCDE corresponds to unique causal LTI system.

Frequency response:

Taking DTFT on both sides of (3.49):

Zakyn Kl = Zbkxn K]

= Z)ake kaY Z)bke J‘*"‘X

MORD IR
X(w)  sN jage jok

= H(w) = (3.51)
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3.6 ldeal frequency selective filters:

Ideal low-pass:

4 H(w)
Hup () = 1 if o < e |
YT 0 ifae< o <
; n . —>
th[n] = %SIHC(OOC?) (352) -7 -, o, T o

Figure 3.6: Low-pass filter

Ideal high-pass:

H(w)
1 ifoe<|w < :
Hip(00) =
He(®) {o if 0| < o
th[n]:é[n]—th[n] (353) iy -, o, o

Figure 3.7: High-pass filter

Ideal band-pass:

H(w)
1 if |w—wy| <B/2 !
() = 0| < B/
0 elsein[—m, 1
hgp[n] = 2cogwon)hip[N]|e,=p/2 (3.54) -7 e o P

Figure 3.8: Band-pass filter

Ideal band-stop:

4 H(®)

Hes(w) 0 if |w—owy| <B/2 : B[
BT\ 1 elsein[-m _‘

th[n] = 6[“] — th[n] (3.55) — i,y o T

Figure 3.9: Stop-pass filter

Remarks:

e These filters are not realizable:

- they are non-causahif] # 0 for n < 0)
- they are unstabley(, |h[n]| = )
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e The main object of filter design is to derive practical approximations to such filters (more on this
later...)

3.7 Phase delay and group delay

Introduction:
Consider an integer delay system, for which the input-output relationship is
y[n] = x[n—K], keZ. (3.56)

The corresponding frequency response is computed as

<

V(W) _ ek (3.57)

Y(w) = e 19X (w) = H(w) = @

X

This clearly shows that the phase of the systérw) = —wk provides information about the delay incurred
by the input.

Phase delay:

For arbitraryH (w), we define the phase delay as

s ZH(W)
4 _ 3.58
Tph o ( )
For the integer delay system, we get:
_AH() ok (3.59)
() W

The concept of phase delay is useful mostly for wideband signals (i.e. occupying the whole bardifrom
to ).

Group delay:
Definition:
Tgr 2 —dl:ugw) (3.60)
This concept is useful when the system ingjui is a narrowband signal centred aroung] i.e.:
x[n] = s[n]e/@n (3.61)

wheres|n| is a slowly-varying envelope. An example of such a narrowband signal is given in Figure 3.7.
The corresponding system output is then

yIn] ~ [H (c) |sin — Tgr (o) el @ Tonlev), (3.62)
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Fig. 3.10 An example of a narrowband signal as definedxfmf = s[n|cogwpn). Top: the
signalx[n] is shown, together with the dashed envelsfré (Samples are connected to ease
viewing). Bottom: the magnitude of the DTFT »if].
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The above equation shows that the phase dejafuyp) contributes a phase change to trarier elton,
whereas the group delay; (uwo) contributes a delay to the envelogig]. Notice that this equation is strictly
valid only for integer values ofy (wyp), though a non-integer value of (o) can still be interpreted as a
non-integer delay

Pure delay system:

e Generalization of the integer delay system.
e Defined directly in terms of its frequency response:
H(w) = e /" (3.63)

wheret € R is not limited to take integer value.

e Clearly:
|H(w)| = 1= no magnitude distortion (3.64)
Linear phase:
Consider an LTI system with _
H(w) = [H(w)|e M), (3.66)

If /ZH(w) = —wr, we say that the system has linear phase. A more general definition of linear phase will
be given later, but it is readily seen that a linear phase system does not introduce phase distortion, since its
effect on the phase of the input amounts to a delay gmples.

One can define a distortionless system as one having a gain and a linear phelgey)ie.Aexd jwrt). The
gain is easily compensated for and the linear phase merely delays the sigredroples.

3.8 Problems

Problem 3.1: Ideal High-Pass Filter
Let h[n] be the impulse reponse of an ideal high-pass filterH.@v) is defined as:

H(Q)):{ 0 Joof <o

1 elsewhere’
for the main period-1t< w < 11, and for somr givemny, called the cut-off frequency..
1. plotH(w).

2. computeh[n] by using the definition of the inverse DTFT.

IFor instance, a delay c%‘ sample amount to replacingn| by a value interpolated betwe&m] andx[n— 1.
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3. Given thatH (w) can be expressed &{w) = 1— H p(w), whereH_ P(w) is the freqquency response
of an ideal low-pass filter with cut-off frequenaoy, computeh[n| as a function ofyp[n].

4. What would be the frequency resporG@w) if g[n] wash|n| delayed by 3 samples ?

5. Is the flterh[n] stable, causal, FIR, IIR ?

Problem 3.2: Windowing
Let x[n] = cogwpn) for some discrete frequenay, such thad < wy < 1t Give an expression of(w).

Letw[n] = u[n] — u[n— M]. Plot the sequenag[n]. ComputeN (w) by using the definition of the DTFT.
Let nowy[n] = x[nJw[n]. Compute the frequency responéew).

Problem 3.3:
Given a DTFT pair

x[n] <2 X (o),
1. Compute the DTFT of—1)"x[n];
2. Compute the DTFT of—1)"x*[M — n| for someM ¢ Z;
3. What is the equivalent in the time -domain of the following frequency domain condition
X ()2 + X (- )[> = 12

[Hint: Recall thatja]? = a*a.]
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Chapter 4

The z-transform (ZT)

Motivation:

e While very useful, the DTFT has a limited range of applicability.
e For example, the DTFT of a simple signal likn] = 2"u[n| does not exist.
e One may view the ZT as a generalization of the DTFT that is applicable to a larger class of signals.

e The ZT is the discrete-time equivalent of the Laplace transform for continuous-time signals.

4.1 The ZT

Definition:

The ZT is a transformation that maps DT sigrfl] into a function of the complex variabie defined as

X(2) = x[nz ™" (4.1)

n=—oo

The domain 0iX(z) is the set of alz € C such that the series converges absolutely, that is:

Dom(X) ={ze C:} x[n]z " < oo} (4.2)

Remarks:

e The domain ofX(z) is called the region of convergence (ROC).
e The ROC only depends dd: if z€ ROC, so isze® for any anglep.

¢ Within the ROC X(z) is an analytic function of complex variabte(That is,X(z) is smooth, derivative
exists, etc.)

e Both X(2) and the ROC are needed when specifying a ZT.
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Example 4.1:
» Considerx[n] = 2"u[n]. We have
X(2) = 3 2"z = !
n;) 1-2z1
where the series converges provid2z| < 1. Accordingly, ROC |z > 2 <

Connection with DTFT:

e The ZT is more general than the DTFT. L=t rel®, so that

ZT{X[n]} = i X[nr e~ 1" — DTFT{x[n)r "} (4.3)

N=—o0

With ZT, possibility of adjusting so that series converges.

e Consider previous example:
- X[n] = 2"u[n] does not have a DTFT (Notg:,, |x[n]| = o)
- X[njhasa ZT forizl =r > 2

e If z=¢€l® e ROC,

X(el®) = i x[nje” 1" = DTFT{x[n]} (4.4)

N=—o

e In the sequel, the DTFT is either denotedfe!®’), or simply byX (w) when there is no ambiguity
(as we did in Chapter 3).

Inverse ZT:

Let X(z), with associated ROC denot&g, be the ZT of DT signak[n]. Then

X[ = Zlijjéx(z)z”‘ldz, nez (4.5)

whereC is any closed, simple contour aroung 0 within Ry.

Remarks:

¢ In analogy with the inverse DTFT, signal§ with relative weightX(z).

e In practice, we do not use (4.5) explicitly to compute the inverse ZT (more on this later); the use
of (4.5) is limited mostly to theoretical considerations (e.g. next item).

e Since DT signak|n| can be recovered uniquely from its ZJ(z) (and associated RO®&), we say
thatx[n] together withX(z) and Ry form a ZT pair, and write:

x[n] <2 X(2),z€ Ry (4.6)
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4.2 Study of the ROC and ZT examples

Signal with finite duration:

e Suppose there exist integéMs < N, such thak[n| = 0 for n < N; and forn > N,. Then, we have
X(z) = x[njz "
n;ll
= XNz ™M $ XNy 4+ 1)z ML XNz e (4.7)

e ZT exists for allz€ C, except possibly &= 0 andz = c:

- N >0=2z=0¢ ROC
- N1 <0=2z=0¢ ROC

Example 4.2:

» Consider the unit pulse sequends] = [n].

X(z) = 1xZ2=1
ROC = C (4.8)
<
Example 4.3:
» Consider the finite length sequenda] = {1,1,2,1}.
X(z2) = z+14+2zt4272
ROC : 0<|Zg < (4.9)
<
Theorem:
To any power serie§y_oC,W", we can associateradius of convergence
. C
R= lim | — (4.10)
n—oo Cn+1

such that

if |w| < R=-the series converges absolutely
if |w| > R=the series diverges
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Causal signal:

Suppose&(n| = 0 for n < 0. We have

00

X(z) = nZox[n]z*” = niocnwn

ch=xn, w=z1? (4.11)
Therefore, the ROC is given by
_ X[n]
1
Z > —=r 4.12
E R, (4.12)

The ROC is the exterior of a circle of radiusas shown in Figure 4.1.

Fig. 4.1 lllustration of the ROC for a causal signal

Example 4.4:

» Consider the causal sequence
x[n] = a"u[n] (4.13)

wherea s an arbitrary complex number. We have

(o9

X(z2) = nZOaL“z‘n

= Zb(az—l)“ =— (4.14)
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provided|az!| < 1, or equivalently|z| > |a]. Thus,
ROC: || > |a (4.15)
Consistent with Figure 4.1, this ROC corresponds to the exterior of a circle of radiug| in the
z-plane. |
Anti-causal signal:

Suppos&(n] = 0 for n > 0. We have

0 w
X@= Y xnjz"= % x[-nz’ (4.16)
N=—oo n=
Therefore, the ROC is given by
L X[—n]
|z <R= Amo X—n—1] ’ (4.17)

The ROC is the interior of a circle of radilsin thez-plane, as shown in Figure 4.2.

Alm(z)

Re(z)
ROC: |z|<R

Fig. 4.2 lllustration of the ROC for an anti-causal signal.

Example 4.5:

» Consider the anti-causal sequence

x[n] = —a"u[-n—1]. (4.18)
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We have
1
X(z) = - az’"
2.
_ z (aflz)n
n=1
a1z
l-alz
1

= —— 4.1
l-azl (4.19)

if la~lz <1

provided|a—'z| < 1, or equivalently)z| < |a]. Thus,
ROC: |7 < |a (4.20)

Consistent with Figure 4.2, the ROC is the interior of a circle of rais|al. Note that in this and the
previous example, we obtain the same mathematical expressidiidpout the ROCs are differenta

Arbitrary signal:

We can always decompose the seigg) as

-1

X@= % x[n]z”+ix[n]z” (4.21)

needgz>r needgz <R

We distinguish two cases:

e If r <R, the ZT exists and ROOr < |z] < R(see Figure 4.3).

Alm(2)

ROC: r<|z|<R

Fig. 4.3 General annular ROC.

e If r > R, the ZT does not exist.
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Example 4.6:
» Consider
x[n] = (1/2)"u[n] — 2"u[-n—1]. (4.22)
Here, we have
X(z) = 1/2)"z 2"z "
et 3 7
[iz>1/2 Llz<2
B 1 N 1
o 1—%2—1 1-2z1
2-271

- £ (4.23)
— .
1-3z14+z72

The two series will converge simultaneously iff

ROC:1/2< |7 < 2. (4.24)
This correspond to the situation shown in Figure 4.3 with1/2 andR= 2. <
Example 4.7:
» Consider
x[n] = 2"u[n] — (1/2)"u[-n—1]. (4.25)
Here,X(z) = X, (z) + X_(2) where
Xi(2) = ZJZ”Z*” converges fofz| > 2
n=|
-1
X(2 = 3 (1/2)"z " converges fofz] < 1/2
N=—o00
Since these two regions do not intersect, the ROC is empty and the ZT does not exist. |

4.3 Properties of the ZT

Introductory remarks:

e Notations for ZT pairs:

x[n <= X(2), zeRy
yinl <= Y@, ze R
Rx and Ry respectively denote the ROC ¥{z) andY(z)
e When stating a property, we must also specify the corresponding ROC.

¢ In some cases, the true ROC may be larger than the one indicated.
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Basic symmetries:

x-n <= XY, zlem (4.26)
XN <2 XHZ), zeRy (4.27)
Linearity:
ax(n] + byin| <= aX(2) +bY(2), ze€ RN Ry (4.28)
Time shift (very important):
xn—d] <= 279X (2), ze€ Ry (4.29)
Exponential modulation:
a'[n] <= X(z/a), z/ac Ry (4.30)
Differentiation:
nx(n| Z,_ d)d((zz), ze Ry (4.31)
Convolution:
Xyl <= X(2)Y(2), z€ RN Ry (4.32)
Initial value:

Forx[n] causal (i.ex[n] = 0 for n < 0), we have

lim X(z) = x[0] (4.33)

7— 0

(© B. Champagne & F. Labeau Compiled September 13, 2004



4.3 Properties of the ZT 57

Example 4.8:
» Consider
x[n = cogwen)uln]
1. 1
—  Zelwon Zaioon
58 u[n]+2e u[n|
We have
1 P 1 ien
X(z) = EZT{el‘"0 u[n]}—s-éZT{e 1®Ny[n]}
11 1
T 21-elwzl T 21 e vzl
|z>|eiwo|=1 |Z>|e~iwo|=1
1—zlcosw,
= ROC: 1
1—2z1coswy,+2z2’ OC: |2 >
<
Example 4.9:
» Consider
x[n] = na’u[n]
We have
d 1
x@ = zg g} >l
azt
= —— __ ROC:
i-armz ROCIE>
<
Example 4.10:

» Consider the signabe [n] = {1, —2a,a?} andx;[n] = {1,a,a°,a%,a*} wherea € C. Let us compute the
convolutiony = x1 x Xz using thez-transform:

X1(z) =1-2az ' +a%z 2= (1-az 1)?

Xo(z) =1+az ' +a?z 2 +a’z 3 +a‘zt = iSZ_S
l-az?!
Y2 = X(2%(2=(1-azl)(1-a2"d)
= l-azl-a°z5%+a%"
Thereforey[n] = {1,—a,0,0,0, —a>, a’}. <
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4.4 Rational ZTs

Rational function:

X(z) is a rational function irz (or z 1) if

whereN(z) andD(z) are polynomials irz (resp.z 1)

Remarks:

e Rational ZT plays a central role in DSP

e Essential for the realization of practical IR filters.

(4.34)

¢ In this and the next Sections, we investigate two important issues related to rational ZT:

- Pole-zero (PZ) characterization
- Inversion via partial fraction expansion

Poles and zeros:

e X(z) has a pole of orddr atz= p, if

e X(z) has a zero of orddr atz= z, if

X(2) = (z-2)"W(2), 0<|P(z)| <o

e We sometimes refer to the ordeias the multiplicity of the pole/zero.

Poles and zeros ato:
e X(z) has a pole of orddr atz= o if
X(@)=2Y(2), 0<|P(w)| <
e X(2) has a zero of orddr atz= o if

x@)=¥2 o< )| <

(4.35)

(4.36)

(4.37)

(4.38)
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Poles & zeros of a rationalX(z):

Consider rational functioX (z) = N(z)/D(2):

e Roots 0fN(z) = zeros ofX(2)
Roots ofD(z) = poles ofX(z)

e Must take into account pole-zero cancellation:
common roots oN(z) andD(Z) do not count as zeros and poles.

¢ Repeated roots iN(z) (or D(2)) lead to multiple zeros (respectively poles).

¢ If we include poles and zeros @andoo:

| number of poles- number of zeros

Example 4.11:

» (1) Consider the rational function

X(2) 1 z z

T1-2z711z2 2Z-27+1 (z—1)2
The poles and zeros &f(z) along with their order are as follows:

poles : p1=1 L
zeros : z7=0, L
L

2
1
1

N

®,

2

(2) Let
1-z7+4 z

-1
X(@)= 1+3z1 B(z+3)

The corresponding poles and zeros are

zeros : z =e™?2fork=0,1,2,3, L=1
poles : p1=0, L =3(triple pole)
p=-3 L=1

(3) As afinal example, consider

The poles and zeros are

(4.39)

<
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Pole-zero (PZ) diagram:

For rational functionsX(z) = N(z)/D(Z), knowledge of the poles and zeros (along with their order) com-
pletely specifyX(z), up to a scaling factor, say € C.

Example 4.12:

» Let us consider the following pole and zero values:

z=1 L=1
p=2 L=1

}:X(z):Gi -G (4.40)
Remarks:
e Thus, we may represeift(z) by a so-called PZ diagram, as illustrated in Figure 4.4.

x(k)=pole of order k
A
|
m() o(=zero of order k

Fig. 4.4 Example of a PZ diagram.
e For completeness, the presence of poles or zer@ssabuld be mentioned on the diagram.

e Note that it is also useful to indicate ROC on the pz-diagram.

Example 4.13:

» Considerx[n] = a"u[n|, wherea > 0. The corresponding ZT is

1 z
X(z) = =——, ROC: 4.41
(@=1—71=5 5 ROCi[Z>a (4.41)
z7=0 L=1
p=a , L=1
The PZ diagram is shown in Figure 4.5. <
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Re(z)

Fig. 4.5 PZ diagram for the signadn] = a"u[n.

ROC for rational ZT:

Let's summarize a few facts about ROC for rational ZTs:

e ROC does not contain poles (becaXge) does not converge at a pole).
e ROC can always be extended to nearest pole
e ROC delimited by poles> annular region between poles

e If we are given onlyX(z), then several possible ROC:

- any annular region between two poles of increasing magnitude.
- accordingly, several possible DT signa|g]

4.5 Inverse ZT

Introduction:

e Several methods do exist for the evaluatiox(of given its ZTX(z) and corresponding ROC:

- Contour integration via residue theorem
- Partial fraction expansion (PFE)
- Long division

e Partial fraction is by far the most useful technique in the context of rational ZTs

e In this section:

- we present the PFE method in detalil;
- we discuss division only as a useful tool to pi(z) in proper form for the PFE.
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4.5.1 Inversion via PFE

PFE:

% where

- N(2) andD(z) are polynomials irz*
- degree oD(z) > degree oN(z)

e Suppose thaX(z)

e Under these conditionX(z) may be expressed as

X(2) = % iA“'_ll (4.42)
K=11= (1_ Pxz )
where
- p1,..., Pk are the distinct poles of(2)
- Li,...,Lk are the corresponding orders
e The constantsgy can be computed as follows:

- simple polesl(x = 1):

Ad =Aa = (1-pz HX(2)|z=p, (4.43)
- multiple poles [k > 1):

Le—17(1 — .71 Lk
A= (Lk— I)!(l— Pt d [(?drplk)sz‘)' - }‘Z:Pk (4.44)

Inversion method:
GivenX(z) as above with ROCr < |z| < R, the corresponding DT signa]n] may be obtained as follows:

e Determine the PFE oK(2):
K L
X Ax
X(z) = Z 27 4.45
@ &g (1-pzt) (4.49)

e Invoking linearity of the ZT, expresgn| as
L
x(n| = ki;kAkl z—l{i( - plkz_l)l } (4.46)
wherez~! denotes the inversetransform.
e Evaluate the elementary inverse ZTs in (4.46):
- simple polesl(y = 1):

1 zt [ pguln] if [pe| <r
1-paz? {—pﬂu[—n—l] if |p > R (4.47)
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- higher order poles{ > 1):

1 oz { ”g'f) pruln) it [l <r (8.48)
) - |

(1-pezt "pu-n—1] if |p >R
where({) = ;at; (readn chooser)
Example 4.14:
» Consider 1
X =
@)= i ey <A<
The PFE ofX(z) can be rewritten as:
A Ar
X(2) = 1-azl 1-bz1’
with
1 a
= —_ ~1 = —— =
A1 = (1-az H)X(2)|,_, 1bz1|_,~a b
1 b
Ao = (1-bz1HX = — =—
2 ( ) (Z)|Z:b l1-azl|,, b-a
so that
1 1
= A —1 A —1
x[n] 12 {l_a[1}+ 2 Z {1—b[1}
|z|>|a|=-causal |z]<|b|=-anti-causal
= Aad"un] — Agb"u[-n—1]
an+l bn+1
= o bu[n] — b7au[—n— 1]

4.5.2 PuttingX(2) in a suitable form

Introduction:

e When applying the above PFE methodd(r) = N(z)/D(z), it is essential that
- N(2) andD(z) be polynomials irg 1
- degree oD(z) > degree oN(z)
e If either one of the above conditions are not satisfied, further algebraic manipulations must be applied
to X(2)
e There are two common types of manipulations:
- polynomial division
- use of shift property
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Polynomial division:

e FindQ(z) andR(z), such that
N(2) R(2)

bz~ 225y (4.49)

whereQ(z) = EiNl x[n)z~" andR(2) is a polynomial inz"* with degree less than that Bf(z)

e Determination 0fQ(z) andR(z) via a division table:

Q(2)

D(2) N(2)
~Q@D() (#.50)

R(2)

¢ If we want the largest power afin N(z) to decrease, we simply exprd3sz) andN(z) in decreasing
powers oz (e.g.D(2) = 1+2z 1+ 772

e If we want the smallest power a@fin N(z) to increase we write dowB(z) andN(z) in reverse order
(e.9.D(2) =z242z1+1)

Example 4.15:

» Let us consider the-transform
543z 1472
X@= o177
3+4z 14272
with the constraint that[n] is causal. The first step towards findirg)] is to use long division to make
the degree of the numerator smaller than the degree of the denominator.

1
—2 | 21 —2 3,1
z%4+4z14+3 | z°43z1'-5
—(z2%24+4z143) (4.51)
- z1-8
so thatX(z) rewrites:
z1+8
X(z)=1-—— "2
@ z72+4z143

The denominator of the second term has two roots, the poles at% andz= —1, hence the factoriza-
tion: L
1 48
X(2)=1-2— > .
3(1+3zH(1+zY)

The PFE of the rational term in the above equation is given by two terms:

1 A A
X(2)=1-=
@ 3<1+%z—1+1+zl>’

IThat is, we want the smallest power nin N(z) to increase fromz~2 to z 1. Accordingly, we write dowrN(z) andD(z) in
reverse order when performing the division.
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with
z1+8 5
A — - _Z 4.52
. rzil, T (4.52)
z1+8 21
A = == 4.53
so that

5 7
X@=1+ <6(1+ 17 21t z—l)> '

Now the constraint of causality &fn] determines the region of convergenceXdt), which is supposed
to be delimited by circles with radius/3 and/orl. Since the sequence is causal, its ROC must extend
outwards from the outermost pole, so that the RO@|is- 1. The sequencgin| is then given by:

Use of shift property:

e In some cases, a simple multiplication #is sufficient to puiX(z) into a suitable format, that is:

Y(2) = ZX(2) = gg (4.54)

whereN(z) andD(z) satisfy previous conditions
e The PFE method is then appliedYdz), yielding a DT signay[n|
e Finally, the shift property is applied to recovgn|:

x[n] =yn—K| (4.55)
Example 4.16:
» Consider
1_ 7128

We could use division to work out this example but this would not be very efficient. A faster approach
is to use a combination of linearity and the shift property. First note that

X(2)=Y(2) -z 1%y (2)

where 1 1
Y = =
@ 1-z2 (1-zYH(1+z?)

The inversez-transform ofY (z) is easily obtained as (please try it)

yin] = S(L+ (~1)")uln
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Therefore

<
4.6 The one-sided ZT
Definition
XT(2) =2z {xnj} & ¥ x[njz " (4.56)
n=
e ROC:|z >r, for somer >0
e Information abouk[n] for n < O'is lost
e Used to solve LCCDE with arbitrary initial conditions
Useful properties:
e Time shift to the rightK > 0):
xn—K 25 2 (2) + X[~k + X[k + 1z 1+ 4 X[~z *D (4.57)
e Time shift to the leftk > 0):
x[n+ K 252X (2) - (0] — XYL — - —xk— 1]z (4.58)
Example 4.17:
» Consider the LCCDE
yin=ayn—1]+xn], n>0 (4.59)

wherex[n] = Bu[n], a andp are real constants with #~ 1 andy[—1] is an arbitrary initial condition. Let
us find the solution of this equation, iyn] for n > 0, using the unilaterat-transformz*.

e Computez™ of x|n]:

x[n] causal= X*(2) =X(2) = ——
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e Apply Z" to both sides of (4.59) and solve fgi (2):

Y'2) = a@Y (@+y[-1))+X"(2)
I B
= az Y (2) +ay[-1]+ T
=1-azYhYt (20 = ay[-1+ 1_[3271
_ay[-1]] B
=Y = 1-az1 (1-az?l)(1-z1)
_ay[-1] A B
~ l-oaz! 1-o0z! 1-7z1
where 8 8
a
“"1-a P 1a

e To obtainy[n] for n > 0, compute the inverse unilateral ZT. This is equivalent to computing the
standard inverse ZT under the assumption of a causal solution, i.e: RO€max(1,|a|). Thus,

forn>0
yinl = ay[-1ja"un]+Aa"u[n] 4 B(1)"u[n]
= y[-1a™14p 1o n>0
- y 1_a b -
<
4.7 Problems

Problem 4.1: Inverse ZT
Knowing thath[n] is causal, determinig{n| from its z-transformH (z):

242zt
(1+3zH(1-3z1)

H(z) =

Problem 4.2:
Let a stable systerH (z) be described by the pole-zero plot in figure 4.6, with the added specification that
H(z) is equal tol atz= 1.

1. Using Matlab if necessary, find the impulse respdnjsé

2. From the pole-zero plot, is this a low-pass, high-pass, band-pass or band-stop filter ? Check your
answer by plotting the magnitude respoftdéw)|.

Problem 4.3:
Let a causal system have the following set of poles and zeros:

o zeros:0, 3et1M4,0.8;
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0.6r : AN -
N X
0.4 p .
o i \\ _ e % |
DZ 0.2 3/\4]-[ - 1//6,7'[/ — :
S N2 1A2n :
© OW O R Ne T TR X -
% 08
E-0.2r X -
-0.4r N .
0.6} ] | -
o
-0.8r ' .
-1+ O _
-1 -0.5 0 0.5 1
Real Part

Fig. 4.6 Pole-Zero Plot for problem 4.2.
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o poles:£3, 2ete,
It is also known thaH (z)|,-1 = 1.

1. ComputeH (z) and determine the Region of Convergence;

2. Computeh[n].

Problem 4.4: Difference Equation
Let a system be sepcified by the following LCCDE:

y[n] =x[n] —x[n—1] + %y[n -1,

with initial rest conditions.
1. What is the corresponding transfer functidiiz)? Also determine its ROC.
2. Compute the impulse responisig|

(a) by inverting the-transformH (z);
(b) from the LCCDE.

3. What is the output of this system if

@ X~ (3) v
(b) x[n] =d[n— 3.
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Z-domain analysis of LTI systems

5.1 The system function

LTI system (recap):

yln] = x[n]xh[n| = z x[kJh[n—K]| (5.1)

k=—o0

hin] = AH{3[n} (5.2)

Response to arbitrary exponential:

e Letx[n] = 2", n € Z. The corresponding output signal:
H{ = Zh[k]z”’k
= {Z hKz *}1Z' = H(2)Z" (5.3)

where we recognizkl (z) as the ZT oh|n].

e Eigenvector interpretation:

- x[n] = Z" behaves as an eigenvector of LTI syst@fn #Xx = Ax
- Corresponding eigenvalue= H(z) provides the system gain

Definition:

Consider LTI systen# with impulse responsk[n]. The system function af{, denotedH (z), is the ZT of
h[n]:

H(z) = i hinjz™", ze Ry (5.4)

Nn=—o0

where®y denotes the corresponding ROC.
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Remarks:
e Specifying the ROC is essential: two different LTI systems may have the Hdmdut differentRy.
e If H(2) andRy are knownh|n| can be recovered via inverse ZT.

o If z=€l® e Ry, i.e. the ROC contains the unit circle, then

H(el®) = ihmgw%aﬂ@ (5.5)

N=—o

That is, the system function evaluatedzat e/® corresponds to the frequency response at angular
frequencyw.

Properties:

Let A be LTI system with system functidd (z) and ROCRy.

e If y[n| denotes the response #&f to arbitrary inputx[n], then

Y2 =H@X(@)| (5.6)

e LTI system# is causal iffRy is the exterior of a circle (including).

e LTI system# is stable iff Ry contains the unit circle.

Proof:

e Input-output relation:
H LTl =y=hxx=Y(2) =H(2)X(2)

e Causality:
#H causal< hnf=0forn<0& Ry :r <[z <o

e Stability: _ _
H stable =y |h[n][ = |hnje | <o = e®e Ry O
n

n

5.2 LTI systems described by LCCDE

LCCDE (recap):

e DT system obeys LCCDE of ordéy if

> ayin—K = 3 bain—K 67)

whereag # 0 anday # 0.
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o |f we further assume initial rest conditions, i.e.:
x[nf=0forn<ng = y[nj]=0forn<ng (5.8)
LCCDE corresponds to unique causal LTI system.

System function:

Taking ZT on both sides of (5.7):

N M
S ayin-K =3 bin—K
k=0 k=0

N M
—k —k
= az Y(z2) =Y bz *X(2)
kZO kZo

Y@ _ sMob

= H(2)= (5.9)
@ X(z) SN azk
Rational system:
More generally we say that LTI systefd is rational iff
.B(2)
Hz=zt—X2 (5.10)
(2) @
wherelL is an arbitrary integer and
N M
A =S azk B@=Y bz (5.11)
2 2
Factored form:
If the roots ofB(z) andA(z) are known, one can expreld§z) as
M (1_ 51
H(Z) _ GZ—L I_lkzl(l 4z ) (512)

I'IL(l —pzt)
whereG = system gain€ R or C), zs are non-trivial zeros (i.e# 0 or ), py’s are non-trivial poles. Factor
z - takes care of zeros/poles@or .

Properties:

e Rational system (5.12) is causal iff ROC = exterior of a circle:
= nopolesag=c=1L>0
= ROC: |z > max|px|

e Rational system is causal and stable if in addition to above:

= unit circle contained in ROC,
= thatis:|px| < 1forall k
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Rational system with real coefficients:

e Consider rational system:

M K
H(z) = Lig = L%E,:SZE; (5.13)
e In many applications, coefficienég’s andby’s € R. This implies
H*(z2) =H(Z") (5.14)
e Thus, ifz is a zero ofH(z), then
H(z) = (H(z))" =0"=0 (5.15)

which shows thaz; is also a zero oH (2)

e More generally, it can be shown that

- If pis a pole of ordef of H(z), so ispj;
- If zcis a zero of ordel of H(z), so isz;

We say that complex poles (or zeros) occur in complex conjugate pairs.

¢ In the PZ diagram of(z), the above complex conjugate symmetry translates into a mirror image
symmetry of the poles and zeros with respect to the real axis. An example of this is illustrate in
Figure 5.1.

' Im(z)

Py %

.
Pr X

Fig. 5.1 PZ diagram with complex conjugate symmetry.

5.3 Frequency response of rational systems
The formulae:
¢ Alternative form ofH (z) (noteK =L+ M —N):

ok s (z—2)
(5.12)= H(2) = Gz ey (5.16)
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Frequency response:
1(e1°—2)

H(w) =H(z _-m_GeJ‘*’KH"_— 5.17
(@) =H(2),e (@ (5.17)
e Define:
Vi(w) = €9 -2z Uk(w) = [~ py
B(w) = £(e°-z)  @(w) =L - p) (5.18)
e Magnitude response:
V]_((JL))...VM((O)
Hw)|=|6l————F—= 5.19
[H(w) = 1G]] ) T (5.19)
IH(w)de = |Glae + sz |dB_ZUk )|dB (5.20)
e Phase response:
M N
/H(w) = 2£G—wK + zek qu((w) (5.21)
K=1 K=1
e Group delay:
d M N
Tor (@) = — 5= ZH(@) =K+ Y 8(w) = 3 dh(w) (5.22)
K=1 K=1
Geometrical interpretation:
e Consider polgy:
A=e™ —p, 4 Im(z)
o/?
P )
Re(z)
unit circle

- A= el®_ py: vector joiningpk to pointel® on unit circle
- Uk(w) = |A]: length of vectoA
- (W) = ZA: angle between and real axis

e A similar interpretation holds for the ternvg(w) and6y(w) associated to the zeras..
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Example 5.1:

» Consider the system with transfer function:

B 1 .z
1-8z1 z—8

H(2) (5.23)

In this case, the only zero is at 0, while the only pole is at = .8. So we have that

Vi(w)=e9 =1  81(w)=w
Ut(w) = €9 -8 @ (w)=2(e?—.8)

The magnitude of the frequency response at frequentythus given by the inverse of the distance
between8 ande!® in the z-plane, and the phase response is giveiby@; (w). Figure 5.2 illustrates
this construction process. |

Some basic principles:

e For stable and causal systems, the poles are located inside the unit circles; the zeros can be anywhere

e Poles near the unit circle @t=rel® (r < 1) give rise to:
- peak in|H(w)| nearuwy
- rapid phase variation neax,

e Zeros near the unit circle at= rel® give rise to:

- deep notch inH (w)| nearw,
- rapid phase variation neax,

5.4 Analysis of certain basic systems

Introduction

In this section, we study the PZ configuration and the frequency response of basic rational systems. In all
cases, we assume that the system coefficestandby are real valued.

5.4.1 First order LTI systems
Description:
The system function is given by:
1-bz?
The poles and zeros are:
- pole:z=a(simple)
- zero:z=b(simple)
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Fig. 5.2 lllustration of the geometric construction of the frequency response of the signal
in (5.23), forw = 11/5 (top) andw = 11/2 (bottom)
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Practical requirements:
- causality: ROC {z| > |a|
- stability: |a] < 1
Impulse response (RO{ > |a|):

hin| = G(1— a?I)a”u[n] +G§6[n} (5.25)

Low-pass case:

To get a low-pass behavior, one needs 1— ¢, where0 < € < 1 (typically). Additional attenuation of
high-frequency is possible by proper placement of the zetd.

Example 5.2: Low-Pass first order system

» Two examples of choices fdrare shown below.
4 Im(z)

ROC: |z]>a

zero:b=0

1
H pu— —r
1 G117 a1

Gi=1l-a=Hi(w=0)=1

- -

L unit circle
4 Im(z)
ROC: |z|]>a

zerob= -1

1+z1

@) =G

1_
Go= =% = Hy(w=0)=1

~ -

L unit circle

(© B. Champagne & F. Labeau Compiled September 13, 2004



78 Chapter 5. Z-domain analysis of LTI systems
The frequency responses of the corresponding first order low-pass systems are shown in Figuge 5.3.
10 T T T
o 0
=
2 -10
2
c -20
()]
©
€ -30
-40
-t -T2 0 2 i
Tt —_— = = = = = _ T T
=~ N\
=)
g
e o0
@
c
o
AN
-1 ! ! e e B
-t -T2 0 2 T
10 T

group delay
(6]
T

frequency w

Fig. 5.3 Frequency response of first order system

High-pass case:

To get a high-pass behavior, one has to locate the pode=at-1+ ¢, where0 < € <« 1 To get a high
attenuation of the DC component, one has to locate the zero at op eehr

Example 5.3: High-Pass first order system

» The PZ diagram and transfer function of a high-pass first order systenawith.9 andb = 1 are shown

below.
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4 Im(z)

ROC: |z|>|a|

\ zerob=1
\
1— —1
6o » H@2) =G
il Re(2) l-az
/ 1+a
/) G=——=H(-m=1
Y 2

-

L unit circle

The corresponding frequency response is shown in Figure 5.4 |
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©
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-Tt -T2 0 w2 s

frequency w

Fig. 5.4 Frequency response of a first-order high-pass filter with a pale-at.9 and a zero
atz=1

5.4.2 Second order systems

Description:

e System function:
14 b1z 1+ byz?
T ltazl+apz?

H(2) (5.26)
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e Poles:
- if a2 > 4ay: 2 distinct poles (real) ghy» = —% + 3, /a2 —4a,
- if a2 = 4ap: double pole (real) apy = —%

- if a2 < 4ap: 2 distinct poles (complex) gt » = -4+ j%\/4a27—a%

e Practical requirements:

- causality: ROC {z| > max{|p|, |pz|}
- stability: can show thatpy| < 1 for all K iff

lag| <1, apx>|a1|—1 (5.27)
Resonator:
4 Im(z)
ROC: |z|>r
o N pp = rel®
/// \\‘ p2 — re_JmO — pi
] 7 i
! (2 @ \ -
\ N T »
.\ 1 Re(z) Hz = G — . —
5 / (1—relwz ) (1—re-jwz™)
\\\ Pl 1
N - = G 14 2,2
RIS R 1—2rcoqwo)z t+r2z-
unit circle

e The frequency response (Figure 5.5) clearly shows peaks arbwpd
e Forr close to 1 (buk 1), [H(w)| attains a maximum ab= +wy,

e 3dB-bandwidth: for close to 1, can show:

H (ot 29 =

> whereAw=2(1—r) (5.28)

1
\@7
Notch filter:

A notch filter is an LTI system containing one or more notches in its frequency response, as the results of
zeroes located on (or close to) the unit circle.
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0 — r=-975,0 =14

magnitude (dB)

-7t -T2 0 2 s
- =
g
.
2
- 1 1 Il - |
-T -T2 0 2 s
frequency w
Fig. 5.5 Frequency response of a resonator system
2 Im(z)
ROC: |z|>r
7 = % z=egl®_z
pp = rel® pp=re’i®=p;
> (1— iz 1)(1— eIz 1)
Re(z) H(z) =

(1—reloz-1)(1—re-i%z-1)
1—2cogwp)z t+27?
1—2rcoq )z 1+41r2z2

unit circle

The notches in the frequency response are clearly shown in Figure 5.6.

5.4.3 FIR filters
Description:

e System function:

H(z) = B(2=bo+biz 1+ - +byz™
= bo(l—-zz Y- -A—zyz'} (5.29)
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—r=-.9, W, =14
_lo - .

_20 - -

magnitude (dB)

-7t -Tv2 0 W2 s

phase (rad)
o

3
N

1 = | | I -
-T -T2 0 w2 T
frequency w

Fig. 5.6 Frequency response of a notch filter.

e This is a zeroth order rational system (ifdz) = 1)
TheM zerosz can be anywhere in the complex plane
There is a multiple pole of ordér atz= 0.

e Practical requirement: none
Above system is always causal and stable

e Impulse response:

[ by 0<Nn<M
hin} = { 0 otherwise (5-30)
Moving average system:
¢ Difference equation:
1 M-1
y[n] = vl kZO x[n—K] (5.31)
e System function:
Mt 11-zM

H(z) = v 7 K— V=" (5.32)
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e PZ analysis: Roots of the numerator:
M=1=z=e2%M k=01,.,M-1 (5.33)

Note: there is no pole at= 1 because of PZ cancellation. Thus:

1 M-1 )
H(z) = — 1_ gl2k/M,—1 5.34
@)= [Ta-eMz? (5.34)
e The PZ diagram and frequency responseMos 8 are shown in Figures 5.7 and 5.8 respectively.

4 Im(z)

ROC: |z|>0

(M-1 2z/M

I Re()

unit circle

Fig. 5.7 Zero/Pole diagram for a Moving Average Systevh£ 8).

5.5 More on magnitude response

Preliminaries:
e Consider stable LTI system with impulse respohigg
e Stable= e/ ¢ ROC=
H(w) = S hlnje o

n

= z hnz | —eiv = H(2)|=eio (5.35)

e Recall thath[n] € R <= H*(w) =H(—w) <= H*"(z) =H(Z")
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Fig. 5.8 Frequency response of a Moving Average systih8).

Properties:

The squared magnitude response of a stable LTI system can be expressed in terms of the system function as
follows:

HWP? = H@H (1/Z)],-ei0
= H(@H(1/2)|,mew if NN € R (5.36)
Proof: Using (5.35), the square magnitude response can be expressed as
H(w)|* = H(@)H" () = H(@H"(2)|—ei0 (5.37)
Note that wherz = ei®, we can writez = 1/z". Hence:
H*(2) = H™(1/Z')|=eio (5.38)

Whenh[n| € R, we have
H*(z2) =H(Z") = H(1/2)|,—eio (5.39)

To complete the proof, substitute (5.38) or (5.39) in (5[37)

Magnitude square function:

e C(2) 2 H(2H*(1/7)
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e Important PZ property:

- 7z = zero ofH(z) = z and1/z; are zeros o€(z)
- px = pole ofH(z) = px and1/py are poles o€(z)

e This is called conjugate reciprocal symmetry (see Figure 5.9).

4 Im(z)
1/ py
Dr
1/z
Zig o »
Re(z)
unit circle

Fig. 5.9 Typcial Zero/Pole plot for a magnitude square functia).

e Suppose magnitude resporibg w)|? is known as a function ab, as well as the number of poles and
zeros ofH (2):

- we can always find the PZ diagram@©(fz)
- from there, only a finite number of possibilities fidi(z)

5.6 All-pass systems
Definition:
We say that LTI systent is all-pass (AP) iff its frequency respons#(w), satisfies
H(w)| =K, forallwe -1 (5.40)

whereK is a positive constant. In the sequel, this constant is set to 1.

Properties:

LetH(z) be an AP system.
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e From definition of AP system,

IH(w)[2=H(@2H"(1/Z)|eio =1, forallwe [T (5.41)
This implies

H(@H"(1/2)=1, foralizeC] (5.42)

e From above relation, it follows that

H(1/Z')=1/H*(2) (5.43)
Therefore

Z, = zero of ordet of H(z) <= 1/z; = pole of orderl of H(z)
po = pole of orde of H(z) <= 1/p;; = zero of ordelt of H(z)

Trivial AP system:
o Consider integer delay system systeti{t) = e 19X
e Thisis an all-pass systentd (w)| =1

First order AP system:

From the above PZ considerations, we obtain the following PZ diagram:

4 Im@)

1/a

A 4

Re(z)

unit circle

System function:

HAP(Z) = G—&
= —. 5.44
l1-azl (5-44)
where the system gai@ has been chosen such thétz) = 1atz= 1.

The frequency response is shown in Figure 5.10.
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Fig. 5.10 Frequency response of a first order all-pass system.
General form of rational AP system:
e Consider rational system:
B(z M bz K
H(2) _ 1 BE Z*Liz'ﬁro .l (5.45)
(2) SkeoZ
e In order for this system to be AP, we need:
Bz = zVA(1/7)
N
=3 ag N (5.46)
k=0

e AP system will be causal and stable if, in addition to above:

- L>0

- all poles (i.e. zeros oA(z)) inside U.C.

Remark:

e Consider two LTI systems with freq. resf; (w) andHz(w).
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e |Hi(w)| = |Ho(w)| for all w e [—1, 11 iff Ha(z) = H1(2)Hap(2)
for some all-pass systehtup(2)

5.7 Inverse system
Definition:
A system#{ is invertible iff for any arbitrary input signalg andx,, we have:

X1 75 Xo —> f]‘[Xl 75 ,‘7‘[X2 (5.47)

Definition:

Let #( be an invertible system. Its inverse, denofdd is such that for any input signalin the domain of
H, we have:

Hy (HX) = X (5.48)

Remarks:

¢ Invertible means that there is a one-to-one correspondence between the set of possible input signals
(domain of#) and the set of corresponding output signals (range).

e When applied to output signgl= #x, the inverse system produces the original input

] ] 7]
Hi}  —— H/{}

v

Fundamental property:

Let # be an invertible LTI system with system functibi{z). The inverse syster is also LTI with system
function

[Hi(2) = 1/H(2)| (5.49)

Remarks:

e Several ROC are usually possible 1df(z) (corresponding to causal, mixed or anti-causal impulse
responsd, [n))

e Constraint: ROCH) NROC(#) cannot be empty

e From (5.49), it should be clear that the zero$id) become the poles ¢, (z) and vice versa (with
the order being preserved).
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e Thus, causal and stable inverse will exist iff all the zerélgfz) are inside the unit circle.

Proof (the first two parts are optional):
- Linearity: Lety; = #Hx; andy, = Hx,. Since#{ is linear by assumption, we havé(a;x; + axxp) =
axy1 + axy». By definition of an inverse system,
Hi (agy1+ 8zY2) = a1X1 + 82X = a1 9 (Y1) + a2 (Y2)
which shows that is linear.

- Time invariance:Lety = #x and letDx denote the shift bk operation. Since// is assumed to be
time-invariant,H (xx) = Dyy. Therefore H (Dyy) = Dix = Dk(Hy) which shows thatH is also
TI.

- Eq. (5.49):For anyx in the domain of#{, we must have (#/x) = x. Since bothf and#{ are LTI
systems, this implies that
Hi(2H(2)X(2) = X(2)

from which (5.49) follows immediately.

Example 5.4:

» Consider FIR system with impulse respon8e<(a < 1):
h[n] = &[n] —ad[n— 1]
The corresponding system function
Hiz=1-az?! |4>0

Invoking (5.49), we obtain

1
H(z)=——=
@) l-azl
The corresponding PZ diagrams are shown below
4 Imz) 4 Im(z)
H(z) H,(z)
Roct
ROC2\
¢/ Re(z) ! k | Re(@
L unit circle & unit circle

Note that there are two possible ROC for the inverse systgin):

e ROG : |7 >a=
hi[n] =a"u[n] causal & stable

e ROG: |z <a=
hi[n] = —a"u[-n—1] anti-causal & unstable

<
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5.8 Minimum-phase system

5.8.1 Introduction

It is of practical importance to know when a causal & stable invéfisexists.

Example 5.5: Inverse system and ROC

» Consider the situation described by the pole/zero plot in Figure 5.11 (Hpt®: = 1/H(2)). There are
3 possible ROC for the inverse systeft

- ROG : |7 < 1/2 = anti-causal & unstable
- ROG:1/2 < |7 < 3/2= mixed & stable
- ROG, : |7 > 3/2 = causal & unstable

A causal and stable inverse does not exist! <
A Im(2) 4 Im(2)
H(z2) H,(2)
X 0
Re(z) Re(z)

O o> >

1/2 3/2 1/2 3/2

X )

unit circle unit circle

Fig. 5.11 Example of pole/zero plot of an LTI system and its inverse.

From the above example, it is clear that:

H causal and stable <= poles ofH, (z) inside u.c.
<= zeros ofH(z) inside u.c.

These considerations lead to the definitiomdhimum phaseystems, which fulfill the above conditions.
Definition:

A causal LTI systen¥ is said to be minimum phase (MP) iff all its poles and zeros are inside the unit circle.

Remarks

e Poles inside u.c= h[n] can be chsoen to be causal and stable
Zeros inside u.c= hy[n] can be chsoen to be causal and stable exists
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e Minimum phase systems play a very important role in practical applications of digital filters.

5.8.2 MP-AP decomposition

Any rational system function can be decomposed as the product of a minimum-phase and an all-pass com-
ponent, as illustrated in Figure 5.12:

MP AP
H(Z) — Hmin (Z) > Hap (Z)

Fig. 5.12 Minimum phase/All pass decomposition of a rational system.

Example 5.6:

» Consider for instance the transfer function

(1-3izYH1-3z1
1-z1+3z2

H(z) =

)

whose pole/zero plot is shown in Figure 5.11. The zemp-at3/2 is not inside the unit circle, so that
H(2) is not minimum-phase. The annoying factor is tI:lus%‘z*1 on the numerator dfl (z), and it will
have to be included in the all-pass component. This means that the all-pass conthgBnwill have

a zero az=3/2, and thus a pole &= 2/3. The all-pass component is then

_ 3,1

z

1

3
2
_ 25,1
5Z

while Hmin(2) is chosen so as to hat¥(z) = Hmin(2)Hap(2):

oy - M@ 10z h-3zY
mn Hap(z) G 1—Tl—|—%2*2

The corresponding pole-zero plots are shown in Figure 5.13. If we further require the all-pass component
to have unit gain, i.eHap(z= 1) = 1, then we must s = —3/2. <

5.8.3 Frequency response compensation

In many applications, we need to remove distortion introduced by a channel on its input via a compensating
filter (e.g. channel equalization), like illustrated in Figure 5.14.

SupposeH (w) is not minimum phase; in this case we know that there exists no stable and causal inverse.
Now, consider the MP-AP decomposition of the transfer functibi{tw) = Hmin(w)Hap(w) A possible
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A Im(z) 4 Im(z)

Hmin(z) Hap(z)

Re(z) Re(z)
O—»
2/3 3/2

unit circle unit circle

Fig. 5.13 Pole/Zero plot for a decomposition in Minimum-phase and all-pass parts.

Distorting Compensating .
Xl system yn] system? x[n]
H(w) H, (o)

Fig. 5.14 Frequecny response Compensation

choice for the compensating filter (which is then stable and causal) is the inverse of the minimum phase
component oH (w)):

He() = 1/Hmin(0). (5.51)
In this case, the compounded frequency response of the cascaded systems in Figure 5.14 is given by
X(w) _ _
X(a) — He(@H (©) = Hap(0), (5.52)

Accordingly, the magnitude spectrum of the compensator output skfmas identical to that of the input
signalx[n|, whereas whereas their phases differ by the phase response of the all pass corggaent

IX(w)] = |X(w)|= exact magnitude compensation (5.53)
/X(w) = ZX(w)+ ZHap(w) = phase distortion

Thanks to this decomposition, at least the effedtidfo) on the input signal’s magnitude spectrum can be
compensated for.

5.8.4 Properties of MP systems

Consider a causal MP system with frequency respbhggw). For any causal systehh(w) with the same
magnitude response (i.g4 (w)| = [Hmin(w)|):

(1) group delay oH (w) > group delayHmin(w)
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M M
) S |hn2< 'S |hmin[n]|?, for all integerM > 0
n;| [n]] n;\ min[N] |

According to (1), the minimum phase system has minimum processing delay among all systems with the
same magnitude response. Property (2) states that for the MP system, the energy concentration of the
impulse responsknn[n] aroundn = 0 is maximum (i.e. minimum energy delay).

5.9 Problems

Problem 5.1: Pole-zero plots
For each of the pole-zero plots in figure 5.15, state whether it can correspond to

1. an allpass system;

2. aminmum phase system;

3. a system with real impulse response;
4. an FIR system;

5. a Generalized Linear Phase system;
6. a system with a stable inverse.

In each case, specify any additional constraint on the ROC in order for the property to hold.

Problem 5.2: Inversion Moving Average system
An M-point moving average system is defined by the impulse response

h[n] = %(u[n] —uln—M]).

1. find thez-transform ofh[n| (use the formula for a sum of a geometric series to simplify your expres-
sion);

2. Draw a pole-zero plot ofi (z). What is the region of converhence ?

3. Compute the-transform for all possible inversésg[n| of hin|. Is any of these inverses stable ? What
is the geenral shape of the correspndiong impulse respor|sé3

4. A modified Moving Average system with forgetting factor is

1
hin] = = (uln] — uln - M]),
whereais real, positive and < 1. ComputeG(z) and draw a pole-zero plot. Find a stable and causal

inverseG, (z) and compute its impulse resporgé].
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2 Im@2)
2 Im(z)
/ ° Zl /
P
r 4
Rg(z) Re(é)
)2 \ 2
1
.
2
unit circle unit circle
(a) (b)

A Im(z)

unit circle

unit circle

(c) (d)

Fig. 5.15 Pole-Zero plots pertaining to problem 5.1.
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Problem 5.3: Implementation of an approximate noncausal inverse

Let a system be defined by
_1-bz?

=1 az D 2| > |al,

H(2)

where|b| > 1> |a.

1. Is this system stable? Is it causal ?
2. Find the impulse respons$en|.

3. Find thez-transformsH, (z) of all possible inverses for this system. In each case, specify a region of
convergence, and whether the inverse is stable and/or caussal.

4. For each of the above inverses, compute the impulse response and skecah-Ht0dy, b = 1.5.

5. Consider the anticausal inversgn| above. You want to implement a delayed and truncated version
of this system. Find the number of sample$dh| to keep and the corresponding delay, so as to keep
99.99% of the energy of the impulse resporis@].

Problem 5.4: Minimum-phase/All-Pass decomposition
Let a system be defined in tzelomain by the following set of poles and zeros:

e zeros:2, 0.7etim8:
e poles:3, 0.3e5/M12,

FurthermoreH(z) is equal tol atz= 1.

1. Draw a pole-zero plot for this system;
2. Assume that the system is causal. Is it stable ?
3. Compute the factorization ¢ (z) into
H(2) = Hmin(2)Hap(2),

whereHmin(z) is minmimum-phase , anHap(2) is allpass. Draw a pole-zero plot fétnin(z) and
Hap(2).

Problem 5.5: Two-sided sequence
Let a stable system have the transfer function

1
(1-3z1)(1- feim4z- 1) (1 Le-imiz- 1)

H(2) =

(© B. Champagne & F. Labeau Compiled September 13, 2004



96 Chapter 5. Z-domain analysis of LTI systems

1. Draw a pole-zero plot foH (z) and specify its ROC;

2. compute the inversetransformh|n].
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Chapter 6

The discrete Fourier Transform (DFT)

Introduction:

The DTFT has proven to be a valuable tool for the theoretical analysis of signals and systems. However, if
one looks at its definition, i.e.:

X(w) = i xnje 1" we [~ T, (6.1)

Nn=—o00

from a computational viewpoint, it becomes clear that it suffers several drawbacks Indeed, its numerical
evaluation poses the following difficulties:

e the summation ovan is infinite;

e the variablewis continuous.

In many situations of interest, it is either not possible, or not necessary, to implement the infinite summation
S e o IN(6.1):
e only the signal samplegn| fromn=0ton= N — 1 are available;

e the signal is known to be zero outside this range; or

e the signal is periodic with period.

In all these cases, we would like to analyze the frequency content of sighalsed only on the finite set

of sample0],x[1],...,x[N — 1]. We would also like a frequency domain representation of these samples
in which the frequency variable only takes on a finite set of valuesugdgr k=0,1,...,N —1, in order to
better match the way a processor will be able to compute the frequency representation.

The discrete Fourier transform (DFT) fulfills these needs. It can be seen as an approximation to the DTFT.
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6.1 The DFT and its inverse
Definition:

The N-point DFT is a transformation that maps DT signal samgheg],...,x[N — 1]} into a periodic se-
quenceX k], defined by

X[K| = DFTn{x[n]} = Nix[n]ejm‘”/ ", kez (6.2)

Remarks:
e Only the sampleg[0],...,x|N — 1] are used in the computation.
e TheN-point DFT is periodic, with period\:
X[k+N] = X[K]. (6.3)

Thus, it is sufficient to specifX[k] for k=0,1,...,N —1 only.

The DFTX[k] may be viewed as an approximation to the DTK{w) at frequencywy = 21K /N.

The "D” in DFT stands for discrete frequency (i)

Other common notations:

N-1
Xk = Z)x[n]e*"*"” where wx = 21k/N (6.4)
n—
N-1 ,
= %x[n]w,\'}” where W £ e 12N (6.5)
n—=

Example 6.1:

» (a) Consider

We have

1 .
X[K = Zox[n}e”z“k”/'\' =1, allkez
n=

(b) Let
xn=a", n=0,1,...,.N—-1
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We have
h j2rkn/N
XK = ale14TKn
&

N-1 _
= Zopﬂ where py 2 ae 12N
n—=

N if px =1,
= 1—pN
P otherwise
1-p

Note the following special cases of interest:

0 ifk=1,...,N-1

N if k=1 moduloN,

a=eZ/N — X[ )
0 otherwise.

a1 x[k]:{N if k=0,

<
Inverse DFT (IDFT):
TheN-point IDFT of the sampleX[0],...,X[N — 1] is defined as the periodic sequence
N-1 _
KN = IDFTN{X[K]} £ 1 Z)X[k]eﬂ“k”/N, nez (6.6)
N &
Remarks:
e In generalX[n] # x[n| for all n € Z (more on this later).
e Only the sample¥X]0], ..., X|N — 1] are used in the computation.
e TheN-point IDFT is periodic, with period\:
X[n-+N] = X[n] (6.7)
e Other common notations:
1 N-1 )
K[n] = N XK/ where wy = 21k/N (6.8)
K=0
1 N-1 .
= N, XKW " where Wy £ e 12N (6.9)
IDFT Theorem:
If X[K] is theN-point DFT of {x[0],...,x|[N — 1]}, then
x[n = &[n] = IDFT\{X[K}, n=0,1,..,.N—1 (6.10)
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Remarks:

e The theorem states thgn] = X[n] for n=0,1,...,N — 1 only. Nothing is said about sample values of
x[n] outside this range.

e Ingeneral, itis not true thagn] = X[n| for all n € Z: the IDFTX|n| is periodic with periodN, whereas
no such requirement is imposed on the original sigial

e Therefore, the values ofn| for n < 0 and forn > N cannot in general be recovered from the DFT
samplesX[k]. This is understandable since these sample values are not used when codifditing

e However, there are two important special cases when the complete signzdn be recovered from
the DFT sampleX[k] (k=0,1,...,N—1):

- x[n] is periodic with periodN
- x[n] is known to be zero fon < 0 and forn > N

Proof of Theorem:

e First note that:
EN—le_,-m/N_ 1 ifn=0,£N,£2N,... (6.11)
N k; ~ 1 0 otherwise '

Indeed, the above sum is a sum of terms of a geometric series= IN, | € Z, then all theN terms
are equal to one, so that the sunNisOtherwise, the sum is equal to

1_e—j2T[kn
1— e j2m/N’
whose numerator is equal to 0.
e Starting from the IDFT definition:
1 N—-1 .
Kn = =5 X[Kel2*o/N
N &
1 N=1 (N-1 _ _
- - X[I]e—jZTIkI/N ejZlen/N
N & (£
N-1 LN-1
= X]{ = § e jzi-n/N (6.12)
(= N &

For the special case where {0,1,...,N — 1}, we have—N < | —n < N. Thus, according to (6.11),
the bracketed term is zero unldss n. Therefore:

Kn=xn, n=0,1....N—-1 O (6.13)
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6.2 Relationship between the DFT and the DTFT

Introduction

The DFT may be viewed as a finite approximation to the DTFT:

X[kl = Nix[n]ejw"n ~ X(w) = i x[nje~jen

n=—oo

at frequencyw = wx = 21k/N As pointed out earlier, in general, an arbitrary sigxfal, n € Z, cannot be
recovered entirely from itBl-point DFT X[k],k € {0,...,N —1}. Thus, it should not be possible to recover
the DTFT exactly from the DFT.

However, in the following two special cases:
- finite length signals
- N-periodic signals,

x[n] can be completely recovered from f&point DFT. In these two cases, the DFT is not merely an
approximation to the DTFT: the DTFT can be evaluated exactly, at any given frequeady- 1, 11, if the
N-point DFT X[K] is known.

6.2.1 Finite length signals

Assumption: Suppose[n] = 0 for n < 0 and forn > N.

Inverse DFT: In this casex[n] can be recovered entirely from ispoint DFTX[k], k=0,1,...,N—1 Let
X[n| denote the IDFT oK k]:

z
|

K[n] = IDFT{X[K]} = % k :X[k]ejZT‘k”/N, nez. (6.14)

Forn=0,1,...,N—1, the IDFT theorem yieldsx[n] = X[n]. Forn < 0 and forn > N, we havex|n] = 0 by
assumption. Therefore:
if 0<n<N,

) Xn]
x{n = {O otherwise (6.19)

Relationship between DFT and DTFT: Since the DTFTX(w) is a function of the samplegn], it should
be clear that in this case, it is possible to completely reconstruct the XT&J from theN-point DFTXK].

First consider the frequenay = 21K /N:

00

X(w) = 5 xnje 1"
N1
= Z)x[n]e’j‘*"”:X[k] (6.16)

The general case, i.@arbitrary, is handled by the following theorem.
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Theorem: Let X(w) andX[k] respectively denote the DTFT aitpoint DFT of signalx[n]. If x[n] =0

for n < 0 and forn > 0, then:

where

N-1
X[KP(0w—ux)
k=
1 N—-1 .
L = —Jon
P(w) N e

(6.17)

(6.18)

Remark: This theorem provides a kind of interpolation formula for evaluairig) in between adjacent

values ofX (ax) = X[K].

Proof:

Properties of P(w):

e Periodicity: P(w+ 2m) =

If w=2m, then

P(w)

Note that at frequenogy = 21k /N:

11-e N
P0 = § 1=
_ 1 a2 Sin(@N/2)
N sin(w/2)
1 k=0
P — ’
(6) {0 k=1,..N—1

N-1

; x[nje~Jon

{1N 1
ZO Z)X eJ‘*’Kn g jon

e (i)

ZX[k]P(oo w) O
k=0

If =27 (I integer), there™J®" = g~121" — 1 50 thatP(w) = 1.

so that (6.17) is consistent with (6.16).

Figure 6.1 shows the magnitudefw) (for N = 8).

(6.19)

(6.20)

(6.21)
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[P

— N=8

magnitude

L L L
-T -T2 frequéncy w w2 he

Fig. 6.1 Magnitude spectrum of the frequency interpolation funcidw) for N = 8.

Remarks: More generally, suppose thein| = 0 for n < 0 and forn > L. As long as the DFT sizhl is
larger than or equal tb, i.e. N > L, the results of this section apply. In particular:

e One can reconstrugfn| entirely from the DFT samplex[k]

e Also, from the theoremX[k] = X(wx) atoux = 21K/N.

Increasing the value @i beyond the minimum required value, i .= L, is calledzero-padding

e {X[0],...,x[L—1]} = {x]0],...,x[L —1],0,...,0}
e The DFT points obtained give a nicer graph of the underlying DTFT bedswge- 21t/N is smaller.

e However, no new information about the original signal is introduced by increakinghis way.

6.2.2 Periodic signals

Assumption: Suppos&(n] is N-periodic, i.ex[n+ N] = x[n].

Inverse DFT: In this casex[n] can be recovered entirely from ité-point DFT X[k], k=0,1,...,N — 1.
Let X[n] denote the IDFT oX[k], as defined in (6.14). Far=0,1,...,N — 1, the IDFT theorem vyields:
x[n] = X[n]. Since bottX[n] andx[n] are known to bé-periodic, it follows that[n] = X[n] must also be true
for n < 0 and forn > N. Therefore

x[nNf=X[n], VYnecZ (6.22)
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Relationship between DFT and DTFT: Since theN-periodic signalx[n] can be recovered completely
from its N-point DFT X[k], it should also be possible in theory to reconstruct the DXE®) from X[K].

The situation is more complicated here because the DTFT of a periodic signal contains infinite impulses.
The desired relationship is provided by the following theorem.

Theorem: Let X(w) andX|k] respectively denote the DTFT ahtdpoint DFT of N-periodic signakin.
Then:

o)

— 2 S X[KBa(co— ) (6.23)

X(w) = Wk,

whered,(w) denotes an analog delta function centerea at 0.

Remarks: According to the Theorem, one can recover the D) from theN-point DFT X[K]. X(w)
is made up of a periodic train of infinite impulses in thelomain (i.e. line spectrum). The amplitude of the
impulse at frequencyo = 21/N is given by2riX[k] /N

Proof of Theorem (optional):

X(w) = %x[n]e’j‘*’”

n=—o

00 1 N-1 )
-5 {N 3 X[k]ew}elw“
k=0

N=—o0
1N_l oo joxn o— joon
= =Y X[K e/%Ne™)
N2 M2,
1N71 )
= NZX[k]DTFT{eJ(’)‘n}
k=0
N—1 )

_ ;kzoxmzn T Ba(w—ox—2m)

=—oo

o N-1
_ 2’\’:_2 kXOX[k]aa(m—Zl\’f(kHN)) (6.24)

Realizing thatX[K] is periodic with periodN, and thaty >, Si-g f(k-+rN) is equivalent toy ., f (k)
we finally have:

X(w) = ZW” f Nix[k+rN]6a(w—i]|T(k—|—rN))
r=—oo k=
2m 2 21K
= N, 2 XM= O

Remarks on the Discrete Fourier series: In the special case whein] is N-periodic, i.e x[n+ N] = x[n],
the DFT admits a Fourier series interpretation. Indeed, the IDFT provides an expansjonasfa sum of

(© B. Champagne & F. Labeau Compiled September 28, 2004
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harmonically related complex exponential sigrelfd™:

1 N-1 .
xn==5 5 X[Ke™", neZ (6.25)
K=o

In some textbooks (e.g. [10]), this expansion is called discrete Fourier series (DFS). The DFS coefficients
X[Kk] are identical to the DFT:

X[K = Nij[n]ej‘*’K”, nez (6.26)

In these notes, we treat the DFS as a special case of the DFT, corresponding to the situatigmjwiien
N-periodic.

6.3 Signal reconstruction via DTFT sampling

Introduction:

Let X(w) be the DTFT of signak[n], n € Z, that is:

X(w) = i xne 1" weR.

n=—oo

Consider the sampled values ¥fw) at uniformly spaced frequencies = 21k/N for k =0,...,N — 1.
Suppose we compute the IDFT of the sampléay):

1 N—-1

Z)X(wk)em” (6.27)

&[] = IDFT{X (@)} =
k

What is the relationship between the original sigxa) and the reconstructed sequerifg?

Note thatX[n] is N-periodic, whilex[n] may not be. Even fon=0,...,N — 1, there is no reason fai{n| to
be equal to([n]. Indeed, the IDFT theorem does not apply siX¢ex) #= DFTn{X[n]}.

The answer to the above question turns out to be very important when using DFT to compute linear convo-
lution...

Theorem

X[n] = IDFT{X(wx)} = i X[n—rN] (6.28)

r=—oo
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Proof:
g = = Zx G)el O
N ¢
1N -
- - gl | gjoxn
B N Z {l—oo }e
{ 1S omn kN
= (1] el2mn- (6.29)
I:Zoo N k;)
From (6.11), we note that the bracketed quantity in (6.29) is equaliftay—I =rN, i.e. | =n—rN (r
integer) and is equal 10 otherwise. Therefore
x[n| = Z xn—rN] O (6.30)

r=—oo

Interpretation

X[n] is an infinite sum of the sequencel® —rN], r € Z. Each of these sequences — rN] is a shifted
version ofx[n] by an integer multiple oN. Depending on whether or not these shifted sequences overlap,
we distinguish two important cases.

e Time limited signal:Suppos&(n| = 0 for n < 0 and forn > N. Then, there is no temporal overlap of
the sequencegn — rN]. We can recovex[n| exactly from one period of[n:

X =01..N-1
X[n] = Anj n=0, T ’ (6.31)
0 otherwise

This is consistent with the results of Section 6.2.1. Figure 6.2 shows an illustration of this reconstruc-
tion by IDFT.

¢ Non time-limited signalSuppose that[n| # 0 for somen < 0orn > N. Then, the sequencgg —rN]
for different values of will overlap in the time-domain. In this case, it is not true tRfal = x[n| for
all 0 < n< N-—1. We refer to this phenomenon as temporal aliasing, as illustrated in Figure 6.3.

6.4 Properties of the DFT

Notations:

In this section, we assume that the signdig andy|[n| are defined oved < n <N — 1. Unless explicitly
stated, we make no special assumption about the signal values outside this range. We déiqpteirihe
DFT of x[n] andy[n] by X[k] andY[K]:

xin & XK
yin 2 YK

We view X [k] andY[k] asN-periodic sequences, defined for lal: Z
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original signal

15

x[n]

0.5

15

xhat[n]

0.5

DTFT

[X(w)]

T 2mn
w

sampled DTFT

IX(@))I

(el teet T11

5 10 15
k

Fig. 6.2 lllustration of reconstruction of a signal from samples of its DTFT. Top left: the
original signalx[n] is time limited. Top right, the original DTFX(w), from which 15 samples

are taken. Bottom right: the equivalentimpulse spectrum corresponds by IDFT to a 15-periodic
sequence[n] shown on the bottom left. Since the original sequence is zero ouiside< 14,

there is no overlap between replicas of the original signal in time.
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ofiginal signal DTFT

15 10y
o?
1 0e%0 | |0 * °
= 3
< x
0.5
G 9000 0000000000 90000
-15 -10 -5 0 5 10 0 T 21
n W
inverse DFT sampled DTFT
3 : : : : 104 : :
25 8
2 (A1) (1) 0%, %, %,
= =8
< 1.5 S
£ X 4
10
05 2 [ I
O 0 [ ) T [}
-15 -10 -5 0 5 10 0 2 4 6
n k

Fig. 6.3 lllustration of reconstruction of a signal from samples of its DTFT. Top left: the
original signalx[n] is time limited. Top right, the original DTFX(w), from which 6 samples

are taken. Bottom right: the equivalent impulse spectrum corresponds by IDFT to a 6-periodic
sequence&[n| shown on the bottom left. Since the original sequence is not zero owltside

n <5, there is overlap between replicas of the original signal in time, and thus aliasing.
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Modulo N operation:

Any integern € Z can be expressed uniquelyras- k+rN where
ke {0,1,...,N—1} andr € Z. We define

(N)n = nmoduloN £ k. (6.32)

For example(11)s =3, (—1)g =5.

Note that the sequence definedxpyn)y| is anN-periodic sequence made of repetitions of the valuedf
betweerD andN — 1, i.e.

X[(Mn]= > &n—rN] (6.33)

whereg[n] = x[n](u[n] —u[n—N]).

6.4.1 Time reversal and complex conjugation

Circular time reversal:  Given a sequencgn], 0 < n < N — 1, we define its circular reversal (CR) as
follows:

CR{x[n} =x[(—n)n], 0<n<N-1 (6.34)

Example 6.2:

» Letxn=6-—nforn=0,1,..,5:

n|0 1 2 3 4 5
xnf[6 5 4 3 2 1
Then, forN = 6, we have CRx[n]} = x[(—n)s]:
n|0 1 2 3 4 5
(-n)g [0 5 4 3 2 1
X(—n)g] |6 1 2 3 4 5
This is illustrated Figure 6.4. <
ax[n] 4 X(=n)]
6 6
CR
0 1 2 3 4 5 n 0 1 2 3 4 5 n

Fig. 6.4 lllustration of circular time reversal
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Interpretation:  Circular reversal can be seen as an operation on the set of signal saj@ples, x[N —1]:
e X[0] is left unchanged, whereas

e fork=1toN —1, samplex[k] andx[N — k| are exchanged.
One can also see the circular reversal as an operation consisting in:
e periodizing the samples afn], 0 < n < N — 1 with periodN;

e time-reversing the periodized sequence;

e Keeping only the samples betwe@andN — 1.
Figure 6.5 gives a graphical illustration of this process.

10 T T A |X[n] T A T T
10 T T % T T % T T
z.._.ﬂ HHHHH,.TT jlﬁ»l;,””,.ﬂ HNH
10 T T 5 T T 5 T T
z”ﬂ“ TmHm_n;)lmlinelh.,-=H”WH H_
10 T T L T T L T T
—0i5 -10 -5 0 5 10 15 20 25 '

Fig. 6.5 Graphical illustration of circular reversal, with= 15.
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Property:
x[(—nn] 2 X[k (6.35)
X' & X[k (6.36)
X[(—n)n] o X*[K (6.37)

Remarks:

e SinceX[k] is N-periodic, we note thaX[—k] = X[(—k)n]. For example, iN = 6, thenX[—1] = X[5]
in (6.35).

e Property (6.36) leads to the following conclusion for real-valued signals:
X[n] = x*[n] <= X[k] = X*[—K] (6.38)
or equivalently, iff| X[k]| = |[X[—K]| and£X[k] = —£X[—K].

e Thus, for real-valued signals:
- X[O] is real;
- if Nis even:X[N/2] is real;
- X[N—K =X*[K for1<k<N-1.

Figure 6.6 illustrates this with a graphical example.

6.4.2 Duality
Property:

DFTy
—

X[nj NX(—K)n] (6.39)

Proof: First note that sincé—k)n = —k+rN, for some integer, we have

e i2mk/N _ gj2m(—k)n/N (6.40)

Using this identity and recalling the definition of the IDFT:

N—-1 N-1
Z)X[n}eijmk/N _ ;x[n]ejZm(fk)N/N
n=

- = Nx IDFT{X]n|} at index valug —k)n
= NX(-kn] O
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X[n]
: T
or * ° p ® i
A - .
o T 2 3 ke 5 7 89
5 T T

S T T

o
=
N
whk
oL
~
e}
©

MK

o‘i?TI.Ji*“

-5 I I I I I
0 1 2 3 4 5 6 7 8 9

Fig. 6.6 lllustration of the symmetry properties of the DFT of a real-values sequéhee (
10).
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6.4.3 Linearity

Property:

DFTn
—

ax(n] + by{n] aX[k] + bY[k] (6.41)

6.4.4 Even and odd decomposition

Conjugate symmetric components: The even and odd conjugate symmetric components of finite se-
quencex[n], 0 < n <N -1, are defined as:

enll £ 2]+ x(~p)) (6.42)
Yonl] 2 2 —xX[(~n) (6.43)

In the case of &l-periodic sequence, defined foe Z, the moduldN operation can be omitted. Accordingly,
we define

Xeld 2 Z(X[+X'[K) (6.44)
Xl 2 J(XK - X‘[K) (6.45)

Note that, e.gxen|[0] is real, whereasen[N —n| =Xen[n, n=1,...,N— 1

Property:
Re(xn} 2 XK (6.46)
jim{xn]} < X[k (6.47)
xen[l] 2 Re{X[K]} (6.48)
xon[ 2 jim{X[K]} (6.49)

6.4.5 Circular shift

Definition:  Given a sequencdn] defined over the intervél < n < N — 1, we define its circular shift bk
samples as follows:

CS{X[n[} =x[(n—Kn], 0<n<N-1 (6.50)
Example 6.3:
» Letx[nj=6-—nforn=0,1,..,5.
n\O 1 2 3 4 5
x[n \6 5 4 3 2 1
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ForN = 6, we have C&{x[n|} = X[(n—K)g| In particular, fork = 2:

n|0 1 2 3 4 5
n—-26|4 5 0 1 2 3
xX(n—2)) |2 1 6 5 4 3
This is illustrated Figure 6.7. <
A X[I’l] A X[(}’l - 2)(,]
6 6
S,
0 BN o :
0 1 2 3 4 5 n 0 1 2 3 4 5 n

Fig. 6.7 lllustration of circular time reversal

Interpretation:  Circular shift can be seen as an operation on the set of signal saxmplés< {0,...,N—
1}) in which:

e signal sampleg[n] are shifted as in a conventional shift;

e any signal sample leaving the intené@k n < N — 1 from one end reenters by the other end.
Alternatively, circular shift may be interpreted as follows:

e periodizing the samples afn], 0 < n < N — 1 with periodN;

e delaying the periodized sequencelkbgamples;

e keeping only the samples betwegandN — 1.

Figure 6.8 gives a graphical illustration of this process. It is clearly seen from this figure that a circular shift
by k samples amounts to taking the lastamples in the window of time from 0 8 — 1, and placing these
at the beginning of the window, shifting the rest of the samples to the right.

Circular Shift Property:
X(n—m)y] 2 e 2N

Proof: To simplify the notations, introdua, = 21k /N.

N—-1
DFTN{X[(n—m)N]} = Zox[(n—m)N]e—M“
- wakmelfm —Jjoxn
e _Z X[(n)n]e
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116 Chapter 6. The discrete Fourier Transform (DFT)

Observe that the expression to the rightzﬁt_l;nm is N-periodic in the variabl&. Thus, we may replace
that summation b{,’}';ol without affecting the result (in both cases, we sum over one complete period)

DFTV{X(n—m]) = €™ 5 (e 1"

Frequency shift Property:

N-1

n=
N-—1

— g lam Z}x[n]e‘j“*” —e oMK O
&

elZmWNy 2PN ey

Remark: Since the DFTX]K| is already periodic, the moduld operation is not needed here, that is:

X[(k—m)n] = X[k—m]

6.4.6 Circular convolution

Definition: Let x[n] andy[n] be two sequences defined over the inte@al n < N — 1. The N-point
circular convolution ok[n] andy[n] is given by

X @y 2 Ximyl(n—my], 0<n<N-1
m=0

(6.51)

Remarks: This is conceptually similar to the linear convolution of Chapter 2 §.8.., = X[m]y[n—m])
except for two important differences:

e the sum is finite, running frof@toN — 1

e circular shift is used instead of a linear shift.

The use of n—m)y ensures that the argumentydf remains in the rang@, 1,...,N — 1.

Circular Convolution Property:

xn@yn =% X[KY[K (6.52)

Multiplication Property:
1

[yl 2% =Xk @YK (6.53)
6.4.7 Other properties
Plancherel’s relation:

N—-1 1N—1

(6.54)
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Parseval’s relation: .

N-1 5 1 N— )
> Wil =g 3 XK (6:55)

Remarks:

¢ Define signal vectors
x=[x0],.... XN 1]}, y=[y[0].....yIN 1]

Then, the LHS summation in (6.54) may be interpreted as the inner product between signalxwectors
andy in vector spac&€N. Similarly, up to scaling factot/N, the RHS of (6.54)may be interpreted as
the inner product between the DFT vectors

X = [X[0],...,Y[N=1], Y=[Y[0],...,Y[N—1]

Identity (6.54) is therefore equivalent to the statement that the DFT operation preserves the inner-
product between time-domain vectors.

e Eq. (6.55) is a special case of (6.54) wytlm] = x[n]. It allows the computation of the energy of the
signal sampleg|n| (n=0,...,N — 1) directly from the DFT sampleX[K].

6.5 Relation between linear and circular convolutions

Introduction:

The circular convolutior® admits a fast (i.e. very low complexity) realization via the so-called fast Fourier
transform (FFT) algorithms. If the linear and circular convolution were equivalent, it would be possible to
evaluate the linear convolution efficiently as well via the FFT.

The problem, then, is the following: under what conditions are the linear and circular convolutions equiva-
lent?

In this section, we investigate the general relationship between the linear and circular convolutions. In
particular, we show that both types of convolution are equivalent if

- the signals of interest have finite length,
- and the DFT size is sufficiently large.

Linear convolution:

Time domain expression:

Wi = sl ool = 3 xkbeln-K, nez (6.56)

k=—o00

Frequency domain representation via DTFT:

Yi(0) = Xa(@)Xe(@), we [0,21 (6.57)
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Circular convolution:

Time domain expression:

Ye[n] = xa[n] @ Xo[n] = Nijl[k]Xz[(n —Kn], 0<n<N-1 (6.58)
=

Frequency domain representation Mapoint DFT:

Ye[k] = X1 [KXo[K], ke {0,1,..,N—1} (6.59)

Observation:

We say that the circular convolution (6.58) and the linear convolution (6.56) are equivalent if

(6.60)

n ifo<n<N
0 otherwise

Clearly, this can only be true in general if the signalg] andxz[n] both have finite length.

Finite length assumption:

We say thak|n| is time limited (TL) toO < n < N iff x[n] = 0for n < 0 and forn > N.

Suppose that; [n] andxz[n] are TL to0 < n < N; and0 < n < Np, respectively. Then, the linear convolution
yi[n] in (6.56) is TL to0 < n < N3, whereNz = N; + N, — 1.

Example 6.4:

» Consider the TL signals
Xl[n] = {la 11 1} XZ[n] = {lv 1/2v 1/2}

whereN; = 3andN; = 4. A simple calculation yields
yi[n] ={1,1.5,2,2,1,.5}

with N3 = N; + Np — 1 = 6. This is illustrated in figure 6.9. <

Condition for equivalence:

Suppose that;[n] andxz[n] are TL to0 < n < Ny and0 < n < Na.

Based on our previous discussion, a necessary condition for equivaleryg@]aind y¢[n] is thatN >
N; + N, — 1. We show below that this is a sufficient condition.
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x,[k] x,[k]

1 1

o
w
o
=Y

xz[fk]
II ———> pl0l=1  y[n]=0,n<0
0

=Y

4

xl-k]
I ' |:|> y[1]=15

x,[5-k]

II > yl8l=5  y[nl=0,n26

. >
0 5 [A

Fig. 6.9 lllustration of the sequences used in example 6.4. Xgjm] andxz[n|; bottom:y [n],
their linear convolution.
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Linear convolution:

nin = Y xlkxn—K
k=—oo
= ixl[k]xz[n—k}, 0<n<N-1 (6.61)
K=0
Circular convolution:
N-1
ye[n] = k; xa [K]x2[(n—K)n]
_ é;mm&m—ﬂ+kﬁifﬂ@ﬂN+n—M (6.62)

If N> N2+ N —1, it can be verified that the produkt[k|x2[N + n—k] in the second summation on the
RHS of (6.62) is always zero. Under this condition, it thus follows $higll = yc[n] for0<n<N-—1.

Conclusion: the linear and circular convolution are equivalent iff

N> Ny +Np—1 (6.63)

Example 6.5:

» Consider the TL signals
Xl[n] = {la 11 1} XZ[n] = {lv 1/2a 1/2}
whereN; = 3andN, = 4. First consider the circular convolutign = X3 ® X, With N =N; + N — 1 =6,
as illustrated in figure 6.10.
The result of this computation is
ye[n ={1,1.5,2,2,1,.5}
which is identical to the result of the linear convolution in example 6.4.
Now consider the circular convolutio = x; ® xo with N = 4, as illustrated in figure 6.11.

The result of this computation is
yc[n] = {Z» 2; 23 2}

Remarks:

WhenN > N; + N> — 1, the CTR operation has no effect on the convolution.

On the contrary, whelN = N1 + N, — 1, the CTR will affect the result of the convolution due to overlap
betweerx; k] andxz[N +n—K].
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x[k] x,[k]

0 5 k 0 5 k
x,[(=k)s] = CRx,[k]

:> y.[11=1.5

0 1 5 k
O
O
O
x,[(5-k)]
:> y.[3]=.5
0 5k

Fig. 6.10 lllustration of the sequences used in example 6.5. Fam| andx[n]; bottom:
ye[n], their circular convolution wittN = 6.
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A Xl[k] xz[k]

0 3 k 0 3 k
A x,[(=k),]

I I :> y.[0]=2
o 3 k
Ax[(1-k),]
I :> y.[11=2
T 1 3 k
O
O
lm(s ~ k)] .
:> y.[3]=2
0 3 k

Fig. 6.11 lllustration of the sequences used in example 6.5. Bam| andx[n|; bottom:
yc[n], their circular convolution withN = 4.
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Relationship betweeny:[n] and y;[n]:

Assume thalN > max{N;,N>}. Then the DFT of each of the two sequenggs] andxy[n] are samples of
the corresponding DTFT:

N=N = X[k =X (ox), wx=2rk/N

N>N, — Xz[k] = X2(0.)|()

The DFT of the circular convolution is just the product of DFT:
Y[k = Xi[KX2[K]
= Xa(wx)Xa(wx) =i (o) (6.64)

This shows thaY.[K] is also made of uniformly spaced sample¥j¢év), the DTFT of the linear convolution
yi[n]. Thus, the circular convolutiop[n] can be computed as tiepoint IDFT of these frequency samples:

Ye[n] = IDFTN{Yc[K]} = IDFTN{Y (o)}

Making use of (6.28), we have

Ye[n] = iw[n—rN], 0<n<N-1, (6.65)

r=—oo

so that the circular convolution is obtained by
- anN-periodic repetition of the linear convolutignn]
- and a windowing to limit the nonzero samples to the instantsND-tdl.

To getyc[n] = yi[n] for 0 < n < N -1, we must avoid temporal aliasing. We need: lenght of DFT
length ofyi[n], i.e.
N>N3=N;+Np—1 (6.66)

which is consistent with our earlier development. The following examples illustrate the above concepts:

Example 6.6:

» The application of (6.65) foN < N; + N, — 1 is illustrated in Figure 6.12. The result of a linear convo-
lution yi[n] is illustrated (top) together with two shifted versions-bil and —N samples, respectively.
These signals are added together to yield the circular convolyjoh(bottom) according to (6.65). In
this caseN = 11andN3 = N; + N, — 1 = 15, so that there is time aliasing. Note that out of bhe- 11
samples in the circular convolutig[n], i.e. within the intervad < n < 10, only the firstN3 — N samples
are affected by aliasing (as shown by the white dots), whereas the other samples are comimbn to
andye[n]. <

Example 6.7:

» To convince ourselves of the validity of (6.65), consider again the sequemegs= {1,1,1,1} and
x2[n] = {1,.5,.5} whereN; = 3 andN,; = 4. From Example 6.4, we know that

yi[n] ={1,1.5,2,2,1,.5}
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111 NU»H
SvTHI H
Tl

Fig. 6.12 Circular convolution seen as linear convolution plus time aliasing:
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while from Example 6.5, the circular convolution fidr= 4 yields
yC[n] = {Z’Za 2, 2}

The application of (6.65) is illustrated in Figure 6.13. It can be seen that the sample values of the circular

yi[n+4] nln] y[n—4]

1322 2 112 1322 2 112
1322 2 1 12
1 -
4 01 2 3 4 8 n
yc[”]zzy/[”—‘“’]
r
2 2 2 2
—t———+——+——+—+———+—+———>
01 2 3 7

Fig. 6.13 lllustration of the circular convolution as a time-aliased verion of the linear convo-
lution (see examepl 6.7).

convolutionyc[n], as computed from (6.65), are identical to those obtained in Example 6.5. <

6.5.1 Linear convolution via DFT
We can summarize the way one can compute a linear convolution via DFT by the following steps:
e Suppose that;[n] is TLto0 < n< Nj andxz[nisTLto0O<n< Np

e Select DFT sizd\ > Ny + N, — 1 (usually,N = 2X).

e Fori=1,2, compute

XK =DFTn{x[n]}, 0<k<N-1 (6.67)
e Compute:
i PFTHOMPEND 0202 o5

Remarks: In practice, the DFT is computed via an FFT algorithm (more on this later). For Myge

say N > 30, the computation of a linear convolution via FFT is more efficient than direct time-domain
realization. The accompanying disadvantage is that it involves a processing delay, because the data must be
buffered.
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Example 6.8:

» Consider the sequences
x1in={1,1,1,1} x[n]={1,.5,.5}

whereN; = 3 andN,; = 4. The DFT size must satisfd > N3 + N, — 1 = 6 for the circular and linear
convolutions to be equivalent.

Let us first consider the cade= 6. The 6-point DFT of theero-paddedequences; [n] andxy[n] are:

X k| = DFTe{1,1,1,1,0,0}
{4,-1.7321j,1,01,+1.7321j}

Xi[kl = DFTg{1,0.5,0.5,0,0,0}
= {2,1-0.866j,1/2,1,1/2,1+0.866j}
The product of the DFT yields
Y[kl = {8,—1.5—1.7321j,0.5,0,0.5,—1.5—1.7321j}

Taking the 6-point IDFT, we obtain:

ye[n] = IDFTe{Y[Kk]}
= {1,152,2,1,.5}
which is identical toy [n] previously computed in Example 6.4. The student is invited to try this approach
in the caseN = 4.
<
6.6 Problems

Problem 6.1: DFT of Periodic Sequence
Let x[n] be aperiodic sequence with peridid Let X[k] denote itsN-point DFT. LetY [k] represent it2N-
point DFT.

Find the relationship betweefik] andY [K].

Problem 6.2: DFT of a complex exponential
Find theN-point DFT ofx[n] = el2®VN,
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Chapter 7

Digital processing of analog signals

As a motivation for Discrete-Time Signal Processing, we have stated in the introduction of this course that
DTSP is a convenient and powerful approach for the processing of real-world analog signals. In this chapter,
we will further study the theoretical and practical conditions that enable digital processing of analog signals.

Structural overview:

x,(t x,[n] i valn] ¥,(0)
(®) A/D d Digital d D/A 2
system

Fig. 7.1 The three main stages of digital processing of analog signals
Digital processing of analog signals consists of three main components, as illustrated in Figure 7.1:

e The A/D converter transforms the analog input siga@) into a digital signaky[n]. This is done in
two steps:

- uniform sampling
- quantization

e The digital system performs the desired operations on the digital sigfrdland produces a corre-
sponding outpuyqy[n] also in digital form.

e The D/A converter transforms the digital outpigfn] into an analog signak(t) suitable for interfac-
ing with the outside world.
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In the rest of this chapter, we will study the details of each of these building blocks.

7.1 Uniform sampling and the sampling theorem

Uniform (or periodic) sampling refers to the process in which an analog, or continuous-time (CT), signal
Xa(t),t € R, is mapped into a discrete-time sigxét], n € Z, according to the following rule:

Xa(t) = X[n] £ xa(nTs), NeZ (7.1)

whereTs is called thesampling period Figure 7.2 gives a graphic illustration of the process.

2 4 6 8 10 12 14 16 18 20
samples

Fig. 7.2 lllustration of Uniform Sampling: top, the analog signal, where the sampling points
t =nTs,n € Z are shown by arrows; bottom: the corresponding discrete-time sequence. Notice
the difference in scale betwwen tkexis of the two plots.

Based on the sampling peridd, the Sampling Frequencgan be defined as

Fs
Qs

1/Ts, or (7.2)

L
L

We shall also refer to uniform sampling @eal analog-to-discrete-time (A/DT) conversidiVe say ideal
because the amplitude ®fn| is not quantized, i.e. it may take any possible values within th& set

Ideal A/DT conversion is represented in block diagram form as follows:

In practice, uniform sampling is implemented with analog-to-digital (A/D) converters. These are non-ideal
devices: only a finite set of possible values is allowed for the signal amplikiidgsee section 7.3).

It should be clear from the above presentation that, for an arbitrary continuous-timegignahformation
will be lost through the uniform sampling procesgt) — X[N] = Xa(NTs).

This is illustrated by the following example.
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x, (1) x[n]
- » ADT —»

E

N

Fig. 7.3 Block diagram representation of ideal A/DT conversion.

Example 7.1: Information Loss in Sampling
» Consider the analog signals

Xa1(t) = cog2mFit), Fp=100Hz
X2(t) = cog2mt), F,=300Hz

Uniform sampling at the rate; = 200Hz yields

x1[n] =Xa(nTs) = cog2mFin/Fs) = cogmm)
X2[N] = X2(nTs) = cog2mn/Fs) = cog3m)
Clearly,
xa[n] = X2[n]
This shows that uniform sampling is a non-invertible, many-to-one mapping. |

This example shows that it is not possible in general to recover the original analogxsighédr all t € R,
from the set of samplegn|, n € Z.

However, if we further assume thef(t) is band-limited and seleé& to be sufficiently large, it is possible
to recoverxa(t) from its samplex(n]. This is the essence of the sampling theorem.

7.1.1 Frequency domain representation of uniform sampling

In this section, we first investigate the relationship between the Fourier transform (FT) of the analog signal
Xa(t) and the DTFT of the discrete-time signaih] = Xa(nTs). The sampling theorem will follow naturally
from this relationship.

FT of analog signals: For an analog signak(t), the Fourier transform, denoted herex@éQ), Q € R, is
defined by

Xa(@2 [ e Mt (7.4)
The corresponding inverse Fourier transform relationship is given by:
xalt) = o [ (@60 (75)

We assume that the student is familiar with the FT and its properties (if not, Signals and Systems should be
reviewed).
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x, (1) X (1) xn]

Impulse to
Sequence

s(1)

Fig. 7.4 Uniform sampling model.

A sampling model: It is convenient to represent uniform sampling as shown in Figure 7.4.
In this model:

e S(t) is an impulse train, i.e.:

[o0)

s(t) = Z 0a(t —nTy) (7.6)

n=—oo

e Xs(t) is a pulse-amplitude modulated (PAM) waveform:

Xs(t) = Xa(t)s(t) (7.7)
= Y (Tt —nTy) (7.8)
— S Xrlat—nTy) (7.9)

e The sample valug[n] is encoded in the amplitude of the pulgt — nTs). The information content
of xs(t) andx[n] are identical, i.e. one can be reconstructed from the other and vice versa.

FT/DTFT Relationship: Let X(w) denote the DTFT of the samplegn] = Xa(nTs), that is, X(w) =
S e —o X[N]€71". The following equalities hold:

X(00) |, = Xs(Q) = Ttkg Xa(Q — kQs) (7.10)

Proof: The first equality is proved as follows:
Xs(Q) = / xs(t) e~ 1t

— 7°°{ f X[N3a(t —nTs) e 1@ dt

00

= > " Balt - nT)e 1%t

Nn=—o0
= Y xnje JoF

N=—oco
= X(w)atw=QTs (7.11)
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Now consider the second equality: From ECSE 304, we recall that

Q) = FT{s(t)}
= FT{ § &(t-nT)}

N=—o0

= = ¥ &(Q-kQy) (7.12)

Finally, sincexs(t) = Xa(t)s(t), it follows from the multiplicative property of the FT that

X(Q) = 5 %(Q)+SO)

_ / /
_ ZH/ Xa(Q — Q') TSkz 5a(Q' — kQs) dQ

—=—00

= = ¥ X(Q-kQs) O (7.13)

Remarks: The LHS of (7.10) is the DTFT of[n| evaluated at

Q F
=QTs= = 2TT— 7.14
w s = Fs nFS ( )

We shall refer tm as the normalized frequency. The middle term of (7.10) is the FT of the amplitude
modulated pulse trauxs( ) = SnaX[n|da(t —nTs). The RHS represents an infinite sum of scaled, shifted
copies 0fX;(Q) by integer multiples of2s.

Interpretation:  Supposex(t) is a band-limited (BL) signal, i.e.X3(Q) = 0 for |Q| > Qn, whereQy
represents a maximum frequency.

e Case 1: suppos®s > 2Qy (see Figure 7.5). Note that for different valueskpthe spectral images
Xa(Q — kQs) do not overlap. Consequenti(Q) can be recovered frotd(w):

TX(QT) Q] < Qy/2

Xa(Q) = { 0 otherwise (7.15)

e Case 2: suppog®s < 2Qy (see Figure 7.6). In this case, the different imagg$) — kQs) do overlap.
As aresult, it is not possible to recovgg(Q) from X(w).

The critical frequency2Qy (i.e. twice the maximum frequency) is called tNgquist ratefor uniform
sampling. In case 2, i.eQs < 2Qy, the distortion resulting from spectral overlap is cali@sing In
case 1, i.e. Qg > 2Qy, the fact thaiX;(Q) can be recovered frod(w) actually implies thaka(t) can be
recovered fronx[n]: this will be stated in the sampling theorem.
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TSZO.0167O6QS=376.1106

o X (@) ]
O I L L L | | | L L L
-500 -400 -300 -200 -100 0 100 200 300 400 500
3001
200 ISQ)
100+ :
O L | | | | | | | | |
-500 -400 -300 -200 -100 0 100 200 300 400 500
T

- - L | |

0
-500 -400 -300 -200 -100

|
0 100 200 300 400 500
T T T T (\) T T T T
60 .
401 .
X(w)|
20 .
0 | | L | | | | |
-8 -6 -4 -2 0 2 4 6 8

Fig. 7.5 lllustration of sampling in the frequency domain, wHeg> 2Qy

7.1.2 The sampling theorem

The following theorem is one of the cornerstones of discrete-time signal processing.

Sampling Theorem:

Suppose that,(t) is Band-Limited toQ| < Q. Provided the sampling frequency

2
Q= ?" > 20y (7.16)

S

thenxa(t) can be recovered from its samplég] = X3(nTs) via

00

Xa(t) = Z x[njh (t—nTs), anyteR (7.17)
where .
he(t) 2 Sw — sing(t/Ts) (7.18)

Proof: From our interpretation of the FT/DTFT relationship (7.10), we have seen under Case 1 that when
Qs > 2Qy, it is possible to recoveX,;(Q) from the DTFTX(w), or equivalentlyXs(Q), by means of (7.15).
This operation simply amounts to keep the low-pass portiok@®).
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TSZO.026429QS=237.7421

o X (@) ]
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O L | | | | | | | | |
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o]
40 ‘ R
20 W
IX(w)l
0 ! ! ! ! !
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w

Fig. 7.6 lllustration of sampling in the frequency domain, wHeg< 2Qy

This can be done with an ideal continuous-time low-pass filter with Gaidefined as (see dashed line in
Figure 7.5):

_ T QI <Qy/2
HF(Q)—{ 0 1Q]>02

The corresponding impulse response is found by taking the ineerginuous-timd-ourier Transform of
H (Q):

1 /° jot 1[92 o
he(t) = ET/_er(Q)e dQ:Zn/_Q/ZTSe dQ

T, elQst/2 _ g-jQd/2
2n jt
sin(tt/Ts)

/Ts

Passingxs(t) through this impulse respons$g(t) yields the desired signak(t), as the continuous-time
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convolution:

WO = %0h0= [ 5 air-nmsnm ST

mt—1)/Ts

dt

©0

= 3 %) [ &-nTs

Nn=—o

dt

> sin(m(t —nTg)/Ts)
= n:Z_mXa(nTs) mt—nT)/Ts

the last equality coming from the fact that, da(t —to) f (t)dt = f(tp). O

Interpretation:

The functionh, (t) in (7.18) is called reconstruction filter. The general shagg @J is shown in Figure 7.7.
In particular, note that

1 m=0
e (M'Ts) = 3[m] = { 0 otherwise (7.19)
Thus, in the special case= mT;, (7.17) yields
Xa(MTs) = 5 x[nhy((Mm—n)Ts) = x[m| (7.20)

N=—o0

which is consistent with the definition of the sampks|. In the case # mTs, (7.17) provides an interpo-
lation formula:

Xa(t) = z scaled and shifted copies sihdt/Ts) (7.21)

Equation (7.17) is often called the iddmnd-limited signal reconstructidiormula. Equivalently, it may be
viewed as an ideal form of discrete-to-continuous (D/C) conversion. The reconstruction process is illustrated
on the right of Figure 7.7.

7.2 Discrete-time processing of continuous-time signals

Now that we have seen under which conditions an analog signal can be converted to discrete-time without
loss of information, we will develop in this section the conditions for the discrete-time implementation of a
system to be equivalent to its continuous-time implementation.

Figure 7.8 shows the structure that we will consider for discrete-time processing of analog signals
This is an ideal form of processing in which the amplitudes of DT sigkalsandy[n| are not constrained.
In a practical digital signal processing system, these amplitudes would be quantized (see section 7.3).

The purpose of this section will be to answer the following question: Under what conditions is the DT
structure of Figure 7.8 equivalent to an analog LTI system?
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B TTT T 500 0155550 ) Y)Y ek 000 55835 353555653333 3 0%
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Fig. 7.7 Band-limited interpolation: Left, the general shape of the reconstructionfjlter

in time (Ts = 1 unit); Right: the actual interpolation by superposition of scaled and shifted
versions ofh (t).

DT system

t
x,(2) AIDT x[n] H(w) yln] DT/A Ya(0)

T Ir

s

Fig. 7.8 Setting for discrete-time processing of continuous-time signals.

7.2.1 Study of input-output relationship

Mathematical characterization: The three elements of Figure 7.8 can be characterized by the following
relationships:

e |deal C/D converter:

1 [ee]
X(Wlo-or = = ) Xa(Q—kQs) (7.22)
S k=e—oo
whereQgs = 21/ Ts.
e Discrete-time LTI filter:
Y (w) = H(w)X(w) (7.23)

whereH (w) is an arbitrary DT system function

e Ideal D/C converter (see proof of sampling theorem):

Ya(Q) = Hi (Q)Y(QT;) (7.24)
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whereH, (Q) is the frequency response of an ideal continuous-time low-pass filter, with cut-off fre-

quencyQs/2, i.e.
_J Ts Q] <Qs/2
Hr(Q)_{ 0 otherwise (7.29)

Overall Input-output relationship:  Combining (7.22)—(7.24) into a single equation, we obtain
Ya(Q) = H (Q)H (QTs) = Z Xa(Q —kQs). (7.26)
Tsk

Recall that for an analog LTI system, the Fourier Transforms of the ixgtit and corresponding output
Ya(t) are related through

Ya(Q) = G(Q)Xa(Q). (7.27)
In general, (7.26) does not reduce to that form because of the spectral iKa@@es kQs) for k # 0.
However, if we further assume thai(t) is band-limited tdQ| < Qn and thatQs > 2Qy, then the products

Hr (Q)Xa(Q —kQg) =0, forall k0. (7.28)

In this case, (7.26) reduces to

Ya(Q) = H(QTs)Xa(Q) (7.29)
which corresponds to an LTI analog system.

Theorem 1 (DT processing of analog signalsProvided that analog signa,(t) is band-limited tqQ| <
Qn and thatQs > 2Qy, discrete-time processing &fn] = xa(nTs) with H(w) is equivalent to analog pro-
cessing oky(t) with

[ HQTY) if Q] < Qg/2
Ha(Q) = { 0 otherwise (7.30)

Remarks: Note thatH;(Q) is set to zero fofQ| > Qs/2 since the FT of the input is zero over that range,
i.e. X3(Q) =0for |Q| > Qs/2. The Theorem states that the two systems shown in Figure 7.9 are equivalent
under the given conditions.

In practice, many factors limit the applicability of this result:
- input signalx,(t) not perfectly band-limited
- non-ideal C/D conversion
- non-ideal D/C conversion
These issues are given further considerations in the following sections.

Example 7.2:

» Consider a continuous-time speech signal limited to 8020IHt is desired to send this signal over a
telephone line, it has to be band-limited between 3@@ht 3400 K. The band-pass filter to be used is
then specified as:

[ 1 600t< Q] <6800t
Ha(Q) = { 0 otherwise
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DT LTI system

x, (1) x[n] n] V(1)
7 ADT H(w) DTA —" 5>

r r

analog LTI system

x,(t) ———» H,(Q) —» »,(0)

Fig. 7.9 Equivalence between Analog and Discrete-Time processing.

If this filter is to be implemented in discrete-time without loss of information, sampling must take place
above the Nyquist rate, i.e. withy > 16 kHz, or Qg > 32000t If Qg = 32000tis chosen, the discrete-
time filter which will implement the same band-pass filterinddafQ) is given by:

H(w) = 1 600T/16000< |w| < 6800T/16000
| 0 otherwise in—m, 11,

the specifications outside-t, 71 follow by periodicity ofH (w). <

7.2.2 Anti-aliasing filter (AAF)
Principle of AAF:

The AAF is an analog filter, used prior to C/D conversion, to remove high-frequency conteit)oivhen
the latter is not BL tatQs/2. Its specifications are given by:

1 ]Q]<Qs/2
Haa(Q)_{ 0 otherwise ~’ (7.:31)

and are illustrated in Figure 7.10.

The AAF avoids spectral aliasing during the sampling process, but is also useful in general even if the signal
to be sampled is already band-limited: it removes high-frequency noise which would be aliased in the band
of interest by the sampling process.

The AAF is necessary, but has some drawbacks: if the signal extends owg/thdimit, useful signal
information may be lost; moreover, the direct analog implementatieh g€) with sharp cut-offs is costly,
and such filters usually introduce phase-distortion near the cut-off frequency.
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b H,©Q

Q,

-Q,/2 Q,/2

s

Fig. 7.10 Anti-aliasing filter template.

Implementation issues:

AAF are always present in DSP systems that interface with the analog world. Several approaches can be used
to circumvent difficulties associated to the sharp cut-off requirements of the AAFHiltg0) in (7.31).
Two such approaches are described below and illustrated in Figure (7.11):

e Approach #1:
- Fix Qn = maximum frequency of interest (e.@n = 20kHz)
- SetQs= (1+r)2QN whereO<r < 1(e.g.r =0.1= Qs = 44kHz)

- Use of non-ideaHa,(Q) with transition band betweey and(1+r)Qy. In this case, a smooth
transition band of widthQy is available.

e Approach #2M-times Oversampling:
- Use cheap analddaa(Q) with very large transition band
- Significantly oversamplg,(t) (e.9.Qs = 8 x 2Qy)
- Complete the anti-aliasing filtering in the DT domain by a sharp low-pass DTHil{gw), and
then reduce the sampling rate.

The second approach is superior in terms of flexibility and cost. It is generally used in commercial audio
CD players. We will investigate it in further detail when we study multi-rate systems in cHépter

7.3 A/D conversion

Introduction

Up to now, we have considered an idealized form of uniform sampling, also é@élablAnalog-to-Discrete
Time (A/DT) conversiofsee Figure 7.12), in which the sampling takes place instantaneously and the signal
amplitudex[n] can take any arbitrary real value ,i¢n| € R, so thatx[n] is a discrete-time signal.

A/DT conversion cannot be implemented exactly due to hardware limitations; it is used mainly as a mathe-
matical model in the study of DSP. Practical DSP systems use nonAdaldg-to-Digital (A/D)converters
instead. These are characterized by:

- Finite response time (the sampling is not quite instantaneous),
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A1—1(1(1 (Q)
1
Q
—MQy —ay] MQy
b ,©@ R
1 H o (@)
‘ Q- o
—(1+nQy -Qy Qy 1+rQy y —7/M | x/M 71'=

() (b)

Fig. 7.11 lllustration of practical AAF implementations. (a) Excess sampling by fatter
(b) Oversampling by factav.

analog signal Discrete-time signal
x, (1) x[n] = x,(nTy)

— » ADT |—»

I

Fig. 7.12 Ideal A/DT Conversion.

- Finite number of permissible output levels fdn]
(i.e.x[n] € finite set=- digital signal),

- Other types of imperfections like timing jitter, A/D nonlinearities, . ..

7.3.1 Basic steps in A/D conversion

Analog-to-Digital Conversion (A/D) may be viewed as a two-step process, as illustrated in Figure 7.13:

e The Sample-and-Hold device (S&H) performs uniform sampling of its input at tifigand main-
tains a constant output voltagexdf] until the next sampling instant.

e During that time, the quantizer approximaxés with a valuex|[n| selected from a finite set of possible
representation levels.

The operation of each process is further developed below.

Sample-and-hold (S&H): The S&H performs uniform sampling of its input at timeg; its output volt-
age, denoted(t), remains constant until the next sampling instant. Figure 7.14 illustrates the input and

(© B. Champagne & F. Labeau Compiled September 28, 2004



140 Chapter 7. Digital processing of analog signals

A/D Converter

x, (1) Sample x[n] _ X[n]
& Quantizer >
Hold

P

N

Fig. 7.13 Practical A/D Conversion

output signals of the sample-and-hold device.

Output
A )NC(Z)

Input
x, (1)

S

- > 4
T

N

\J

Fig. 7.14 lllustration of a Sample-and-Hold operation on a continuous-time signal.

Thus, the S&H outpuk(t) is a PAM waveform ideally given by

() = z X[n] p(t — nTy) (7.32)
Xn = x;(nTs) (7.33)
0 = {3 i

Practical S&H suffer from several imperfections:
- The sampling is not instantaneous$n| ~ xa(nTs);

- The output voltage does not remain constant but slowly decays within a sampling period of duration
Ts.
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Quantizer: The quantizer is a memoryless device, represented mathematically by a fuR€tjpalso
called quantizer characteristic:

£(n) = Q({n)). (7.35)

Assuming a constant input voltaggn|, the functionQ selects, among a finite set Kf permissible levels,
the one that best represeris]:

x[n € R~ %n] € 4 = {&IK, (7.36)
wherexy (k=1,...,K) represent the permissible levels afidienotes the set of all such levels. In practice,
B+ 1 bits are used for the representation of signal lev&lsit{s for magnitude + 1 bit for sign), so that the the

total number of levels i& = 281, Since the output levels of the quantizer are usually represented in binary
form, the concept of binary coding is implicit within the functiQg.) (more on this in a later chapter).

For an input signak[n| to the quantizer, the quantization error is defined as

e[n] = R[n] — x[n] (7.37)
Uniform Quantizer: The most commonly used form of quantizer is the uniform quantizer, in which the
representation levels are uniformly spaced within an intepvads, Xis|, where Xss (often specified as a
positive voltage) is known as the full-scale level of the quantizer. Specifically, the representation levels are
constrained to be

x=—Xs+ (k—1A, k=1,... K. (7.38)

The minimum value representable by the quantizéxjs= X1 = —Xss

A, called the quantization step size, is the constant distance between representation levels. In practice,
we have

= 27 B%s (7.39)

The maximum value representable by the quantiz@pig= Xk = Xis — A

The dynamic range of the uniform quantizer is defined as the interval

A A
DR=[%—=,% + = 7.40
%1 5 XK+ 2] (7.40)
While several choices are possible for the non-linear quantizer charact€istiin (7.35), a common
approach is to round the input to the closest level:

X1 if x[n] < )21*%
Q(X[n) = ¢ &K if f—5 <X <K+5fork=1,....,K (7.41)

Xk if x[n] > X + %
Figure 7.15 illustrates the input-output relationship of a 3-bit uniform quantizer. In thisik¢as8,different
levels exist.
For the uniform quantizer, the quantization erep] satisfies:
XN eDR = |en]|<4/2 (7.42)
x[n|¢ DR = |¢e[n]| > A/2(clipping)
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x{n]
A
£=011 [~
010
001 —
\ \ 000 \ x[nJ
£, ~ £ o
111 a
—110
101
—100=%,
2X

fs
Fig. 7.15 3-bit Uniform Quantizer Input-output characteristic. The reproduction levels are
labelled with their two’s complement binary representation.

7.3.2 Statistical model of quantization errors

In the study of DSP systems, it is important to know how quantization errors will affect the system output.
Since it is difficult to handle such errors deterministically, a statistical model is usually assumed. A basic
statistical model is derived below for the uniform quantizer.

Model structure:  From the definition of quantization error:
e[n] = Kn] — x[n] = K[n] = x[n] +€[n], (7.43)

one can derive an equivalent additive model for the quantization noise, as illustrated in Figure 7.16. The

e[n]

x[n] xX[n] x[n] xX[n]

00— =

Fig. 7.16 Additive noise model of a quantizer
non-linear devic® is replaced by a linear operation, and the eefnfis modelled as a white noise sequence

(see below).

White noise assumption: The following assumptions are made about the input sequent@nd the
corresponding quantization error sequeecg
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- €[n] andx|n| are uncorrelated, i.e.
E{x[nje[m} = Oforanyn,me Z (7.44)

whereE{ } denotes expectation.
- €[n] is a white noise sequence, i.e.:

E{elnem} =0if m#n (7.45)
- e[n] is uniformly distributed withintA/2, which implies

mean = E{e[n|} = (7.46)

variance =
) = /A/zA

These assumptions are valid provided the signal is sufficiently “busy”, i.e.:
- 0x 2 RMS value ofx[n] > A,
- x[n] changes rapidly.

||>
N

2 g2 (7.47)

SQNR computation: the signal to quantization noise ratio (SQNR) is a good characterization of the effect
of the quantizer on the input signal. It is defined as the ratio between the signal power and the quantization
noise power at the output of the quantizer, in dB:

0-2
SQNR=10logy 3.
e

whereoy andoe represent the RMS value of the signal and noise respectively. With the above assumption
on the noise, we have that
o2 — Aj _ 2728%%
€ 12 12 7
whereX is the full scale level of the quantizer, as illustrated in Figure 7.15, so that

SQNR= 20Ioglo X +10log12+ 20Blog; 2

Xis

or finally

SQNR= 6.02B+10.8— 20 |oglo§ (dB) (7.48)
X

The above SQNR expression states that for each added bit, the SQNR increases by 6 dB. Moreover, it
includes a penalty term for the cases where the quantizer range is not matched to the input dynamic range.
As an example, if the dynamic range is chosen too kg ¥ o), then this term will add a big negative
contribution to the SQNR, because the usage of the available quantizer reproduction levels will be very
bad (only a few levels around 0 will be used). This formula does not take into account the complementary
problem (quantizer range too small, resulting in clipping of useful data), because he underlying noise model
is based on a no-clipping assumption.
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7.4 D/A conversion

Figure 7.17 shows the ideal discrete time-to-analog conversion (DT/C) as considered up to now. It uses an
ideal low-pass reconstruction filtéf(t), as defined in equation (7.18). The corresponding frequency and

DT signal Analog signal
yin] (1)

— DT/A —

Ir

Fig. 7.17 Ideal Discrete Time-to-Analog Conversion

time input/output expressions are:

Yr(t) = i y[njhy (t —nT) (7.49)
and
Yi(Q) =Y(QTs)H (Q) (7.50)
where L 19l <Qy2
s < g
H:(Q) :{ 0 otherwise (7:51)

This is an idealized form of reconstruction, since all the signal sanypieare needed to reconstrug(t).
The interpolating functior, (t) corresponds to an ideal low-pass filtering operation (i.e. non-causal and
unstable).

Ideal DT/A conversion cannot be implemented exactly due to physical limitations; similarly to A/DT, it is
used as a mathematical model in DSP. Practical DSP systems use non-ideal D/A converters instead charac-
terized by:

- arealizable, low-cost approximationg(t).
- the output signay; (t) is not perfectly band-limited.

7.4.1 Basic steps in D/A conversion:

D/A may be viewed as a two-step process, illustrated in Figure 7.18:

e The hold circuitry transforms its digital input into a continuous-time PAM-like sigia!

e The post-filter smoothes out the PAM signal (spectral reshaping).

Hold circuit: A Time-domain description of its operation is given by:

00

j) = 3 yinlhot - nTy) (7.52)

n=—o0
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D/A converter

y[n] y(t) »,(9)
» Hold Post-filter P

\ 4

circuit

Fig. 7.18 Two-step D/A Conversion.

wherehg(t) is the basic pulse shape of the circuit. In the frequency domain:
%Q) = [ vei®a

-3 y[n]/ ho(t — nT9e 12dt
n=—o —®

— 3 yine ™ [ e it

N=—o0

= Y(QTs)Ho(Q) (7.53)

In generalHo(Q) # H, (Q), so that the outpu(t) of the hold circuit is different from that of the ideal DT/A
conversion. The most common implementation iszb®-order holgdwhich uses a rectangular pulse shape:

{1 ifOo<t<Ts
o(t) _{ 0 otherwise (7:54)
The corresponding frequency response is
Ho(Q) = Tssing(Q/Qs) e 1™/ (7.55)

Post-filter: The purpose of the post-filtéfy¢(Q) is to smooth out the output of the hold circuitry so that
it resembles more that of an ideal DT/A function.

From the previous discussions, it is clear that the desired output of the D/A converter is
Yr(Q) =Y(QTo)H (Q),

whereas the output of hold circuitry is:
Y(Q) = Y(QTs)Ho(Q).

Clearly, the output of the post filter will be identical to that of the ideal DT/A converter if

Ts/Ho(Q) if |Q] < Qs/2

Hpr(Q) = Hr(Q)/Ho(Q) = { 0 otherwise (7.56)

In practice,the post filte ¢ (Q) can only be approximated but the results are still satisfactory.
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Example 7.3: Zero-order hold circuit

» The zero-order hold frequency response is shown on the top of Figure 7.19, as compared to the ideal
brick-wall low-pass reconstruction filte; (Q). The compensating filter in this case is shown in the

bottom part of Figure 7.19.

R |

TH —= - b
H,(Q) g
i ~
- >
T2 ~ i
. SCH(Q)
. ’ ~0
~
’ ~
4 ~
s ~
0 < ! ! ! >
-21T -TT 0 T 2T
1.5 B
H (Q/H(Q)
1 i
0.5 i
0
=21T -TT 0 T 2T

Fig. 7.19 lllustration of the zero-order hold frequency response (Top, compared with ideal
low-pass interpolation filter), and the associated compensation post-filter (boftaienotes

the sampling period)
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Chapter 8

Structures for the realization of DT systems

Introduction:

Consider a causal LTI systefi with rational system function:

B(z
(2

~—

H(z) = Z{h[n|} = (8.1)

>

In theory,H (z) provides a complete mathematical characterization of the sy&fefdowever, even if we
specifyH (z), the input-output transformatiotin| — y[n] = H{x[n|}, wherex|n] denotes and arbitrary input
andy|n| the corresponding output, can be computed in a multitude of different ways.

Each of the different ways of performing the computatign| = #{x[n|} is called arealization of the
system. Specifically:

e A realization of a system is a specific (and complete) description of its internal computational struc-
ture.
e This description may involve difference equations, block diagrams, pseudo-code (Matlab like), etc.

For a given systen¥/, there is an infinity of such realizations. The choice of a particular realization is
guided by practical considerations, such as:

e computational requirements;

e internal memory requirements;

o effects of finite precision representation;

e chip area and power consumption in VLSI implementation;

e etc.

In this chapter, we discuss some of the most well-known structures for the realization of FIR and IIR discrete-
time systems. We will use Signal Flow-Graph representation to illustrate the different compuational struc-
tures. These are reviewed in the next section.
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8.1 Signal flow-graph representation

A signal flow-graph (SFG) is a network of directedanchesconnecting anodes It is mainly used to
graphically represent the relationship between signals. It in fact gives detailed information on the actual
algorithm that is used to compute the samples of one of several signals based on the samples of one or
several other signals.

Basic terminology and operation principles of SFG are detailed below:

Node: A node is represented by a small circle, as shown in Figure 8.1(a). To each node is associated a
node value, saw[n|, that may or not appear next to the node. The node value represents either an external
input, the result of an internal computation, or an output value (see below).

Branch: A branch is an oriented line segment. The signal flow along the branch is indicated by an arrow.
The relationship between the branch input and output is provided by the branch transmittance, as shown in
Flgure 8.1(b).

input output

u[n] v[n]
> v[n]=u[n]

win] 2= v[n] = auln]
o -
> v[n]=u[n—1]
H(z)
[ V(z)=H(z2)U(2)
(a) (b)

Fig. 8.1 Basic constituents of a signal flow-graph: (a) a single isolated node; (b) different
branches along with their input-output characteristic.

Internal node: An internal node is a hode with one or more input branches (i.e. entering the node) and
one or more output branches (i.e. leaving the node), as shown in Figure 8.2(a).

The node valugv[n| (not shown in the figure) is the sum of the outputs of all the branches entering the node,
ie.

25 wnl. (8.2)

valn] = -+ = vi [n] = win]. (8.3)
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x[n] n]

(b) (©)

Fig. 8.2 Different types of nodes: (a) internal node; (b) source node; (c) sink node.

Source node: A source node is a node with no input branch, as shown in Figure 8.2(b). The node value
x[n] is provided by an external input to the network.

Sink node: A sink node is a node with no output branch, as shown in Figure 8.2(c). The node/frdlue
computed in the same way as an internal node, may be used as a network output.

Remarks: SFGs provides a convenient tool for describing various system realizations. In many cases,
non-trivial realizations of a system can be obtained via simple modifications to its SFG.

In the examples below, we illustrate the use of SFG for the representation of rational LTI systems. In
particular, we illustrate how a SFG can be derived from an LCCDE description of the system and vice versa.

Example 8.1:

» Consider the SFG in figure 8.3, whax@andb are arbitrary constants:

x,[n]

x,[n]
Fig. 8.3 SFG for example 8.1.

The node value can be expressed in terms of input sigagdsandx;[n] as

wn] = xq1[n— 1] +ax[n]
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From there, an expression for the output sigfial in terms ofx; [n] andxz[n] is obtained as

yln] = bwn|
= bx[n—1]+abx[n|

Example 8.2:

» Consider the system function
bo + blzfl
H(Z)=—"7
@ l1-az1?

To obtain a SFG representationtéfz), we first obtain the corresponding LCCDE, namely
y[n = ay{n— 1] + box[n] + byx[n — 1]

The derivation of the SFG can be made easier by expressing the LCCDE as a set of two equations as
follows:

box[n] + bix[n— 1]
yin| = ayln—1]+wn|

From there, one immediately obtains the SFG in figure 8.4.

ay[n—1]

Fig. 8.4 SFG for example 8.2

Note the presence of the feedback loop in this diagram which is typical of recursive LCCDE <«

Example 8.3:

» Let us find the system functidd (z) corresponding to the SFG in figure 8.5

In this type of problem, one has to be very systematic to avoid possible mistakes. We proceed in 4 steps
as follows:

(1) Identify and label non-trivial internal nodes. Here, we identify two non-trivial nodes, labelled
wi [n] andws[n] in Figure 8.5.
(2) Find thezdomain input/output (1/O) relation for each of the non-trivial nodes and the output

node. Here, there are 2 non-trivial nodes and 1 output node, so that we need a total of 3 linearly
independent relations, namely:

Y(2) = boWi(z)+biWa(2) (8.4)
W(2) = z'Wi(2) (8.5)
Wi(2) = X(2)+aWs(2) (8.6)
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O
w,[n]
Fig. 8.5 SFG for example 8.3.

(3) By working out the algebra, solve the I/O relations Ydr) in terms ofX(z). Here:

(85)+(8.6) — Wi(2)=X(2)+az Wi(2)

= Wl(z):li(;z)rl (8.7)
(8.4)+(85)+(87) = Y(2) = (bo+biz HWi(2)
—1
— Y(z):%x(z) (8.8)

(4) Finally, the system function is obtained as

Y(Z) o boerlZ_]‘
X(z) 1-az!?

H(2) =
As a final remark, we note that the above system function is identical to that considered in Example 8.2,

even tough the SFG in considered here is different from that in Example 8.3. |

8.2 Realizations of IR systems

We consider lIR systems with rational system functions:
M bz X B(z
H(z) = 2oz © o B
1-S,azk A2

The minus signs in the denominator are introduced to simplify the Signhal Flow-Graphs (be careful, they are
often a source of confusion).

(8.9)

For this general 1IR system function, we shall derive several SFGs that correspond to different system
realizations.

8.2.1 Direct form |

The LCCDE corresponding to system functidiz) in (8.9) is given by:

M
ayln—K+ 5 bxn—K (8.10)
1 K=0

Mz

y[n =
k

(© B. Champagne & F. Labeau Compiled October 13, 2004



152 Chapter 8. Structures for the realization of DT systems

B(z2) 1/ A(z)

Fig. 8.6 Direct Form | implementation of an IIR system.

Proceeding as in Example 8.2, this leads directly to the SFG shown in Figure 8.6, known as direct form |
(DFI).

In a practical implementation of this SFG, each unit delay (ze!) requires one storage location (past
values need to be stored).

Finally, note that in Figure 8.6, the section of the SFG lab&gl corresponds to the zeros of the system,
while the section labelletl/A(z) corresponds to the poles.

8.2.2 Direct form Il

Since LTI systems do commute, the two sections identifieBl(asand1/A(z) in Figure 8.6 may be inter-
changed. This leads to the intermediate SFG structure shown in Figure 8.7.

Observe that the two vertical delay lines in the middle of the structure compute the same quantities, namely
w[n—1],w[n—2],..., so that only one delay line is actually needed. Eliminating one of these delay lines
and merging the two sections lead to the structure shown in Figure 8.8, known as the direct form Il (DFII).

Note thatN = M is assumed for convenience, but if it is not the case, branches correspondijng @oor
b, = O will simply disappear.

The main advantage of DFII over DFI is its reduced storage requirement. Indeed, while the DFI contains
N + M unit delays, the DFII only contaimeax{N,M} < N+ M unit delays.

Referring to Figure 8.8, one can easily see that the following difference equations describe the DFII realiza-
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1/ A(z) B(z)

Fig. 8.7 Structure obtained from a DFI by commuting the implementation of the poles with
the implementation of the zeros.

tion:
wn = aywn—1]+---aywn—N]+x[n] (8.11)

yln] = bow[n|+biwn—1]+---+bywn—M] (8.12)

8.2.3 Cascade form

A cascade form is obtained by first factoriHgz) as a product:

H(Z) = 5\8 = Hl(Z)Hz(Z)...HK(Z) (8_’]_3)
where
Hk(Z)Zi::Eg, k=1,2,...K (8.14)

represent IIR sections of low-order (typically 1 or 2). The corresponding SFG is shown in Figure 8.9. Note
that each box needs to be expanded with the proper sub-SFG (often in DFII or transposed DFII).
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x[n] win] b, yln]

Fig. 8.8 Direct Form Il realization of an IIR system.

x[n] yn]
o—»—0 H,(z) ¢—>—0 H,(z) ¢ ---- o H, (z) p—»—=0

A4

Fig. 8.9 Cascade Form for an lIR system. Note that each box needs to be expanded with the
proper sub-SFG (often in DFII or transposed DFII).

For a typical real coefficient second-order section (SOS):

(1-2qz Y (1-2z0zY)
(1-paz H)(1-pez?)
bxo + baz 1 + bz 2

= 8.16
1-ayzl—apz? (8.16)

He(z) = Gk (8.15)

wherepx, = py, andze = 7, so thatay, by € R. It should be clear that such a cascade decomposition of
an arbitraryH (z) is not unique:

e There are many different ways of grouping the zeros and pole zfinto lower order sections;

e The gains of the individual sections may be changed (provided their product remains constant).

Example 8.4:
» Consider the system function

(l _ ejn/4fl)(1_ efjn/4zfl)(1_ ej3n/4fl)(1 _ efj3n/4zfl)

H(z) = (1—9z 1)(1+.9z H)(1— 9jz ) (1+.9jz 1)
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There are several ways of pairing the poles and the zerd$fto obtain 2nd order sections. Whenever
possible, complex conjugate poles and zeros should be paired so that the resulting second order section
has real coefficient. For example, one possible choice that fulfils this requirement is:

(1-eWz H(1-e W4z ) 1-\2z14772
Hi(2) = =

T 9z hirezh) 1 8Lz
o)~ A=Wz e Pz ) 14 ver iz
AT A e HA+ez ) 1481272

The corresponding SFG is illustrated in figure 8.10 where the above 2nd order sections are realized in
DFIl. Note that we have arbitrarily incorporated the gain fa@an between the two sectioit (z) and

H,(z) H,(z2)

Fig. 8.10 Example of a cascade realization

Hz(z). In practice, the gaifs could be distributed over the SFG so as to optimize the use of the available
dynamic range of the processor (more on this later). |

8.2.4 Parallel form

Based on the partial fraction expansiorHfz), one can easily express the latter as a sum:

K

H(z)=C(2)+ H Hk(@ (8.17)
K=1

Hk(z) : low-order IIR sections (8.18)

C(2) : FIR section (if needed) (8.19)

The corresponding SFG is shown in Figure 8.11, where each box needs to be expanded with a proper sub-
SFG. Typically, second-order IIR sectiohf(z) would be obtained by combining terms in the PFE that
correspond to complex conjugate poles:

_ A A
(@) = it oo (8.20)
bro + b1zt

= Car T (8.21)
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b C(2) 4

b H,(z) 4

b H ,(2) 4

l—»—o H,(z2) c;>—l

Fig. 8.11 Parallel Realization of an IIR system.

whereay, b € R. A DFIl or transposed DFII structure would be used for the realization of (8.21).

Example 8.5:

» Consider the system function in Example 8.4

(1- ejn/4fl)(1_ efjn/4271)(1 o ejan/4271)(1 o e7j3n/4zfl)
(1-.9z 4 (1+.9z 1) (1—-.9jz 1)(1+.9jz 1)

It is not difficult to verify that it has the following PFE:

, 8, c ., b D
1-9z1 14+.9z1 1-9jz1 1+.9jz1

H(z) =G

H(z)=A

whereA, B andC are appropriate real valued coefficients ahds complex valued. Again, there are
several ways of pairing the polesldfz) to obtain 2nd order sections. In practice, terms corresponding

to complex conjugate poles should be combined so that the resulting second order section has real
coefficients. Applying this approach, we obtain

B C bio+ b1zt
H = =
W= 1 T i a1 181z 2
D D*  bpotbuz?
M) = o T T T 071~ 118122
The corresponding SFG is illustrated below with(z) andHz(z) realized in DFII: <

8.2.5 Transposed direct form Il
Transposition theorem:

Let G1 denote a SFG with system functibfi(z). Let G» denote the SFG obtained frogy by:
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Fig. 8.12 Example of a parallel realization

(1) reversing the direction of all the branches, and
(2) interchanging the sourceén| and the sinky[n].
Then
Hz(2) = Hi(2) (8.22)

Note that only the branch direction is changed, not the transmittance. Usually, we rggismthat the
source node[n] is on the left.

Example 8.6:
» An example flowgraph is represented on the left of Figure 8.13. Its transfer function is easily found to
be
bz 1 .
1-ab
Hi(2) = ﬁ-
1-abz1

The application of the transposition theorem yields the SFG on the right of Figure 8.13, which can easily
be checked to have the same transfer function. <

Application to DFII:

Consider the general rational transfer function

M —k
H (Z) _ 2 k=0 bz

— _2kcoDZ 7 (8.23)
-y &z
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n] b z7}

Fig. 8.13 Example of application of the transposition theorem: left, original SFG and right,
transposed SFG.

with its DFII realization, as shown in Figure 8.8. Applying the transposition theorem as in the previous
example, we obtain the SFG shown in figure 8.14, known as the transposed direct form Il. Nbte-tihvat
is assumed for convenience.

x[n]

Fig. 8.14 Transposed DFll realization of a rational system.

The corresponding LCCDEs are :

wn[n] = bux(n] +anyn] (8.24)
Wn-1[n] = bn-1X[n] +an-1y[n] +wn[n— 1]
wiln] = bix[n|+agy[n] + wo[n—1]
yin[ = wi[n— 1]+ box[n|

(© B. Champagne & F. Labeau Compiled October 13, 2004



8.3 Realizations of FIR systems 159

8.3 Realizations of FIR systems

8.3.1 Direct forms

In the case of an FIR system, the denominator in the rational system function (8.9) redd@s+d. That
is

H(2) =B(2) = % bz, (8.25)
k=0

corresponding to the following non-recursive LCCDE in the time-domain:

M
y[n] = k; bix[n — K] (8.26)

Accordingly, the DFI and DFII realizations become equivalent, as the structural component lapAllzd
in Figure 8.6 disappears. The resulting SFG is shown in Figure 8.15; it is also called a tapped delay line or
a transversal filter structure.

Fig. 8.15 DF for an FIR system (also called tapped delay line or transversal filter).

Note that the coefficientsy in Figure 8.15 directly define the impulse response of the system. Applying a
unit pulse as the input, i.&[n] = d[n], produces an outpyfn] = h[n|, with

h[n]:{bn if ne{0,1,....,M} 6.27)

0 otherwise
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8.3.2 Cascade form

In the case of an FIR system, a cascade form is also possible but the problem is in fact simpler than for IR
since only the zeros need to be considered (beca{Be- 1).

To decomposél(z) in (8.25) as a product of low-order FIR sections, as in
H(2) = Hi1(2)H2(2) ---Hk (2)

one needs to find the zeroskdfz), sayz (I =1,...,M), and form the desired low-order sections by properly
grouping the corresponding factdrs- zz~* and multiplying by the appropriate gain term. For example, a
typical 2nd order section would have the form

Hk(Z> =Gk(1- Zklzfl)(l — zkzzfl) =byo+ bk1271 + bkzzfz.

where the coefficients,; can be made real by proper choice of complex conjugate zerog(i-e z,).

In practice, cascade realizations of FIR system use sections of order 1, 2 and/or 4. Sections of order 4 are
useful in the efficient realization of linear-phase system...

Example 8.7:
» Consider the FIR system function
H(z)=(1- ejn/4271)(1 _ e*jﬂ/4zfl>(1 _ ej3n/4zfl)(1 _ e7j3n/4271)
A cascade realization of H(z) as a product of 2nd order sections can be obtained as follows:
Hi(z) = (]_,ein/4z—1)(1ie—jn/4z—l) — 1 V27l g2

Ho(z2) = (1— ¥4z Y1 —e ¥4z Y =14 V27 1+ 772

8.3.3 Linear-phase FIR systems

Definition: A LTI system is said to have generalized linear-phase (GLP) if its frequency response is ex-
pressible as

H(w) = A(w)e 1 (0@P) (8.28)
where the functio\(w) and the coefficienta andf3 are real valued.
Note thatA(w) can be negative, so that in geners(w) # |H(w)|. In terms ofA(w), a andp, we have

—aw+f if A(w) >0

<H(w) :{ —aw+B+m if Alw) <0 (8.29)

Despite the phase discontinuities, it is common practice to refd(¢o as a linear phase system.
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Theorem: Consider an LTI system with FIR h[n], such that

hin] =0for n < 0and forn > M
h[0] # 0 andh[M] # 0 (8.30)

System# is GLP if and only ifh[n] is either
(i) symmetric, i.e.:
hinf=hM—-n|, neZ (8.31)

(i) or anti-symmetric, i.e.:
hnf=—-h[M—n|, neZ (8.32)

Note that the GLP conditions (8.31) and (8.32) can be combined into a single equation, namely
h[n] = €h[M —n] (8.33)

wheree is either equal tet-1 (symmetric) or—1 (anti-symmetric).

Example 8.8:
» Consider the LTI system with impulse response
hin] ={1,0,1,0,1}
Note thath[n] satisfies the definition (8.31) of a symmetric impulse responseMith4:
hinj=h[4—n], allneZ

Let us verify that the system is linear phase, or equivalently, that its frequency response verifies the
condition (8.28). We have

h[nje~Jn

n=—oo
14+e 120 gl

e 120(gl20 4 1 4 o720
e 12°(14 2cog2w))
= A(m)efi(dwﬁ)

H(w)

where we identify
A(w) = 1+2cog2w),

a=2 B=0

<
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Modified direct form:  The symmetry irh[n] can be used advantageously to reduce the number of multi-
plications in direct form realization:

h[n] = eh[M — n| = by = eby_k (8.34)
In the caseéM odd, we have

M
yin = Z bx[n — K] (8.35)

K=0

(M—1)/2

= Z (bx[n— K] + bp—kx[n— (M —K)])
K=0
(M-1)/2

= 3 bXn—K+exin—(M—K)))
k=0

which only requiregM + 1) /2 multiplications instead ol + 1.
Figure 8.16 illustrates a modified DFI structure which enforces linear phase.

x[n] z7! z7!
o

birr-1yi2

Fig. 8.16 A modified DF structure to enforce linear phaégdd).

Properties of the zeros of a GLP system: In thezzdomain the GLP conditioh[n] = €h[M —n] is equiv-
alent to
H(z) =ez MH(z Y (8.36)

Thus, ifzg is a zero oH(z), so is1/z. If in additionh[n] is real, therwo, Z;, 1/ and1/z; are all zeros of
H(z). This is illustrated in Figure 8.17.

As a result, sections of order 4 are often used in the cascade realization of real, linear phase FIR filters:
1

Hk(2) = Gk(1—zz HY(1—-zz H(1- Zlkzl)(l— iz*l) (8.37)

8.3.4 Lattice realization of FIR systems

Lattice stage: The basic lattice stage is a 2-input 2-output DT processing device. Its signal flow graph is
illustrated in Figure 8.18.
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»
>

Im(z)
l/zg
1/z,
O—»
Re(z)
2

unit circle

Fig. 8.17 lllustration of the zero locations of FIR real-coefficient GLP systems: a zero always
appears with its inverse and complex conjugate.

Fig. 8.18 Lattice stage.
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The parameteky, is called reflection coefficient, whils is an integer index whose meaning will be ex-
plained shortly.

Input-output characterization in the time domain:

Um[N] = Um-1[N]+KmVm-1[n—1] (8.38)
Vm[N = KpUm-1[N] + Vm-1[n—1] (8.39)

Equivalentz-domain matrix representation:

Un(2) | _ Um-1(2)
[ Vim(V) } = Km(2) [ vm_ll(v) } (8.40)
whereKm(z) is a2 x 2 transfer matrix defined as
-1
Kn(2) 2 [ - ] 6a1)

Lattice filter: A lattice filter is made up of a cascadeMflattice stages, with indem running from 1 to
M. This is illustrated in figure 8.19.

uy[n] u,[n] u,[n]

voln] viln] v,[n]
Fig. 8.19 A lattice filter as a series of lattice stages.
Corresponding set of difference equations characterizing the above SFG in the time domain:

Uo[n] = vo[n] = X[n|
form=1212....M
Um[N] = Um—1[N] + KmVm-1[n—1]
Vin[N] = KjyUm—1[N] + Vm-1[n—1]
end
y[n] = [

Corresponding matrix representation in th@omain:

Uo(z) = Wo(2) =X(2) (8.42)
Uw(@ | _ Uo(2)
[V,\l\:(v)} = KM(Z)...KZ(Z)Kl(z)[Vg(V)] (8.43)
Y(z2 = Um(2 (8.44)
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System function:
e From (8.42)— (8.44), it follows that(z) = H(z)X(z) with the equivalent system functidth(z) given

by

HD=[1 0]Ku(@...K(2Ks(2) [ . } (8.45)

e Expanding the matrix product in (8.45), it is easy to verify that the system function of the lattice filter

is expressible as
H(2) =1+bz '+---+byz ™ (8.46)

where each the coefficientk in (8.46) can be expressed algebraically in terms of the reflection
coefficients{km}M_,
e Conclusion: arM-stage lattice filter is indeed FIR filter of length-+ 1.

Minimum-phase property: The lattice realization is guaranteed to be minimum-phase if the reflection
coefficients are all less than one in magnitude, that inif < Lforallm=1,... .M.

Note: Thus, by constraining the reflection coefficients as above, we can be sure that a causal and stable
inverse exists for the lattice system. The proof of this property is beyond the scope of this course.

(© B. Champagne & F. Labeau Compiled October 13, 2004



166

Chapter 9

Filter design

9.1 Introduction

9.1.1 Problem statement

Consider the rational system function

_B(@ _ 3o
H(z) = A(2) = 1+ZE:13kZ_k (9.2)

for which several computational realizations have been developed in the preceding Chapter.

In filter design, we seek to find the system coefficients, MeN, ay,...,an, bo,...,by, in (9.1) such that
the corresponding frequency response
H(w) = H(2)|—eiw

provides a good approximation to a desired respéhge), i.e.

H(w) ~ Hg(w). (9.2)

In order to be practically realizable, the resulting systé(z) must be stable and causal, which imposes
strict constraints on the possible valuesapf Additionally, a linear phase requirement fid(z) may be
desirable in certain applications, which further restrict the system parameters.

It is important to realize that the use of an approximation in (9.2) is a fundamental necessity in practical
filter design. In the vast majority of problems, the desired respbigé®) does not correspond to a stable
and causal system and cannot even be expressed exactly as a rational system function.

To illustrate this point, recall from Chapter 2 that stabilitytdfz) implies thatH (w) is continuous, while
ideal frequency selective filtekdy (w) all have discontinuities.

Example 9.1: Ideal Low-Pass Filter

» The ideal low-pass filter has already been studied in Example 3.3. The corresponding frequency re-
sponse, denoteldy(w) in the present context, is illustrated in Figure 9.1. It is not continuous, and the
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corresponding impulse response
_ 9 g @
ha[n] = - sing - ) (9.3)

is easily seen to be non-causal. Furthermore, it is possible to show that
S [ha[n]| =0
n
so that the ideal low-pass filter is unstable. <

A H(w)
1

ey
—>

a, T

Fig. 9.1 Ideal Low-Pass filter specification in frequency.

9.1.2 Specification oHg(w)

For frequency selective filters, the magnitude of the desired response is usually specified in terms of the
tolerable

e pass-band distortion,
e stop-band attenuation, and
e width of transition band.
An additional requirement of linear phase (GLP) may be specified.

For other types of filters, such as all-pass equalizers and Hilbert transformers, phase specifications play a
more important role.

Typical low-pass specifications: A typical graphical summary of design specifications for a discrete-time
low-pass filter is shown in Figure 9.2. The parameters are:

e [0,wp] = pass-band

[ws, T{ = stop-band

3w £ ws — Wy = Width of transition band.

01 = pass-band ripple. Often expressed in dB20dog;o(1+ d1).

&, = stop-band ripple. Usually expressed in dB2830g;((52).
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|Hd(a))|
1y, | E—
120 —
—
52 L L | .
w w T o

Fig. 9.2 Typical template summarizing the design specifications for a low-pass filter.

The phase response in the pass-band may also be specified, for example by an additional GLP requirement.

Typically, a reduction od;, & and/ordw leads to an increase in the required IIR filter orblesr FIR filter
lengthM, and thus greater implementation costs. Ideally, one would to use the minimum valienofor
M for which the filter specifications can be met.

9.1.3 FIR or lIR, That Is The Question

The choice between IIR and FIR is usually based on a consideration of the phase requirements. Recall that
a LTI system is GLP iff _
H(w) = A(w)e 1@ P (9.4)

where the amplitude functiof(w) and the phase parameterandp are real valued.
Below, we explain how the GLP requirement influences the choice between FIR and IIR. In essence, only

FIR filter can be at the same time stable, causal and GLP. This is a consequence of the following theorem,
stated without proof.
Theorem: A stable LTI systenH (z) with real impulse response, i.B[n] € R, is GLP if and only if

H(z) = ez 2H(1/2) (9.5)

wherea € R ande € {—1,+1}.

PZ symmetry:
e Suppose thap is a pole ofH(z) with 0 < |p| < 1.
e According to above theorem, lif(z) is GLP, then:

H(1/p) =ep*™H(p) = (9.6)

which shows that/pis also a pole oH(z).
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¢ Note thatp* and1/p* are also poles dfl (z) under the assumption of a real system.
e The above symmetry also apply to the zerosi¢z)

e The situation is illustrated in the PZ diagram below:

2 Im@z)

O

O

unit circle

Fig. 9.3 PZ locations of IIR real-coefficient GLP systems: a pole always appears with its
inverse (and complex conjugate).

Conclusion: If H(z) is stable and GLP, to any non-trivial poteinside the unit circle corresponds a pole
1/p outside the unit circle, so that(z) cannot have a causal impulse response. In other words, only FIR
filter can be at the same time stable, causal and GLP.

Basic design principle:
e If GLP is essentiat= FIR

e If not = IIR usually preferable (can meet specifications with lower complexity)

9.2 Design of IIR filters

Mathematical setting: We analyze in this section common techniques used to design IIR filters. Of
course, we only concentrate on filters with rational system functions, as

Bz bo+bizt+... +byzM
H = = . '7
@) A(2) l+az i+ ... +ayz N (9.7)

for which practical computational realizations are available.

ForH(z) in (9.7) to be the system function of a causal & stable LTI system, all its poles have to be inside
the unit circle (U.C.).
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Design problem: The goal is to find filter parameteM, M, {a} and {by} such thatH (w) ~ Hq(w) to
some desired degree of accuracy.

Transformation methods: There exists a huge literature on analog filter design. In particular, several
effective approaches do exist for the design of analog IIR filtersHs@@). The transformation methods
try to take advantage of this literature in the following way:

(1) Map DT specificationsiq(w) into analog specificationd,q(Q) via proper transformation;
(2) Design analog filteH,(Q) that meets the specifications;
(3) MapHa(Q) back intoH (w) via a proper inverse transformation.

9.2.1 Review of analog filtering concepts

LTI system: For an analog LTI system, the input/ouput characteristic in the time domain takes the form
of a convolution integral:

Yalt) = [ hafuat - u)du (9.8)

whereh,(t) is the impulse response of the system. Note heret thé,

System function: The system function of an analog LTI system is defined as the Laplace transform of its
impulse response, i.e.

Ha(®) = L{ha(t)} = [ ha(t)e Sl (9.9)

where L denotes the Laplace operator. The complex varialdeoften expressed in terms of its real and
imaginary parts as
s=0+]jQ

The set of alls € C where integral (9.9) converges absolutely defines the region of convergence (ROC) of
the Laplace transform. A complete specification of the system funkft¢s) must include a description of
the ROC.

In thes-domain, the convolution integral (9.8) is equivalent to
Ya(s) = Ha(s)Xa(9) (9.10)

whereYy(s) andX,(s) are the Laplace transforms wf(t) andxa(t).

Causality and stability: An analog LTI system is causal iff the ROC of its system functityfs) is a
right-half plane, that is
ROC: O(s) > ap

An analog LTI system is stable iff the ROC Hf(s) contains thg Q axis:

jQeROCforallQ e R

The ROC of a stable and causal analog LTI system is illustrated in the Fig. 9.4.
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4 Im(s)

X ROC

I:{e(s)

Fig. 9.4 lllustration of a typical ROC for a causal and stable analog LTI system.

Frequency response: The frequency response of an LTI system is defined as the Fourier transform of its
impulse response, or equivalently

Ha(Q) = Ha(9)ls=jo (9.11)
In the case an analog system with a real impulse response, we have
IHa(Q)|? = Ha(S)Ha(—9)|s=ja (9.12)

Rational systems: As the name indicates, a rational system is characterized by a system function that is a
rational function ofs, typically:
St e-- M
Ha(s) = Bo+PBis+--+Pwm (9.13)
14+ais+---+oynsN
The corresponding input-output relationship in the time-domain is an ordinary differential equation of order

N, that is:

N dk M dk
Ya(t) = — k;akwya(t) + k;ﬁkwxa(t) (9.14)

9.2.2 Basic analog filter types

In this course, we will basically consider only three main types of analog filters in the design of discrete-
time lIR filters via transformation methods. These three types will have increasing “complexity” in the sense
of being able to design a filter just with a paper and pencil, but will also have an increasing efficiency in
meeting a prescribed set of specifications with a limited number of filter parameters.

Butterworth filters:  Butterworth filters all have a common shape of squared magnitude response:

Ha(Q)2 .

- e (9.15)

INote the abuse of notation here: we should formally wiz¢jQ) but usually drop thg for simplicity.

(© B. Champagne & F. Labeau Compiled November 5, 2004



172 Chapter 9. Filter design

where Q. is the cut-off frequency (-3dB) anl is the filter order. Figure 9.5 illustrates the frequency
response of several Butterworth filters of different orders. Note|Hd£2)| smoothly decays from a maxi-

|
|
mt
zzzzZz
1

PBhWNRF

o

Amplitude [H(Q)|

o
0 10 20 30 40 50 60 70 80 90
Radian frequency Q

=k

Fig. 9.5 Magnitude response of several Butterworth filters of different order®; =
10rad/s)

mum oflatQ = 0to 0 atQ = «. These filters are simple to compute, and can be easily manipulated without
the help of a computer. The corresponding transfer function is given by:

Ha(s) = ()" (9.16)
(S—%0)(s—81)- -~ (S—sn-1)
The poless; are uniformly spaced on a circle of radi¥s in the s-place, as given by:
s = Qeexpli N+ k+ 5 T) k=0,1,...,N-1 (9.17)
2 2°N
Example 9.2:
> <

Chebyshev filters: Chebysheyv filters come in two flavours: type | and Il. The main difference with the
Butterworth filters is that they are not monotonic in their magnitude response: Type | Chebyshev filters have
ripple in their passband, while Type Il Chebyshev filters have ripple in their stopband. The table below
summarizes the features of the two types of Chebyshev filters, and also gives an expression of their squared
magnitude response:

Type | Type Il
2 _ 1 2 _ 1
Def M = pomamy | MO = S oma oy
Passband Ripple from 1 to,/1/1+ €2 Monotonic
Stopband Monotonic Ripple /1/(1+1/€2)
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In the above table, the functioly (-) represents thal-th order Chebyshev polynomial. The details of the
derivation of these polynomials is beyond the scope of this text, but can be obtained from any standard
textbook. € is a variable that determines the amount of ripple, 8»ds a cut-off frequency. Figure 9.6
illustrates the frequency response of these filters. Chebyshev filters become more complicated to deal with
than Butterworth filters, mainly because of the presence of the Chebyshev polynomials in their definition,
and often they will be designed through an ad-hoc computer program.

Chebyshev Type | Chebyshev Type II
1

o
o
o
o
T T

Amplitude [H()|
o
wn
Amplitude [H(E)|
o
[}

o

2
o
Q=

o

w
[=}
IS

|
zzzzz
a1

PO~ WN

L ~|-- N=2 | L )

0.2 0.2
— N=3
--N=4

01 N=5 [l ok N

: - - - N=10 _ -
O i i e P T O i Sy i = 'l i i =
0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
Radian Frequenc® Radian Frequenc®
(@) (b)

Fig. 9.6 lllustration of the magnitude response of analog Chebyshev filters of different orders
N: (a) Type |, (b) Type Il.

Elliptic filters:  Elliptic filters are based on elliptic functions. Their exact expression is beyond the scope

of this text, but they can be easily generated by an appropriate computer program. Figure 9.7 illustrates the
magnitude response of these filters. One can see that they ripple both in the passband and stop band. They
usually require a lower order than Chebyshev and Butterworth filters to meet the same specifications.

9.2.3 Impulse invariance method

Principle: In this method of transformation, the impulse response of the discrete-timeHfilzeris ob-
tained by sampling the impulse response of a properly designed analogifilsr

h[n] = ha(nTs) (9.18)

whereTs is an appropriate sampling period. From sampling theory in Chapter 7, we know that

1 w 21K
H (w) _iZHa(i_f)' (9.19)
If there is no significant aliasing, then
1 W
H(w) = £Ha(3), ol <m (9.20)
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Fig. 9.7 Magnitude Response of low-pass elliptic filters of different orders.

A H,(Q) A H(w)

aliasing

Q @, b4

NN

Fig. 9.8 lllustration of aliasing with impulse invariance method.

Thus in the absence of aliasing, the frequency response of the DT filter is the same (up to a scale factor) as
the frequency response of the CT filter.

Clearly, this method works only ifHa(Q)| becomes very small folQ| > 1/Ts, so that aliasing can be
neglected. Thus, it can be used to design low-pass and band-pass filters, but not high-pass filters.

In the absence of additional specificationstéf(Q), the parametells can be set to 1: it is &ctitious
sampling period, that does not correspond to any physical sampling.

Design steps:

(1) Given the desired specificatiohfy(w) for the DT filter, find the corresponding specifications for the
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analog filterHeq(Q):
Tt
Haq(Q) = TsHa(w)|w-om,  |Q < (9.21)
S

For example, Figure 9.9 illustrates the conversion of specifications from DT to CT for the case of a
low-pass design.

A‘Hd(w)‘ A‘Had (Q)‘
146 (L L L] T(+6) L LLL
1-6,1 T 1_51 i
r 777 — =777 o —or
Q =0T
N (rrrs 7, wrsrsss
o, , T o Q, Q Q

Fig. 9.9 Conversion of specifications from discrete-time to continuous-time for a design by
impulse invariance.

(2) Design an analog IIR filteld,(Q) that meets the desired analog specificatidgg Q):
- Chose the filter type (Butterworth, elliptic, etc.)
- Select the filter parameters (filter ordéy poless, etc.)

(3) Transform the analog filtar,(Q) into a discrete-time filteH (z) via time-domain sampling of the
impulse response:

ha(t) = L7{Ha(Q)}
hin] = ha(nTs)
H(z) = 2z{h[n]} (9.22)

In practice, it is not necessary to fihg(t), as explained below.

Simplification of step (3): AssumeH,(s) has only first order poles (e.g. Butterworth filters). By perform-
ing a partial fraction expansion &f,(s), one gets:

M=z

Ha(s) = S5 (9.23)
The inverse Laplace transform Bf(s) is given by
ha(t) = kiAkeS«t Uc(t) (9.24)
whereu,(t) is the analog unit step function, i.e.
Uc(t) :{ (1, :ig (9.25)
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Now, if we samplen,(t) in (9.24) uniformly at time$ = nTs, we obtain

h[n] = %Akesk”TSu[n] = %Ak(esﬂTS)”u[n]. (9.26)
K=1 K=1
The Z-transform oth[n] is immediately obtained as:
N Ak -

This clearly shows that there is no need to go through the actual steps of inverse Laplace transform, sampling
andZ-transform: one only needs the partial fraction expansion coeffichrand the poles, from (9.23)
and plug them into (9.27).

Remarks: The order of the filter is preserved by impulse invariance, that il (§) is of orderN, then
so isH(z). The correspondence between poles in discrete-time and continuous-time is given by:

s« is a pole ofHa(S) = px = €%Tis a pole ofH (2).

As a result, stability and causality of the analog filter are preserved by the transformation. Indtegd), if
is stable and causal, then the real part of all its pslesill be negative:

Sk=0k+ jQk 0k<O.

The corresponding polgx in discrete-time can be written as

pk — eokTSej QTs

Therefore,
|pu| = €% < 1,

which ensures causality and stability of the discrete-time filtez).

Example 9.3:

» Apply the impulse invariance method to an appropriate analog Butterworth filter in order to design a
low-pass digital filteH (z) that meets the specifications outlined in Figure 9.10.

e Step 1. We set the sampling periodito= 1 (i.e. Q = w), so that the desired specifications for the
analog filter are the same as stated in Figure 9.10, or equivalently:
1-8 <|Hx(Q) <1 for 0<[Q[<Qy=.25n (9.28)
[Hag(Q)| < &, for Qp=.4n< ‘Q| < (9.29)
e Step 2: We need to design an analog Butterworth fitd€2) that meets the above specifications.
For the Butterworth family, we have
B 1
14+ (Q/Qe)N

Thus, we need to determine the filter ordérand the cut-off frequencf2. so that the above
inequalities are satisfied. This is explained below:

IHa(Q)[? (9.30)

(© B. Champagne & F. Labeau Compiled November 5, 2004



9.2 Design of IIR filters 177

Fig. 9.10 Specifications for the low-pass design of example 9.3

- We first try to an find analog Butterworth filter that meets the band edge conditions exactly,

that is:
_ 1 (152
Ha(Q1)[=1-& = 17 01/ Q)™ — (1-3)
1
Ha@2)| =8 = e = (8)?
a2l = o2 1+ (Qa/Q0)N —
1
= (Q/Q)N = 2 1=8 (9.32)
2
Combining these two equations, we obtain:
(Ql/QC)ZN B g
QZ/QC B
= 2NIn(Q1/Q2) =In(a/B)
1 In(a/B)
=N =S a,) ~ 121°
SinceN must be an integer, we také= 13.
- The value ofQ; is then determined by requiring that:
Ho(Q)=1-81 = — 1 —(1-5,)?
cRIm T 14 (Q1/Q0)% !
= Q.=0.856 (9.33)

With this choice, the specifications are met exactlfatand are exceeded &, which
contribute to minimize aliasing effects.
- An analog Butterworth filter meeting the desired specifications is obtained as follows:
(§2C)13
(s—s0)(s—s1) - (s—s12)

He(s) = (9.34)

o= Q2D Bl k=01, 12 (9.35)
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e Step 3: The desired digital filter is finally obtained by applying the impulse invariance method:

- Partial fraction expansion:

Ao A2
= s S—s12
- Direct mapping to the-domain:
A Ar2
e A
with
pk=¢€%, k=0,1,...,12

Table 9.1 lists the values of the polgsthe partial fraction expansion coefficied{gsand the

discrete-time polegy for this example.

[k ] S A Pk
0 | —0.1031+0.8493] | —0.0286+0.2356] | +0.5958+ 0.6773]
1 || —0.3034+0.8000] | —1.8273—0.6930] | +0.5144+ 0.5296
2 | —0.4860+0.7041] | +4.5041—6.5254] | +0.4688+ 0.3982]
3 | —0.6404+0.5674j | +13.8638+ 15.6490] | +0.4445+ 0.2833]
4 | —0.7576+0.3976] | —35.2718+ 185121] | +0.4322+ 0.1815j
5 | —0.8307+0.2048] | —13.8110— 56.0335] | +0.4266+ 0.0886]
6 || —0.8556+0.0000] | +65.1416+0.0000] | +0.4250+ 0.0000j
7 | —0.8307—0.2048] | —13.8110+56.0335] | +0.4266— 0.0886]
8 || —0.7576—0.3976] | —35.2718— 185121j | +0.4322— 0.1815]
9 | —0.6404—0.5674j | +13.8638— 15.6490] | +0.4445— 0.2833]
10 || —0.4860— 0.7041j | +4.504116.5254] | +0.4688— 0.3982]
11 ][ —0.3034—0.8000] | —1.8273+0.6930] | +0.5144— 0.5296j
12| —0.1031—0.8493] | —0.0286— 0.2356] | +0.5958— 0.6773]

- At this point, it is easy to manipulate the functiét{z) to derive various filter realizations
(e.g. direct forms, cascade form, etc.). Figure 9.11 illustrates the magnitude response of the

Table 9.1 Values of the coefficients used in example 9.3.

filter so designed.

9.2.4 Bilinear transformation

Principle:

Suppose we are given an analog IIR filté(s). A corresponding digital filteH (z) can be

obtained by applying the bilinear transformation (BT), defined as follows:

H(z) =Ha(s) at s:(p(z)éa<

1-z1
1+z1)°
whereq is a scaling parameter introduced for flexibility. In the absence of other requirements, it is often set
to 1.
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[H(o)l

Fig. 9.11 Magnitude Response of the design of example 9.3.

Example 9.4:

» Consider the analog filter
1
Ha(s)=——, b>0 9.40
Up to a scaling factor, this is a Butterworth filter of ordiér= 1 with cut-off frequencyQ. = b. This filter
has only one simple pole at= —b in thes-plane; it is stable and causal with a low-pass behavior. The
corresponding PZ diagram in tlseplane and magnitude response verSuare illustrated Figure 9.14

(left) and Figure 9.13 (top), respectively. Note the -3dB poirfat b in this example.
Applying the BT witha = 1, we obtain
1

1-z1

1+z*1+b

1 1+z1

= itz (9.41)

1-b

H(z) =

The resulting digital filter has one simple pole at

1-b ,
“1tb P
inside the U.C.; it is stable and causal with a low-pass behavior The corresponding PZ diagram in the
Z-plane and magnitude response versuare illustrated Figure 9.12 (right) and Figure 9.13 (bottom),
respectively.

z

<
Properties of bilinear transformation:  The inverse mapping is given by:
1-z1 1 1+s/a

s_cp(z)_u<1+zl><:>z_(p (S)_l—s/a (9.42)
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alm(s) Alm(@2)
(zero at infinity) ROC: |z|>p
ROC

v

(0]

1
—_—
i

Re(s) Re(z)

Fig. 9.12 PZ diagrams of the filters used in example 9.4. Left: analog filiet (5); Right:
discrete-time filter.
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Fig. 9.13 Magnitude responses of the filters used in example 9.4. Top: analoglikters);
Bottom: discrete-time filter.
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It can be verified from (9.42) that the BT maps the left-half part ofgipéane into the interior of the unit
circle in thez-plane, that is:

s=0+jQwitho< 0«17 <1 (9.43)

If Ha(s) has a pole at, thenH(z) has a corresponding pole at

=0 () (9.44)

Therefore, ifH4(S) is stable and causal, sohgz). This is illustrated in Figure 9.14.

Re(s)<0 AQ 1 Alm:z
z=¢ (s)
— z=e/?
X
50X Py
O Rez
5, %
' s-plane P X z-plane

Fig. 9.14 Inverse BT mapping frors-plane toz-plane operated.

The BT uniquely maps thgQ axis in thes-plane onto the unit circle in theplane (i.e. 1-to-1 mapping):

: 1+jQ/a A
S= Q<=2 1-j0ja A (9.45)
whereA=1+ jQ/a. Clearly
|7l = |A]/|A"| =1 (9.46)

The relationship between the physical frequefignd the normalized frequenaycan be further developed
as follows:

S=jQe=z=¢® (9.47)
wherew= LA— LA* = 2/A, that is
Q
w=2 tan‘l(a) (9.48)
or equivalently
Q:amm%) (9.49)

This is illustrated in Figure 9.15, from which it is clear that the mapping betwkandw is non-linear.

In particular, the semi-infinit€ axis [0, ) is compressed into the finite interval [0, 7). This non-linear
compression, also callefdequency warpingparticularly affects the high-frequencies. It is important to
understand this effect and take it into account when designing a filter.
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Fig. 9.15 lllustration of the frequency mapping operated by the bilinear transformation.

Design steps:

(1) Given desired specificationtdq(w) for the DT filter, find the corresponding specifications for the
analog filterHaq(Q):
Haa(Q) = Ha(w) Q=a tar\(%)) (9.50)

(2) Design an analog IIR filtelr,(Q) that meets these spec.

(3) Apply the BT to obtain the desired digital filter:

A (1-71
H(z) =Ha(s) at s=¢(2=a <1+zl> (9.51)

Example 9.5:

» Apply the BT to an appropriate analog Butterworth filter in order to design a low-pass digitaHflter
that meets the specifications described in Figure 9.10.

e Step 1: In this example, we set the parametdo 1. The desired specifications for the analog
filter are similar to the above except for the band-edge frequencies. That is

1-8, < |[Hag(Q)| =1 for 0<|Q|<Q (9.52)
Had(Q)| <82, for Qo =<[Q| <o (9.53)
where now
Q = tan(%) ~ 0414214
Q = tan(%) ~ 0.72654 (9.54)

e Step 2: We need to design an analog Butterworth fittgiQ) that meets the above specifications.
- Proceeding exactly as we did in Example 9.3, we find that the required order of the Butter-

worth filter isN = 11 (or preciselyN > 10.1756.
- Since aliasing is not an issue with the BT method, either one of the stop-band edge specifica-

tions may be used to determine the cut-off frequeQgyFor example:

1

— = =3 =0Q,=0.478019 (9.59)
1+ (Q2/Qc)?

Ha(Q2)| =
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- The desired analog Butterworth filter is specified as

(Qc)ll

Hel®) = o) 5—s1) - (5—510)

(9.56)

sc= Q2+l k=01,...,10 (9.57)
e Step 3: The desired digital filter is finally obtained by applying the bilinear transformation:
(Qe)1t
(55) -s)@(55) —s)-2(55) —s0)

bo+biz 1+ bz 1t
1+ 81271 + e 8112711

H(2) =

(9.58)

The corresponding values of the coefficieltanda; are shown in Table 9.2.

b | a |
+0.0003 | +26.5231
+0.0033 | —1258049
+0.0164 | +2969188
+0.0491 | —446.8507
+0.0983 | +4704378
+0.1376 | —360.6849
+0.1376 | +2043014
+0.0983 | —85.1157
+0.0491 | 4254732
+0.0164| —5.2012
+0.0033| +0.6506
11 | +0.0003| -0.0377

OO NOO B W NP O|X

[
o

Table 9.2 Coefficients of the filter designed in example 9.5.

9.3 Design of FIR filters
Design problem: The general FIR system function is obtained by setéif@ = 1in (9.1), that is
M
H2) =B2)= 5 bz ¥ (9.59)
k=0

The relationship between coefficiefisand the filter impulse response is

[ by 0<Nn<M
hin} = { 0 otherwise (9-60)
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In the context of FIR filter design, it is convenient to work out the analysis directly in terimsjofAccord-
ingly, we shall expresBl(z) as:

H(z) = h[0] +h[1]z 1 +---h[M]z M (9.61)

It is further assumed throughout tHd0] # 0 andh[M] # 0.

The design problem then consists in finding the dettend the filter coefficientgh[k] } in (9.61) such that
the resulting frequency response approximates a desired resplyieg, that is

H(w) ~ Ha(w)
In the design of FIR filters:

e stability is not an issue since FIR filters are always stable;

e considerable emphasis is usually given to the issue of linear phase (one of the main reasons for select-
ing an FIR filter instead of an IIR filter).

In this section, we will review a classification of FIR GLP systems, then explain the principles of design by
windowing and design by minmax optimization.

9.3.1 Classification of GLP FIR filters

We recall the following important definition and result from Section 8.3.3:

Definition: A discrete-time LTI system is GLP iff
H(w) = A(w)e @) (9.62)

where theA(w), a andp are real valued.

Property: A real FIR filter with system functiok (z) as in (9.61) is GLP if and only if
hk| =eh[M—-k] k=0,1,....M (9.63)

whereg is either equal te+-1 or —1.

Example 9.6:

» Consider the FIR filter with impulse response given by
hin] = {1,0,-1,0,1,0,—1} (9.64)

Note that hereh[n] = h[M — n] with M = 6 ande = 1. Let us verify that the frequency resportdéw)
effectively satisfy the condition (9.62):
H(e®) = 1-g w2 gt _giwh
= e /B8 _glw | gm0 gmIuB)

= 2je 19%(sin(3w) — sin(w))
— A(w)efKG(*)*B)
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where we define the real-valued quantities

: . 3
A(w) =2sinw) —2siB3w), a=3, pB= 7“
The frequency response is illustrated in Figure 9.16. <
0

@
Z-10f- .
£l m |
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_30—n —T‘IfZ é) TT)Z T

phase (rad)

-T -T2 0 2 s
6

g

s Ar 7

©
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o | | |
-T -T2 0 w2 s

frequency w

Fig. 9.16 Example frequency response of a generalized linear-phase filter.

Classification of GLP FIR filters: Depending on the values of the parameteandM, we distinguish 4
types of FIR GLP filters:

M even | M odd
e=+4+1| Typel | Typell
e=-—1| Typelll | Type IV

A good understanding of the basic frequency characteristics of these four filter Types is important for practi-

cal FIR filter design. Indeed, not all filter Types, as listed above, can be used say for the design of a low-pass
or high-pass filter. This issue is further explored below:

e Typel (€ =+1, M even):
H(w) = e‘j“""'/z{Zakcos((ok)} (9.65)

e Typell (e =+1, M odd):
H(w) = e JoM/2g 5 Breos(k %))} (9.66)
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- Hw)=0atw=Tm
- Cannot be used to design high-pass filter

e Type lll (€= —1, M even):
H(w) = je*j‘”M/z{Zyksin(wk)} (9.67)
- Hw)=0atw=0and atw=Tt
- Cannot be used to design either low-pass or high-pass filter

e Type IV (e = —1, M odd):
() = jo 12 Besinolk- %))} (9.68)

- Hw) =0atw=0
- Cannot be used to design low-pass filter

9.3.2 Design of FIR filter via windowing

Basic principle: Desired frequency responsklg(w) usually correspond to non-causal and non-stable
filters, with infinite impulse responség[n| extending from—co to . Since these filters have finite energy,
it can be shown that

|h[n]| — 0 asn — +oo. (9.69)
Based on these considerations, it is tempting to approximgité by an FIR responsg|n] in the following
way:
_ J haln], [nj<K
aln = { 0, otherwise (9.70)

The FIRg[n| can then be made causal by a simple shift, i.e.

h[n] = g[n—K] (9.71)

Example 9.7:
» Consider an ideal low-pass filter:

Ha(w) = 1 o <w=m2
V7 N0, we<ol<m

The corresponding impulse response is given by
_ gy L n
ha[n] = nsmo( - )= 2slnc(z)

These desired characteristics are outlined in Figure 9.17.
Assuming a value ok = 5, the truncated FIR filteg[n] is obtained as

hg[n], —5<n<5
gln| = :
0, otherwise
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Finally, a causal FIR wittM = 2K is obtained frong[n] via a simple shift:

h[n] = g[n—5]
These two impulse responses are illustrated in Figure 9.18. The frequency response of the resulting
filter, G(w) is illustrated in Figure 9.19. <
4 H ()
1
hy[n]
1/2
/2 ﬂ 'a) 01 n

Fig. 9.17 Desired (a) frequency response and (b) impulse response for example 9.7

4

gln] hln]
1/2¢ 1/2

01 5 n 01 5 10

N

Fig. 9.18 (a) Windowed impulse responsgn] and (b) shifted windowed impulse response
h[n] for example 9.7

Observation: The above design steps (9.70)— (9.71) can be combined into a single equation
M
h{n = waln]haln - ] (9.72)

where
2f 1 0<n<M

weln] = { 0, otherwise
According to (9.72), the desired impulse respohge] is first shifted byK = M/2 and then multiplied by
Wg[N].

(9.73)

Remarks on the window: The functionwgn| is called a rectangular window. More generally, in the
context of FIR filter design, we define a window as a DT functign] such that
{ WM—-n]>0, 0<n<M
win| =

0, otherwise (9.74)

As we explain later, several windows have been developed and analysed for the purpose of FIR filter design.
These windows usually lead to better properties of the designed filter.
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Fig. 9.19 Example frequency response of an FIR filter designed by windowing (refer to ex-
ample 9.7).

Remarks on time shift: Note that the same magnitude respoftdéw)| would be obtained if the shift
operation in (9.72) was omitted. In practice, the shift operation is used to deifiemwithin the window
interval0 < n < M, so that symmetries originally presenttigin] with respect tan = 0 translate into corre-
sponding symmetries &fin] with respect tan = K = M /2 after windowing. In this way, a desired response
Hq(w) with a GLP property, that is

ha[n] =€hg[—N] neZ (9.75)
is mapped into an FIR filted (w) with GLP, i.e.
h[n] = w[n]hg[n— K] = eh[M —n] (9.76)

as required in most applications of FIR filtering.

The above approach leads to an FIR filter with= 2K even. To accommodate the cadeodd, or equiva-
lently K = M /2 non-integer, the following definition of a non-integer shift is used:

ha[n—K] = %1 [ Z{Hd(w)e‘j‘“’K}ejwdw 9.77)

Design steps: To approximate a desired frequency respdig@o)
e Step (1): Choose window[n] and related parameters (includikd.
e Step (2): Compute the shifted version of desired impulse response:

ha[n—K] = %T [ T:I{Hd(w)e‘j‘*’K}ejw”dw (9.78)

whereK = M/2.
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e Step(3): Apply the selected windomn:
h[n] = w[n]hg[n— K] (9.79)

Remarks: Several standard window functions exist that can be used in this method (e.g. Bartlet, Hanning,
etc.).

For many of these windows, empirical formulas have been developed that can be used as guidelines in the
choice of a suitabl&/.

To select the proper window, it is important to understand the effects of and trade-offs involved in the
windowing operation (9.79) in the frequency domain.

Spectral effects of windowing: Consider the window design formula (9.79), with shift paramiteset
to zero in order to simplify the discussion, i.e.

h[n] = w[n]hg[n] (9.80)

Taking the DTFT on both sides, we obtain:
1 T
H(w) = — / Ha(8)W(w— 8)d8 (9.81)
21/ 1

where y
W(w) = Z)W[n]e’j‘*’” (9.82)

is the DTFT of the window functiom[n|.

Thus, application of the window functiomn| in the time-domain is equivalent to periodic convolution with
W (w) in the frequency domain.

For an infinitely long rectangular window, i.e[n] = 1 for all n € Z, we haveW(w) = 215 8c(w — 21K)
with the result thaH (w) = Hq(w). In this limiting case, windowing does not introduce any distortion in the
desired frequency response.

For a practical finite-length window, i.e. time limited@s< n < M, the DTFTW(w) is spread arounéd= 0
and the convolution (9.81) leads to smearing of the desired resplytcy.

Spectral characteristics of the rectangular window: For the rectangular windowg[n| =1,0<n <M,
we find:

We(w) = ie""”” (9.83)
il sin(w(M+1)/2)
= e ()

The corresponding magnitude spectrum is illustrated below fothe8:

[Wk(w)| is characterized by a main lobe, centeredat 0, and secondary lobes of lower amplitudes, also
called sidelobes: Faxg[n|, we have:
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/ main lobe

sidelobe level:

Aok /Ot——l3dB i

20 a

rmagnitude (dB)

30 F Aw m
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-1 -2 0
frequency
1stzeroat @ =

+1

- mainlobe width:Awm, = |v|+1

- peak sidelobe levelx = —13dB (independent di1)

Typical LP design with window method: Figure 9.20 illustrates the typical look of the magnitude re-
sponse of a low-pass FIR filter designed by windowing. Characteristic features include:

e Ripples in|H (w)| due to the window sidelobes in the convolution (Gibb’s phenomenon);

e 3, which denotes the peak approximation errojQifwp] U [ws, 1.
0, strongly depends on the peak sidelobe levef the window.

e Width of transition bandAw = ws — wp < Awn,. Note thatAw # 0 due to main lobe width of the
window;
¢ |H(w)| # 0in stopband=- leakage (also an effect of sidelobes)
For a rectangular window:
e 5~ —21dB (independent o)

oA(;)%zmn

To reduced, one must use an other type of window (Kaiser, Hanning, Hamming,. . .). These other windows
have wider main lobes (resulting in wider transition bands) but in general lower sidelobes (resulting in lower

ripple).
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Fig. 9.20 Typical magnitude response of an FIR filter designed by windowing.

9.3.3 Overview of some standard windows

Windowing trade-offs: Ideally, one would like to use a window functievin| that has finite duration in

the time-domain and such that its DTMI{w) is perfectly concentrated at= 0. This way, the application

of w[n| to a signak(n] in the time-domain would not not introduce spectral smearing, as predicted by (9.81).
Unfortunately, such a window function does not exist: it is a fundamental property of the DTFT that a signal
with finite duration has a spectrum that extends frem to +o in the w-domain.

For a fixed value of the window lengi, it is possible however to vary the window coefficiem{s] so as

to trade-off main-lobe width for sidelobe level attenuation. In particular, it can be observed that by tapering
off the values of the window coefficients near its extremity, it is possible to reduce sidelobe lavéhe
expense of increasing the width of the main lohey,. This is illustrated in Figure 9.21: We refer to this
phenomenon as the fundamental windowing trade-off.

Bartlett or triangular window:

2n
win = (1— |M — 1) wg|n| (9.84)
Hanning Window:
1 2m
wln| = > (1- cosv) W[N] (9.85)
Hamming Window:
win] = (0.54— 0.46 cos%n)wR[n] (9.86)
Blackman Window: 5 4
win| = (0.42— 0.5 cosvm +0.08 cosﬁm) WRln] (9.87)
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Fig. 9.21 lllustration of the fundamental windowing tradeoff.

A generic form for the Hanning, Hamming and Blackman windows is

2 4
win] = (A+ BCOSVm + Ccosvm) Wg[N]

where coefficients, B andC determine the window type.

win] = = boBy 1= (3 2wl (9.88)

wherely(.) denotes the Bessel function of the 1st kind §ng O is an adjustable design parameter. By
varyinga, it is possible to trade-off sidelobe leveelfor mainlobe width:Acwn,:

Kaiser window family:

e (3= 0= rectangular window;
e 3>0=a | andAwnT.

The so-called Kaiser design formulae enable one to find necessary vapiesdM to meet specific low-
pass filter requirements. LAto denote the transition band of the filter i.e.

AW = ws— wp (9.89)
and letA denote the stopband attenuation in positive dB:

A= —-20l0g;y0 (9.90)
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The following formula€® may be used to determifieandM:
A-8
M= 2 2830 (0-91)
0.1102A-8.7) A>50
B=<0.5842A—-21)°4+0.07886A—21) 21<A<50 (9.92)
0.0 A<21

2J. F. Kaiser, "Nonrecursive digital filter design using the- sinhwindow function,”IEEE Int. Symp. on Circuits and Systems,

April 1974, pp. 20-23.
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9.3.4 Parks-McClellan method

Introduction:  Consider a Type-lI GLP FIR filter (i.eM even an¢ = +1):
Hw = e 19M2a() (9.93)

Alw) = iukcos(koo) (9.94)
k=0

whereL =M /2, op = h[L], anday = 2h[L — k] fork=1,...,L. LetHy(w) be the desired frequency response
(e.g., ideal low-pass filter), specified in terms of tolerances in frequency bands of interest.

The Parks-McClellan (PM) method of FIR filter design attempts to find the best set of coeffuriémntis
the sense of minimizing the maximum weighted approximation error

E(w) £ W(0)[Ha(w) — A(w)] (9.95)
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over the frequency bands of interest (e.g., passband and stopb&iia). > 0 is a frequency weighting
introduced to penalize differently the errors made in different bands.

Specifying the desired response: The desired frequency resportsdg(w) must be accompanied by a tol-
erance scheme or template which specifies:

- a set of disjoint frequency band = [wi1, W2

- and for each band;, a corresponding toleranég so that

Ha(w) —A(w)| <&, weB (9.96)

The frequency intervals between the bar®sare called transition bands. The behaviorAgto) in the
transition bands cannot be specified.

Example 9.8:

» For example, in the case of a low-pass design:
- PassbandB; = [0, wp] with tolerancedy, i.e.

1-Aw)] <8, 0<w<wyp (9.97)
- StopbandB, = [ws, T with toleranced,, i.e.
AW)] <8, ws<w<T (9.98)

- Transition band{wp, ws|

The weighting mechanism: In the Parks-McClellan method, a weighting functMf{w) > 0 is applied
to the approximation errdtlq(w) — A(w) prior to its optimization, resulting in a weighted error

E(00) = W(0)[Ha(®) — A(w)] (9.99)

The purpose oWV (w) is to scale the errdfy(w) — A(w), so that an error in a barg with a small tolerance
di is penalized more than an error in a baBdwith a large toleranc@; > ;. This may be achieved by
constructingV(w) in the following way:

1
W(w) = 50 W€ B (9.100)
(|
so that the codtV(w) is larger in those bands; whered; is smaller. In this way, the non-uniform tolerance
specifications; over the individual band$; translate into a single tolerance specification of over all the
bands of interest, i.e.
E()]<1 weBUBU... (9.101)
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Properties of the min-max solution: In the Parks-McClellan method, one seeks an optimal fitan)
that minimizes the maximum approximation error over the frequency bands of interest. Specifically, we
seek

min { max|E(w)! } (9.102)
where
E(e) = W(e) [Ha(®) — A(w)] (9.103)
Alw) = kioakcos(kw) (9.104)
B=BUBU... (9.105)

The optimal solutiorA,(w) satisfies the following properties:

- Alternation theorem:Aq(w) is the unique solution to the above min-max problem iff it has at least
L + 2 alternations oves.

- That is, there must exist at ledst- 2 frequency pointsy € B such thato; < wp < -+ < w2 and

that
E(w) = —E(wit+1) = £Emax (9.106)
Emax = max|E(w)| (9.107)
wWeB

- All interior points of B whereA(w) has zero slope correspond to alternations.
This is illustrated in Figure 9.24 for a low-pass design.

14,
| A(w) |
Weighted Error
12
. . 0.05
0
1 - -0.05
251 -0.1 . L N L L \;a)
0 0.5 1 1.5 2 2.5 3
0.8 Unweighted Error
0.6
Aternations
04
02
0 L L
0 0.5 1

Fig. 9.24 lllustration of the characteristics of a low-pass filter designed using the Parks-
McClellan method.
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Remarks: Because of the alternations, these filters are also called equiripple. Due to the use of the weight-
ing functionW(w), an equiripple behavior dt(w) over the bandB with amplitudeEnax translates into
equiripple behavior oHq(w) — A(w) with amplituded;Emax Over banda;.

Observe that the initial specifications in (9.96) will be satisfied if the final error EBygl< 1. One practical

problem with the PM method is that the required valudotio achieve this is not known a priori. In other
words, the method only ensures that the relative sizes of the desired tolerances are attained (i.e. the ratio
3i/9).

In the case of a low-pass design, the following empirical formula can be used to obtain an initial guess for

M:
- —10|Og_|_0(6162) —-13

M ~ 9.108

2.324(ws — wyp) ( )
Although we have presented the method for Type-I GLP FIR filter, it is also applicable with appropriate
modifications to Types I, 1l and IV GLP FIR filters. Generalizations to non-linear phase complex FIR

filters also exist.

Use of computer program: Computer programs are available for carrying out the minimax optimization
numerically. They are based on the so-called Remez exchange algorithm. In the Matlab signal processing
toolbox, the functiomemez can be used to design minimax GLP FIR filters of Type I, II, Il and IV. The
functioncremez can be used to design complex valued FIR filters with arbitrary phase.

Example 9.9:

» Suppose we want to design a low-pass filter with
- Passbandl—-H(w)| <& =.05 0<w< wp=04m
- StopbandjH(w)| <&, =.01, 06m=ws<wW<TI

e Initial guess foiM:
__ —10log;,(0.05x 0.01) — 13

2.324(0.6m— 0.4T)

e SetM = 11 and use the commands:

~10.24 (9.109)

F = [0,0.4,0.6,1.0 (9.110)
Hd = [1,1,0,0]

W = [1/0.051/0.0]]

B = remez (M,F,Hd,W)

The output vectoB will contain the desired filter coefficients, i.e.
B = [h[0],...,h[M]] (9.111)

The corresponding impulse response and magnitude respdnsel() are shown in Figure 9.25.
e The filter so designed has toleran&sandd, that are different frond; andd,. However:
& &

55 (9.112)
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e By trial and error,we find that the required valueMfnecessary to meet the spedds= 15. The
corresponding impulse response and magnitude response are shown in Figure 9.26.
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Fig. 9.25 lllustration of trial design in example 9.94(= 11).
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Chapter 10

Quantization effects

Introduction

Practical DSP systems use finite-precision (FP) number representations and arithmetic. The implementation
in FP of a given LTI system with rational system function

Siobkz
H(z) = W .
1=z
leads to deviations in its theoretically predicted performance:
e Due to quantization of system coefficiemiss andby’s:

H(w) = H(w) # H(w) (10.1)

e Due to round-off errors in finite precision arithmetic, there is quantization noise at the system output.
e Other round-off effects such as limit cycles, etc.

Different structures or realizations (e.g. direct form, cascade, etc.) will be affected differently by these
effects.

10.1 Binary number representation and arithmetic

In a binary number representation system, a real numbeR is represented by a sequence of binary digits
(i.e. bits)b; € {0,1}:
X<=...bobibgb_1...

In practice, the number of bits available for the representation of numbers is finite (e.g. 16, 32, etc.). This
means that only certain numbers R can be represented exactly.

Several approaches are available for the representation of real numbers with finite sequences of bits, some
of which are discussed below. The choice of a specific type of representation in a given application involves
the consideration of several factors, including: desired accuracy, system costs, etc.
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10.1.1 Binary representations

Signed fixed-point representations: In this type of representation, a real numkén the rangd—2€, 2]
is represented as

X= beK,]_-"bo.b,y--b,L, b € {O, 1} (10.2)

whereby is called sign bit or sometimes maost significant bit (MSB), is called the least significant bit
(LSB), theK bhitsbk_1 - - - bg represent the integer partwfnd thel bitsb_1---b_| represent the fractional
part ofx. The binary dot " is used to separate the fractional part from the integer part. It is convenient to
defineB £ K + L so that the total number of bits B+ 1, where thel reflects the presence of a sign bit.

Below, we discuss two special types of signed fixed-point representations, that ssgritend magnitude
(SM) and the2’'s complemen2C) representations.

SM representation: The simplest type of fixed-point representation is the SM representation. Its general

format is:
K-1

X=(bc-+Bobaeb-)lsu= (-1% x Y bi2 (10.3)

2's complement representation: The most common type of signed fixed-point representation is 2's com-
plement representation (2C). The general format is

K-1
x= (bk---bob1---b_)oc= -2+ § b2 (10.4)
i=—L

Example 10.1:
» Using (10.3) and (10.4), we find that
(0.1)sm= (0.11)pc=1x21+1x22=3/4

while
(111)gw = (—1) x 3/4=—3/4

(L10)pc=(-1)+3/4=-1/4

Observation: For fixed-point representation, the distance between two consecutive numbers, also called
resolution of step size, is a constant equal to

A=2"

Thus, the available dynamic ranfe2X, 2¢] is quantized int@®+! uniformly spaced representation levels,
whereB = K 4+ L. In scientific applications characterized by a large dynamic range, the use of such an
uniform number representation grid is not the most efficient way of using the availablebits.
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Floating-point representations: In this type of representations, a numbet R is represented as

X=bob1...bybiy1...b k=M x2E (10.5)
M E

whereM is a signed mantissa afilis an exponent. Several formats do exist for binary encodirig ahd
E.

Example 10.2:

» THe IEEE 753 floating-point format uses 32 bvits in total. 1 is reserved for the sign, 23 for the mantissa,
and 8 for the exponent (see Figure 10.1). The corresponding binary-to-decimal mapping is

x=(—1)5x (0.1M) x 25126

<
bo b1 bs b9 b31
s] e | v |
A ~ A ~ J
1 bit 8 bits 23 bits

Fig. 10.1 Floating-point representation as per format IEEE753.

Observations: Floating-point representations offer several advantages over fixed-point:
e Larger dynamic range
e Variable resolution (depends on valuetf

However, floating-point hardware is usually more expensive, so that fixed-point is often used when system
cost is a primary factor.

In the sequel, we focus on fixed-point representations with small number of bits (say 16 or less), where quan-
tization effects are the most significant. For simplicity, the emphasis in give to fractional representations,
for which

K=0 and L=B.

However, generalizations to mixed (i.e. integer/fractional) representations are immediate.

10.1.2 Quantization errors in fixed-point arithmetic

Sources of errors:  The two basic arithmetic operations in any DSP system are multiplication and addition,
as exemplified by
y[n] = 0.5(x[n] +x[n—1]).

Because only a finite number of bits is available to represent the result of these operations, internal errors
will occur. Multiplication and addition in fixed-point lead to very different types of errors.
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Multiplication:  Consider two numbers, sayandb, each expressed in fixed-point fractional representa-
tion with (B+ 1)-bit words:

a = 0Op.0_1---0_p

b = BoBi-Poa

Multiplication of these twq B + 1)-bit words in general leads to(®' + 1)-bit word, where her®’ = 2B.
This is illustrated below:
0.101x 0.001=0.000101

In practice, onlyB + 1 bits are available to store the result, generally leading to a so-called round-off error.
There are two basic ways in which numhes a x b with B’ + 1 bits can be represented wiBw- 1 bits
whereB < B':

e Truncation The truncation ok with B’ + 1 bits intoX with B+ 1 bits, whereB < B/, is expressed as
follows:

X= (bo.b_]_ . b,B/) —X= Qtr[X] = (bo.b_]_ . b_B). (106)

In other words, the unwanted bits are simply dropped.

e Rounding The operation of rounding may be expressed as follows:
Xx=(bo.b_1...b_g) = X=Qm[X = (bp.b' ;...b p). (10.7)
so that)x— X| is minimized. That is, the available numb&that is closest ta is used for its represen-

tation. The bitdy{ (i =0, ...,B) may be different from the original bits.

Example 10.3:
» Consider the representation ®bit numberx = (0.0011) = 3/16, using only a3-bit word (i.e. B’ = 4,

B = 2). For truncation, we have— X = (0.00) = 0 For rounding, we have — X=(0.01) =1/4 <«

Quantization error:  Both rounding and truncation lead to a so-called quantization error, defined as

e£ QX —x (10.8)
The value ofe depends on the type of representation being used (e.g. Sign-Magnitude, 2C), as well as
whether rounding or truncation is being applied. For the 2C representation (most often used), it can be
generally verified that for truncation:

~A<e<0 where A22°B

while for rounding:
—-Aj2<e<A/2
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Example 10.4:
» Consider the truncation ¢fL.0111),¢ to 2+1 bits (i.e.B=2):
X = (10111),c = —9/16 — R = Qu[X] = (1.01)2c = —3/4
e=X—x=-3/44+9/16=-3/16
Now consider the case of rounding:
X=(1.0112)2c = —9/16 — X = Qip[X] = (1.10)c = —1/2

e=%—x=-1/2+9/16=1/16

Addition: Consider again two numbers, sayndb, each expressed in fixed-point fractional representa-
tion with B+ 1 bits. In theory, the sum of these two numbers may require B-+® bits for its correct
representation. That is:

c=a+b=(ciCp.C_1...C_B)

wherec; is a sign bit and the binary point has been shifted by one bit to the right. In practiceBenly
bits are available to store the resglteading to a type of error called overflow.

Example 10.5:
» Assuming 2C representation, we have:
(1.01)+(1.10) = -3/4—1/2=-5/4

which cannot be represented exactly ifi2a+ 1)-bit fractional 2C format. In a practical DSP system,
the above operation would be realized using modulo-2 addition, leading to an erroneous result of 3/4
(i.e. left carry bit being lost). <

In conventional applications of digital filters, overflow should by all mean be avoided, as it introduces
significant distortions in the system output. In practice, two basic means are available to avoid overflow:

e Scaling of signals at various point in a DSP system (corresponds to a left shift of the binary point;
resolution is lost)

e Use of temporary guard bits to the left of the binary point.

10.2 Effects of coefficient quantization

In our previous study of filter structures and design techniques, the filter coefficients were implicitly assumed
to be represented in infinite precision. In practice, the filter coefficients must be quantized to a finite precision
representation (e.g. fixed-point, 16 bits) prior to the system’s implementation. For example, consider a DFII
realization of an IIR filter with system function

M —k
H(Z) _ ZK:O ka

_ _2ke0kZ (10.9)
1-yiazk
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Due to quantization of the filter coefficierdg — & andby — Bk, the corresponding system function is no
longerH (z) but instead

S bz *
1-yi &z
— H(2)+AH(2) (10.10)

HiZ) =

Equivalently, one may think of the polgg and zerog of H(z) being displaced to new locations:

Kk = Pct+Apk (10.11)
A = Z+Dz (10.12)

p O

Small changes in the filter coefficients due to quantization may lead to very significant displacements of the
poles and zeros that dramatically affetfz), i.e. very largeAH(z).

It should be clear that quantization effects may be different for two different filter realizations with the same
system functiorH(z). Indeed, even tough the two realizations have the same transfer characteristics, the
actual system coefficients in the two realizations may be different, leading to different errors in the presence
of quantization.

In this section, we investigate such quantization effects.

10.2.1 Sensitivity analysis for direct form IIR filters

Consider an IIR filter with corresponding system function

_B@
H(z) = @ (10.13)
whereB(z) andA(z) are polynomial irgL:
B(Z) = bo—l— blz*1 + -+ sziM
M
= bo[J1-zz Y (10.14)
k=1
Az) = 1—aizt— —ayz N
M
= 1~ z 1) (10.15)
k=1

Note that the filter coefficients, anday uniquely define the poles and zeros of the system, and vice versa.
Thus, any change in thegs andbys will be accompanied by corresponding changeséandzs.

Below, we investigate the sensitivity of the pole-zero locations to small quantization ertaxs amdbys

via a first order perturbation analysis. Note that in a direct form realizatidt(py, the filter coefficients
are precisely thexs andbgs. Thus the results of this analysis will be immediately applicable to IR filters
realized in DFI, DFIl and DFII-transposed.
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PZ sensitivity: In Suppose the filter coefficients in (10.13)— (10.15) are quantized to

a Qlak] = ax +Dax (10.16)
b = Q[by] = bk + Aby (10.17)
The resulting system function is ndw(z) = B(z) /A(z) where
B(z) = bo+bizt+---+byz ™
M
= bo[](1- 2zt (10.18)
k=1
Az) = 1—azt— .. —az"
M
= [Ma-pz)H (10.19)
I

Using the chain rule of calculus, it can be shown that to the first ordAajinthe poles of the quantized
system become

Px = Pk +Apk (10.20)
N N—I
K = M (1021)
Mik(Pk— 1)

A similar formula can be derived for the variation in the zeros of the quantized system as a fundimn of

Remarks: For a system with a cluster of two or more closely spaced poles, we have
px =~ p forsomel £k = Apgvery large
= AH(z) very large (10.22)

The above problem posed by a cluster of poles becomes wolsénaseases (higher probability of having
closely spaced poles). To avoid the pole cluster problem with IIR filters:

e do not use direct form realization for lare

e instead, use cascade or parallel realizations with low order sections (usually in direct form II)
As indicated above, the quantization effects on the zeros of the system are described by similar equations.

e However, the zerogs are usually not as clustered as the pglesin practical filter designs.

e Also, AH(z) is typically less sensitive thz than toAp.

10.2.2 Poles of quantized 2nd order system
Intro:  Consider a 2nd order all-pole filter section with
1
H(z) =
@ 1-20:z 14+ ayz2
Observe that the corresponding poles, pagndp,, are functions of the coefficients anda,. Thus, ifa;

anda» are quantized t8 + 1 bits, only a finite number of pole locations are possible. Furthermore, only a
subset of these locations will correspond to a stable and causal DT system.

(10.23)
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System poles: The poles of H(z) in (10.23) are obtained by solving for the root® ef2a1z+a, = 0 or
equivalently:
z=a;+VA where A=a?—aq;

We need to distinguish three cases,

e A =0: Real double pole at

Pr=p2=0;
e A > 0: Distinct real poles at
P12 =01 + \/E

e A < 0: Complex conjugate poles at

P2 =01+ j\/|A] = ret®
where the parametersand0 satisfy

r=,/0z rcosB=oaj (10.24)

Coefficient quantization: Suppose that B + 1-bit, fractional sign-magnitude representation is used for
the storage of the filter coefficiends anday, i.e.:

4 G{O.bl--~b51bi200rl}

Accordingly, only certain locations are possible for the corresponding jpelasd p,. This is illustrated in
Figure 10.2in the cas® = 3 where we make the following observation:

e The top part shows the quantized , ap)-plane, where circles correspondtec 0 (complex conjugate
pole locations), bullets tA = 0 and x’s toA > 0.

e The bottom part illustrates the corresponding pole locations iz-giene in the cas& < 0andA=0
only (distinct real poles not shown to simplify presentation).

e Each circle in the top figure corresponds to a pair of complex conjugate location in the bottom figure
(see e.g. circles labelled 1, 2, etc.)

e According to (10.24), the complex conjugate poles are at the intersections of circles withyagius
and vertical lines with ordinatesscosd = a;. That is, distance from the origin and projection on
real-axis are quantized in this scheme.

10.3 Quantization noise in digital filters

In a digital filter, each multiplier introduces a round-off error signal, also known as quantization noise. The
error signal from each multiplier propagates through the system, sometimes in a recursive manner (i.e. via
feedback loops). At the system output, the round-off errors contributed from each multiplier build up in a
cumulative way, as represented by a total output quantization noise signal.

In this Section, we present a systematic approach for the evaluation of the total quantization noise power at
the output of a digitally implemented LTI system. This approach is characterized by the use of an equivalent
random linear model for (non-linear) digital filters. Basic properties of LTI systems excited by random
sequences are invoked in the derivation.

(© B. Champagne & F. Labeau Compiled November 5, 2004



208

Chapter 10. Quantization effects
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Fig. 10.2 lllustration of coefficient quantization in a second-order system..
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Non-linear model of digital filter:  Let # denote an LTI filter structure with multiplicative branches. Let
ui[n], o andv; [n] respectively denote the input, multiplicative gain and output oftthbranchi{=1,...,L),
as shown in Figure 10.3 (left).

wlnl o, vlnl ulnl @, 5,[n]

o > o —) o—— O —>—o

Fig. 10.3 Non-linear model of digital multiplier.

Let # denote the B + 1)-bit fixed-point implementation of{, where it is assumed that each multiplier
output is rounded t® + 1 bits:

vi[n] = aiui[n] = %[n] = Qr(ajui[n]) (10.25)
2B+1 B+1

In the deterministic non-linear model d:[’ each multiplicative branch; in # is modified as shown in
Figure 10.3 (right).

Equivalent linear-noise model: In terms of the quantization errey{n], we have

Gl = Q(aiun])
sl 4 e (10.26)

In the equivalent linear-noise model #f, each multiplicative branchy; with quantizerQ,(.) is replaced as
shown in Figure 10.4.

uinl @ 5[] uinl n]

o—>»— Qr —»—0 :>

Fig. 10.4 Linear-noise model of digital multiplier.

The quantization error signa[n] (n € Z) is modelled as a white noise sequence, uncorrelated with the
system inpuk[n| and other quantization error signagn| for j # i. For a fixedn, we assume thai[n] is
uniformly distributed within the intervat:32-B, so that

e its mean value (or DC value) is zero:
E{e[n]} =0 (10.27)

e its variance (or noise power) is given by:

E{an?) =2 202 (10.28)
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Property 1: Consider an LTI system with system functi&ifz). Suppose that a zero mean white noise
sequenceen] with varianceo? is applied to its input and lef[n] denote the corresponding output (see
Figure 10.5). Then, the sequenti@] has zero-mean and its varianzgis given by

LTI system

e[n] S1n]
o = K(z) = o

Fig. 10.5 lllustration of LTI systenK(z) with stochastic inpug[n].

00

o2 [T
G=0? 5 ]k[n]\zzz—;’[/_n\K(w)\zdw (10.29)

n=—oo

wherek[n] denotes the impulse response of LTI systé(m).

Property 2: Letey[n],...,e [n] be zero-mean, uncorrelated white noise sequences with vatggn&eip-
pose that each sequeng@] is applied to the input of an LTI systeK(z) and letf;[n] denote the corre-
sponding output. Finally, let[n] = f1[n]+--- f_[n] (see Figure 10.6). Then, the sequehpe has zero-mean
and variance

of = 0%+ + 0%, (10.30)

where theo%i are computed as in Property 1.

e [n] Siln]

o—>——K,(2)

° Jn]

o

e, [n] X, () Jiln

Fig. 10.6 LTI systemsK;(z) with stochastic inputs; [n] and combined output[n].

Linear superposition of noise sources: Consider an LTl filter structurg/ with L multiplicative branches.
Assume that/ is implemented in fixed-point arithmetic and &t denote the corresponding linear-noise
model: where the noise souragf| are modelled as uncorrelated zero-mean white noise sources, as previ-
ously described.

H may be interpreted as a linear system with a main inpt L secondary inputg[n] (i=1,...,L) and a
main outputy[n]. Invoking the principle of superposition for linear systems, the output may be expressed as

y[n] =y[n + fi[n] + -+ fL[n] (10.31)

In this equation:
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yin]

Fig. 10.7 Linear-noise model of LTI system with multipliers.

e y[n| is the desired response in the absence of quantization noise:

whereH (z) is the system function in infinite precision.

e fi[n] is the individual contribution of noise souredn| to the system output in the absence of other
noise sources and of main inpdh]:
filn =Ki(z)&[n]
whereK;(z) is defined as the transfer function between the injection poirg[of and the system
outputy[n] whenx|n] = 0 ande;j[n] = O for all j #1.

Total output noise power: According to (10.31), the total quantization noise at the system output is given
by

fin] = fi[n]+---+ fL[n]
Invoking Properties 1 and 2, we conclude that the quantization rigiéé&as zero-mean and its variance is
given by

o - _ioﬁ_ﬁ {2 (10.32)
;—B L 3 ’
= 23 3 Ikl (10.33)

where (10.28) has been used. The varian&abtained in this way provides a measure of the quantization
noise power at the system output.

Note on the computation of (10.33): To compute the quantization noise powsgras given by (10.33), it

is first necessary to determine the individual transfer functiG(e seen by each of the noise souregs.

This information can be obtained from the flowgraph of the linear-noise médey settingx[n] = 0 and

gj[n] =0 for all j #i. For simple system functiorisi(z), it may be possible to determine the associated
impulse responsk [n| via inversez-transform and then compute a numerical value for the sum of squared
magnitudes in (10.33). This is the approach taken in the following example.
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Example 10.6:

» Consider the system function
1

(1-az 1) (1-az?)

H(2) =

wherea; = 1/2 anda, = 1/4. Let H denote a cascade realizationtdfz) using 1st order sections, as
illustrated in Figure 10.8

x[n] y[n]

a u,[n] a, u,[n]

Fig. 10.8 Cascade realization of a 2nd order system.

Consider the fixed-point implementation &f using aB+ 1 bits fractional two’s complement (2C)
number representation in which multiplications are rounded. In this implementatitfiy edch product
aui[n] in Fig. 10.8, which require®B -+ 1 for its exact representation, is roundedte- 1 bits:

auin — Qr(aiui[n]) = aui[n] +&n]
—— ———
2B+1 bits B+1 bits

wheree [n] denotes round-off error. The equivalent linear-noise modeffoshown in Fig. 10.9, may
be viewed as a multiple input-single output LTI system.

x[n] yln]

Fig. 10.9 Equivalent linear noise model.

The output signaf[n] in Fig. 10.9 may be expressed as

yIn] = y[n] + fn]

wherey[n] = H(2)x[n] is the desired output anfin] represents the cumulative effect of the quantization
noise at the system’s output. In turf$n] may be expressed as

f[n] = fa[n] + fo[n]
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where

filn] =Ki(2)&[n]
represents the individual contribution of noise sowg¢el andK;(z) is the system function between the
injection point ofg[n] and the system output, obtained by setting the input as well as all other noise
sources to zero. To compute the noise power contributed by seuntewe need to find;(z) and
compute the energy in its impulse response:

e To obtainK;(z), setx|n] = e;[n] = 0O:

Ki(2 = H(2)
1
(1-az 1) (1-az?)
2 1

1,1 q_1,1
1 5Z 1 7Z

The impulse response is obtained via inverdensform (hence the partial fraction expansion)

assuming a causal system:
1 n 1 n
= [2(3) - (5) o0

from which we compute the energy as follows:

T OO

e To obtainKy(z), setx[n] = e;[n] = 0:

l—ayz2

The impulse response is

with corresponding energy

5 o0 1 2n

|ko[n]|© = () =-..=1.07
a%n n; 4

Finally, according to (10.33), the total quantization noise power at the system output is obtained as :

o - oz<;|k1[nn2+;|kz[nn2)

-28 2-28
= ?(1.83+ 1.07) = 2.90ﬁ (10.34)
We leave it as an exercise for the student to verify that if the computation is repeates with/4 and
a; =1/2(i.e. reversing the order of the 1st order sections), the result will be
2—2B
2
=316———
7 12

Why...? <
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Signal-to-quantization noise ratio (SQNR): We define the SQNR at the output of a digital system as
follows:

R .
SQNR= 10I0g100—; in dB (10.35)
f
where
e P, denotes the average power of the output sigfralin infinite precision (see below).

e 02 denotes the average power of the total quantization ridigeat the system output. This is com-
puted as explained previously.

Output signal power: The computation of the output signal pow&rdepends on the model used for the
input signalx[n]. Two important cases are considered below:

e Random input: Supposen] is a zero-mean white noise sequence with variamgce Then, from
Property 1, we have

o) 2 T
R=0Y |h[n]|2:%ln|H(w)\2dw (10.36)

n=—oo

e Sinusoidal input: Supposén] = Asin(w.n+ @). Then, the average power gh| is given by

A2
Ry= "~ IH(a)* (10.37)

Example 10.7: (Ex. 10.6 cont.)

» Suppose that in Example 10.6, the input signal is a white noise sequence with samplevélues
formly distributed withintXmnax, where the maximum permissible value|gjin||, represented b¥max.
may be less thahto avoid potential internal overflow problems. From the above, it followsximhhas
zero-mean and

2 Xr%ax

D)
The corresponding output power in infinite precision is computed from (10.35):

R =02 S h 2—18%2—183x'%ax

n=—oo

Finally, the SQNR is obtained as

P
SONR = 10|ogloo%
f

1.83X2,,/12

= 10logyy = max —<

0l0%i05 502-28 /12
6.02B+ 2010g; o Xmax— 2.01  (dB)

Q

Note the dependance on the peak signal vXlyg, and the number of bitB. Each additional bit con-
tributes a 6dB increase in SQNR. In practice, the choic¥,f is limited by overflow considerations.
<
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Further note on the computation of (10.33): The approach used in the above example for the compu-
tation of ¥, |ki[n]|?> may become cumbersomeKf(z) is too complex. For rational IIR transfer functions
Ki(z), the computation of the infinite sum can be avoided, based on the fact that

5 P = [ K@)
n:z_oo B 21 n
It has been shown earlier that the transfer func@on with frequency respongg(w) = |K;(w)|? has poles
given bydy and1/dy, wheredy is a (simple) pole oK(z). Thus a partial fraction expansion of C(z) would
yield a result in the form:
A A
C(2) =Ci(2) + — ,
(2)=C(2) kzll—dkrl 1-z1/d;

whereC;(z) is a possible FIR component, and #hgs are partial fraction expansion coefficients. Itis easily
shown by the definition of(z) asK;(z)K*(1/z") that the partial fraction expansion corresponding tdy
is indeed—Ay. Evaluating the above PFE on the unit circle and integrating over one period gives:

1 m 51 A A
2_ - 7 —
2 IKnli” = 211./_,Tcl((*))o'(*)+kZ1 Zn/_n{ I—de i 1-elo/q 9

All the above terms are easily seen to be inverse discrete-time Fourier transforms evalnated ab that

N
Y |K[n][ = (0] + kZ:LAk (10.38)

Note that the term corresponding A is zero atn = 0 since the corresponding sequence has to be anti-
causal, starting at= —1.

Finally, it often occurs that two or more, noise soure@y have the same system functikif{z). In this case,
according to (10.33), these noise sources may be replaced by a single noise source with a scaled variance of
o2, whereq is the number of noise sources being merged.

Example 10.8:

» Let us study the actual effect of round-off noise on the DFII implementation of the filter designed by
bilinear transformation in example 9.5. The coefficients of the transfer function are shown in table 9.2.
Figure 10.10(a) shows the equivalent linear model to take quantization noise into account. The different
2N + 1 noise sources can be regrouped as in Figure 10.10(b) into two composite noise enfeesl
&,[n] with variancesNo?2 and (N + 1)aZ respectively. The transfer function froeg[n] to the output of
the structure is just, whereas the noise sourégn| goes through the direct part of the transfer function
H(z). The corresponding output noise variances can therefore be computed as:

2 - 2 - 2
oy = Z) = Nog Z}h[n] (10.39)

1

n=
o%é = i = (N+1)d?, (10.40)
for a total noise power of
—2B
2 _
0f =15 ——(N+1+N Zoh
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In the case of the coefficients shown in table 9.2, we will use the formula (10.38) in order to compute
the sum oveh[n]2. The first step is to create the numerator and denominator coefficients of the transfer
functionC(z) = H(z)H*(1/z"). We will use Matlab to do so. After grouping the coefficients of the
numerator polynomiaby in a column vectob in Matlab and doing the same for tlag's in a vector

a, one can easily find the numerator bymc=conv(b,flipup(conj(b)) , and the denominator
by denc=conv(a,flipud(conj(a)) . To compute the partial fraction expansion, the function
residuez is used, yielding:

Ci(z) = 99710°

6

Z A« = 0.23463

so that the actual sum N
h[n]? = 0.23464
&

Finally, the output noise variance is given by:

0% =0.70065 2 %8,

For instance, assuming a 12-bit representation and an input signal uniformly distributed bet%veen
and%, we would get an SQNR of 50.7 dB. Though this value might sound high, it will not be sufficient
for many applications (e.g. “CD quality” audio processing requires a SNR of the order of 95 dB).

Note that the example is not complete:

- the effect of coefficient quantization has not been taken into account. In particular, some low
values of the numbeB + 1 of bits used might push the poles outside of the unit circle and make
the system unstable.

- the effect of overflows has not been taken into account; in practise, overflow in key nodes is
avoided by a proper scaling of the input signal by a fastorl such that the resulting signals in the
nodes of interest do not overflow. The nodes to consider are final results of accumulated additions,
since overflow in intermediate nodes is harmless in two’s complement arithmetics. These nodes
are, in the case of Figure 10.10(b), the two nodes where the noise components are injected. By
looking at the transfer function from the input to these nodes, it is easy to find a conservative value
of sthat will prevent overflow. Note that this will also reduce the SQNR, since the pByweil
be scaled by a facta?.

Finally, let us point out that if we have at our disposal a double-length accumulator (as is available in
many DSP chips, see chap®), then the rounding or truncation only has to take place before storage in
memory. Consequently, the only locations in the DFII signal flow graph where quantization will occur
are right before the delay line, and before the output, as illustrated in Figure 10.11. Carrying out a study
similar to the one outline above, we end up with a total output noise variance of

, 278 ad 2
0-f = 7(1—1— h[n] )7
12 n;)

where the factordl have disappeared. With 12 bits available, this leads to an SQNR value of 59.02 dB.
<

10.4 Scaling to avoid overflow

Problem statement: Consider a filter structuré{ with K adders and corresponding node valugs|,
as illustrated in Fig. 10.12. Note that wheneyey[n]| > 1, for a given adder at a given time, overflow
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ey 1[n]

N +
e\ [n]=) eln] Q¢ [nl= Z%Iei[n]
i=1

i=N+1

n]

ey[n] ay, by, ey [n] ay, by,
o—» > «—0 - >
Y vz A y vz i
ey[n] ay by eyn.1n] ay by
o—>—u—<—o—>—u—<—5 oO—=4+—O—»—0
(a) (b)

Fig. 10.10 DFII modified to take quantization effects into account (a) each multiplier contains
a noise source and (b) a simplified version with composite noise sources.

eln] ¢ 7 exln]

x[n]

Fig. 10.11 Round-off noise model when a double-length accumulator is available.
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x[n]

-1

Fig. 10.12 Linear-noise model of LTI system with multipliers.

will result in the corresponding fixed-point implementation. Overflow usually produces large, unpredictable
distortion in the system output and must be avoided at all cost.

Principles of scaling: The basic idea is very simple: properly scale the input sigimhto a rangdx[n|| <
Xmax SO that the condition

win| <1, i=1,...,K (10.41)

is enforced at all tima. Several approaches exist for choosKghx, the maximum permissible value of
x[n]. The best approach usually depends on the type of input signals being considered. Two such approaches
are presented below:

Wideband signals: For wideband signals, a suitable valueXaf.x is provided by

1
Xmax < —————= 10.42
P max 3, [hi[n]] (10.42)
whereH;(z) denotes the transfer function from the system input to the ith adder output. The above choice
of Xmax ensures that overflow will be avoided regardless of the particular type of inputs: it represents a
sufficient condition to avoid overflow.

Narrowband signals: For narrowband signals, the above boundXgnx may be too conservative. An
often better choice dfnax if provided by the bound

1
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Chapter 11

Fast Fourier transform (FFT)

Computation of the discrete Fourier transform (DFT) is an essential step in many signal processing algo-
rithms. Even for data sequences of moderate Kiza direct computation of thil-point DFT requires

on the order oiN? arithmetic operations. Even for moderate valuedNpthis usually entails significant
computational costs.

In this Chapter, we investigate so-calliedt Fourier transform (FFT) algorithms for the efficient computa-
tion of the DFT. These algorithms achieves significant savings in the DFT computation by exploiting certain
symmetries of the Fourier basis functions and only require on the ordétogf, N arithmetic operations.

They are at the origin of major advances in the field of signal processing, particularly in the 60’s and 70’s.
Nowadays, FFT algorithms find applications in numerous commercial DSP-based products.

11.1 Direct computation of the DFT

Recall the definition of th&l-point DFT of a discrete-time signaln] defined fo0 <n<N-1:

N—-1
X[k = %X[H]Wn'?”, k=0,1,...,N—1 (11.1)
n—

where for convenience, we have introduced

Wy 2 g i2N. (11.2)

Based on (11.1), one can easily come up with the following algorithmic steps for its direct evaluation, also
known as the direct approach:
Step 1. Compute\N,{l and store it in a table:

W, = e Jz/N (11.3)
= cog2rd/N)+jsin(2rd/N), 1=0,1,..,.N—1

Note: this only needs to be evaluatedffer 0,1, ...,N — 1 because of the periodicity.
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Step 2: Compute the DFTX[K] using stored values &%, and input data]n]:

fork=0:N—-1 (11.4)
X[K] < x[0]
forn=1:N—-1
I = (kn)n
X[K] «— X[K] + X[\,
end
end

The complexity of this approach can be broken up as follows:

e In step (1):N evaluation of the trigonometric functiosi andcos(actually less thalN because of
the symmetries). These values are usually computed once and stored for later use. We refer to this
approach atable look-up

e Instep (2):

- There areN(N — 1) ~ N2 complex multiplications®c)
- There areN(N — 1) ~ N2 complex additionsd)
- One must also take into account the overhead: indexing, addressing, etc.

Because of the figures above, we say that direct computation of the DB{IN®), i.e. of orderN2. The
same is true for the IDFT.

In itself, the computation of thil-point DFT of a signal is a costly operation. Indeed, even for moderate
values ofN, theO(N?) complexity will usually require a considerable amount of computational resources.

The rest of this Chapter will be devoted to the description of efficient algorithms for the computation of the
DFT. These so-calleBast Fourier Transformor FFT algorithms can achieve the same DFT computation in
only O(Nlog,N).

11.2 Overview of FFT algorithms

In its most general sense, the term FFT refers to a famitpofputationallyfast algorithms used to compute
the DFT. FFT should not be thought of as a new transform: FFTs are merely algorithms.

Typically, FFT algorithms requir®(Nlog, N) complex multiplications®.), while the direct evaluation of
the DFT requireO(N?) complex multiplications. FoN > 1, Nlog, N < N? so that there is a significant
gain with the FFT.

Basic principle: The FFT relies on the conceptdivide and conquerit is obtained by breaking the DFT
of sizeN into a cascade of smaller size DFTs. To achieve this, two essential ingredients are needed:

e N must be a composite number (eNyj= 6 =2 x 3).
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e The periodicity and symmetry properties of the fadMyin (11.2) must be exploited, e.g.:

W = wgtN (11.5)
W = WL (11.6)

Different types of FFTs: There are several FFT algorithms, e.g.:

e N = 2" = radix-2 FFTs. These are the most commonly used algorithms. Even then, there are many
variations:
- Decimation in time (DIT)
- Decimation in frequency (DIF)

e N =rY = radix+ FFTs. The special cases= 3 andr = 4 are not uncommon.

e More generallyN = p1py...p where thep;s are prime numbers lead to so-called mixed-radix FFTs.

Radix-2 FFTs: In these algorithms, applicable whish= 2":
e the DFTy is decomposed into a cascadevaftages;
e each stage is made up §f2-point DFTs (DFE).

Radix-2 FFTs are possibly the most important ones. Only in very specialized situations will it be more
advantageous to use other radix type FFTs. In these notes, we shall mainly focus on the radix-2 FFTs.
However, the students should be able to extend the basic principles used in the derivation of radix-2 FFT
algorithms to other radix type FFTs.

11.3 Radix-2 FFT via decimation-in-time

The basic idea behind decimation-in-time (DIT) is to partition the input sequéngeof lengthN = 2",

into two subsequences, i.e[2r] andx[2r + 1], r = 0,1,...,(N/2) — 1, corresponding to even and odd
values of time, respectively. It will be shown that tNepoint DFT of x[n] can be computed by properly
combining the(N/2)-point DFTs of each subsequences. In turn, the same principle can be applied in the
computation of théN/2)-point DFT of each subsequence, which can be reduced to DFTs di g€l his

basic principle is repeated until only 2-point DFTs are involved. The final result is an FFT algorithm of
complexityO(Nlog, N)

We will first review the 2-point DFT, which is the basic building block of radix-2 FFT algorithms. We
will then explain how and why the above idea of decimation-in-time can be implemented mathematically.
Finally, we discuss particularities of the resulting radix-2 DIT FFT algorithms.

The 2-point DFT: In the caseN = 2, (11.1) specializes to

X[K] = X[0] + x[WK, k=0,1. (11.7)
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222 Chapter 11. Fast Fourier transform (FFT)

SinceWs = e 1= —1, this can be further simplified to

X[0] = XO0]+X[] (11.8)
X[ = x[0]—x[1], (11.9)

which leads to a very simple realization of the 2-point DFT, as illustrated by the signal flowgraph in Fig-
ure 11.1.

0]

X[0]

x{1]

1

XT1]

Fig. 11.1 Signal flow-graph of a 2-point DFT.

Main steps of DIT:

(1) Splittheyin (11.1) int03 event Ynodd
(2) Express the sunig, evena@ndy ,oqq 8S(N/2)-point DFTs.

(3) If N/2= 2 stop; else, repeat the above steps for each of the indivitiyd)-point DFTs.
CaseN =4 =2%

e Step (1):

X[k = X[0]+x[2WE + x[2]W + x[3W:X
= (X[0] 4 X[2]W) + WE(X[1] + x[3WZ) (11.10)

e Step (2): Using the propert/?< = WX, we can write

XK= (x[0] +X[2W5) + Wy (X[1] + X[3W5)

= GK+WfHK (11.11)
Gk £ DFT,{even samples (11.12)
Hlk] £ DFT,{odd sampleps (11.13)

Note thatG[k] andH [k] are2-periodic, i.e.

Glk+2] =Gk, H[k+2=HK (11.14)

e Step (3): SinceN/2 = 2, we simply stop; that is, th2-point DFTsG[k] andH[k] cannot be further
simplified via DIT.
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The 4-point DFT can thus be computed by properly combining 2hgoint DFTs of the even and odd
samples, i.eG[k|] andH K], respectively:

X[K = G[k|+WsH[k], k=0,1,2,3 (11.15)
SinceG[k] andH [k] are2-periodic, they only need to be computed kot 0, 1, hence the equations:
X[kl = G[0]+W/H[0)
Xi[K = G[1]+WiH[1]
XK = G[2+W/H[2 = G[0] +W{HIO]
X[k = G[3]+W7H[3] = G[1] +WH[1]

The flow graph corresponding to this realization is shown in Figure 11.2. Note the special ordering of the
input data. Here further simplifications of the factdv$ are possible here = 1, W} = —j, W2 = —
andW; = j.

0] o——

DFT,
x[2] o——
X[1] o——

DFT,
x[4] o——

Fig. 11.2 Decimation in time implementation of a 4-point DFT. The DHilocks are as
shown in figure 11.1.

General case:

e Step (1): Note that the even and odd samplegrdfcan be represented respectively by the sequences
x[2r] andx[2r 4 1], where the index now runs from0 to % — 1. Therefore

N-1

XK = ZDX[H]WN"”

N_1 -1

2

= Za X[2r KT - Wi Z> X[2r 4 WK (11.16)
r=

r=

Nz

e Step (2): Using the properf2< = W,\‘};z, we obtain

N N-1
X[K = %x[zr]w§;2+w,5 Z)x[2r+l]w,\‘};2
r= r=
= GK+WHIK (11.17)
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224 Chapter 11. Fast Fourier transform (FFT)

where we define

DFTn/2{x[2r],r =0,1..., g -1} (11.18)
Hk £ DFTy.{x2r+1],r :0,...,%—1} (11.19)

Q
ey
I

Note thatG[k] andH k] are §-periodic and need only be computed for 0 up to§ — 1. Thus, for
k>N/2,(11.17) is equivalent to
N

X[K = Glk— 3] WEH [k — g] (11.20)

e Step (3): IfN/2 > 4, apply these steps to each DFT of sht£2.

Example 11.1: CaseN = 8 =23

» The application of the general decimation in time principle to the Base3 is described by Figures 11.5
through 11.5, where, for the sake of uniformity, all phase factors have been expre&z‘@(:baggwl =
W2).
Figure 11.3 illustrates the result of a first pass through DIT steps (1) and (2). The outputs of the top
(bottom) 4-point DFT box are the coefficiert®k] (resp. H[k]) for k= 0,1,2,3. Note the ordering of
the input data to accommodate the 4-point DFTs over even and odd samples. In DIT step (3), since

———» 4-point 0 v o-=X[1]
L ® A o-=X[2]

DFT

X(3] 4-point . PAVAN X5

A~ DFT 0 A N X 6]

X[5]
W
7

Fig. 11.3 Decomposition of an 8-point DFT in 2 4-point DFTSs.

N/2 = 4, the DIT procedure is repeated for the computation of#tpwint DFTsG[k] nd H[k]. This
amounts to replacing thepoint DFT boxes in Figure 11.3 by the flowgraph of #hpoint DIT FFT, as
derived previously. In doing so, the order of the input sequence must be modified accordingly. The result
is illustrated in Figure 11.4. The final step amount to replacing each @& pwnt DFTs in Figure 11.4

by their corresponding signal flowgraph. The result is illustrated in Figure 11.5. |
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x[0

2-point
X4 | pFT
X2

2-point
X6 | pFr
x(1]

2-point
X[5] DFT
x(3]

2-point
X[7] DFT

Fig. 11.4 Decomposition of an 8-point DFT in 4 2-point DFTSs.

Computational complexity: The DIT FFT flowchart obtained fdd = 8 is easily generalized th = 2V,
I.e. an arbitrary power of 2. In the general case, the signal flow graph consists of a caseaeéogh N
stages. Each stage is made upNg® basic binary flow graphs calldaltterflies as shown in Figure 11.6.
In practice, a simplified butterfly structure is used instead of the one in Figure 11.6. Realizing that

W2 W = Wi = g,

an equivalent butterfly with only one complex multiplication can be implemented, as shown in Figure 11.7.
By using the modified butterfly structure, the computational complexity of the DIT FFT algorithm can be
determined based on the following:

e there arev =log, N stages;
e there areN/2 butterflies per stage;

e there is 1®. and 2@ per butterfly.
Hence, the total complexity:

N
§I092N®c, Nlog, N @ (11.21)

Ordering of input data: The input data[n] on the LHS of the FFT flow graph is not listed in standard
sequential order (refer to Figures 11.2 or 11.5). Rather, the data is arranged is a so-called bit-reversed order.
Indeed, if one looks at the example in Figure 11.5 and compares the indices of the sdnjlaghe left

of the structure with a natural ordering, one sees that the 3-bit binary representation of the actual index is
the bit-reversed version of the 3-bit binary representation of the natural ordering:
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Fig. 11.6 A butterfly, the basic building block of an FFT algorithm.

. Actual offset in
Sample index
memory
decim.| binary | decim.| binary
0 000 0 000
4 100 1 001
2 010 2 010
6 110 3 011
1 001 4 100
5 101 5 101
3 011 6 110
7 111 7 111

Practical FFT routines contain bit-reversing instructions, either prior or after the FFT computation, depend-
ing upon the specific nature of the algorithm. Some programmable DSP chips contain also an option for
bit-reversed addressing of data in memaory.

We note that the DIT FFT flowgraph can be modified so that the inputs are in sequential order (e.g. by
properly re-ordering the vertical line segments in Fig. 11.3); but then the oXtfutwill be listed in

bit-reversed order.
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— ¥

-
WN -
Fig. 11.7 A modified butterfly, with only one multiplication.

Storage requirement: A complex array of lengtiN, sayA[q] (q=0,...,N — 1), is needed to store the input
datax[n]. The computation can be doimeplace meaning that the same arrajg] is used to store the results

of intermediate computations. This is made possible by the very structure of the FFT flow graph, which is
entirely made up of independent binary butterfly computations. We note that once the outputs of a particular
butterfly have been computed, the corresponding inputs are no longer needed and can be overwritten. Thus,
provided a single additional complex register is made available, it is possible to overwrite the inputs of each
butterfly computation with the corresponding outputs. Referring to Figure 11.7 and deno#aghyA;

the storage locations of the two inputs to the butterfly, we can write the pseudo-code of the butterfly:

tmp «—  ApxW
Ay — Aj—tmp
A1 — Ap+tmp,

after which the input has been overwritten by the output, and use of the temporary storage location tmp has
been made. This is so because the inputs of each butterfly are only used once.

FFT program: Based on the above consideration, it should be clear that a properly written program for
the DIT FFT algorithm contains the following ingredients:

e Pre-processing to address the data in bit-reversed order;
e An outer loop over the stage number, say frlom1tov = log, N.

e An inner loop over the butterfly number, say frém= 1 to N/2. Note that the specific indices of the
butterfly inputs depends on the stage numiber

11.4 Decimation-in-frequency

Decimation in frequency is another way of decomposing the DFT computation so that the resulting algorithm
has complexityO(Nlog, N). The principles are very similar to the decimation in time algorithm.

Basic steps: AssumeN = 2', wherev integer> 1.

(1) Partition DFT sampleX[k] (k=0,1,...,N —1) into two subsequences:
- even-indexed sampleX(2r],r =0,1,....5 -1
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- odd-indexed samplex[2r +1],r =0,1,..., 5 -1
(2) Express each subsequence as a DFT oflsj2&
(3) If N/2=2, stop; else, apply steps (1)-(3) to each DFT of $iz&.

CaseN = 4:

e For even-indexed DFT samples, we have
3
X[2r] = on[n]wfm, r=0,1

>

= X[OJW 4 X[LWZ" 4 X[2]W," + x[3W"
Now, observe that:

Wy =1 W =W,

W, =1 W' =W W =W
Therefore
X[2r] = (X[0]+X[2]) + (X[1] + x[3])W5
= u[0]+uw

= DFT2{u[0],u[1]}
ur £xr]+xr+2), r=0,1
¢ In the same way, it can be verified that for the odd-indexed DFT samples,
X[2r + 1] = DFT{V[O],v[1]}
V] 2W; (X[r] —x[r+2]), r=0,1
e The resulting signal flow graph is shown in Figure 11.8, where each of the 2-point DFT have been

realized using the basic SFG in Figure 11.7.

General case: Following the same steps as in the cBise 4, the following mathematical expressions can
be derived for the general calle= 2:

X[2r] = DFTy,{u[r]} (11.22)
X[2r+1] = DFTy,{V[r]} (11.23)
wherer =0,1,...,N/2—1and
ulr] = xr] +xr +N/2] (11.24)
v[r] £ WG (X[r] —x[r +2]) (11.25)
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Fig. 11.8 Decimation in frequency realization of a 4-point DFT.

Remarks on the DIF FFT: Much like the DIT, the DIF radix-2 FFT algorithms have the following char-
acteristics:

e computational complexity ad®(Nlog, N);
e outputX[K] in bit-reversed order;
e in-place computation is also possible.
A program for FFT DIF contains components similar to those described previously for the FFT DIT.

11.5 Final remarks

Simplifications: The FFT algorithms discussed above can be further simplified in the following special
cases:

- x[n] is a real signal
- only need to compute selected valueX®f] (= FFT pruning)
- x[n] containing large number of zero samples (e.g. as a result of zero-padding)

Generalizations: The DIT and DIF approaches can be generalized to:
- arbitrary radix (e.gN = 3" andN = 4Y)
- mixed radix (e.gN = p1p2--- px Wherep; are prime numbers)
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Chapter 12

An introduction to Digital Signal Processors

12.1 Introduction

Digital Signal Processing Chips are specialized microprocessors aimed at performing DSP tasks. They are
often called Digital Signal Processors — “DSPs” for hardware engineers. These DSP chips are sometimes
referred to as PDSPs (Programmable Digital Signal Processor), as opposed to hard-wired solutions (ASICS)
and reconfigurable solutions (FPGAS).

The first DSP chips appeared in the early 80’s, mainly produced by Texas Instruments (T1). Nowadays, their
power has dramatically increased, and the four big players in this game are now TI, Agere (formerly Lucent),

Analog Devices and Motorola. All these companies provide families of DSP processors with different target

applications — from low-cost to high performance.

As the processing capabilities of DSPs have increased, they are being used in more and more applications.
Table 12.1 lists a series of application areas, together with the DSP operations they require, as well as a
series of examples of devices or appliances where a DSP chip can be used.

The very need for specialized microprocessors to accomplish DSP-related tasks comes from a series of
requirements of classic DSP algorithms, that could not be met by general purpose processors in the early
80’s: DSPs have to support high-performance, repetitive and numerically intensive tasks.

In this chapter, we will review the reasons why a DSP chip should be different from an other microprocessor,
through motivating examples of DSP algorithms. Based on this, we will analyze how DSP manufacturers
have designed their chips so as to meet the DSP constraints, and review a series of features common to most
DSP chips. Finally, we will briefly discuss the performance measures that can be used to compare different
DSP chips.

12.2 Why PDSPs ?

To motivate the need for specialized DSP processors, we will study in this section the series of operations
required to accomplish two basic DSP operations, namely FIR filtering and FFT computation.
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Application Area

\ DSP task

\ Device

|

Speech & Audio Signal Pro
cessing

- Effects (Reverb, Tone Contro
sion, Speech Synthesis, Recog

Equalization, Pitch Surroun

Sound

)

Echo) , Filtering, Audio Compres

tion & Compression, Frequeng

I, Musical instruments & Amplifiers

& CD Players, HDTV Equipment
Digital Tapeless Recorders, Cell
lar phones

- Audio Mixing Consoles & Record+
ning Equipment, Audio Equipmen
y& Boards for PCs, Toys & Games
d Automotive Sound Systems, DA

—

Py

—

surement

Instrumentation and Meag

-Fast Fourier Transform (FFT), Fi

tive Filtering, High Speed Numeri
Calculations

tering, Waveform Synthesis, Aday

0-1/O Cards for PCs, Power Meter
c Signal Analyzers and Generators

-Test & Measurement Equipmen

—

4

Communications

Modulation & Transmission, De
modulation & Reception, Speeq
Compression, Data Encryptio
Echo Cancellation

hEquipment, Mobile Phones, Dig
htal Pagers, Global Positioning Sy

- Modems, Fax Machines, Broadcs

tems, Digital Answering Machines

1St

D

Medical Electronics

Filtering, Echo Cancellation, Faj
Fourier Transform (FFT), Bean
Forming

stRespiration, Heart & Fetal Mon
nitoring Equipment,
Equipment, Medical
Equipment, Hearing Aides

Ultra Soung
Imaging

)

Optical and Image Proces
ing

s2-Dimensional  Filtering, Fas
Fourier Transform (FFT), Patter
Recognition, Image Smoothing

tBar Code Scanners,
ninspection Systems,
Recognition,

Fingerpri

sion

Automatic

Digital Televisiong
Sonar/Radar Systems, Robotic Vi

nt

Table 12.1 A non-exhaustive list of applications of DSP chips.
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FIR Filtering:  Filtering a signak[n] through an FIR filter with impulse responkg] amounts to com-
puting the convolution

y[n] = h[n] «x[n].
At each sample tima, the DSP processor has to compute

N-1

=Y hikx[n—k
y[n| kzo [Kx[n— K],

whereN is the length of the FIR. From an algorithmic point of view, this means that the processor has to fetch
N data samples at each sample time, multiply them with corresponding filter coefficients stored in memory,
and accumulate the sum of products to yield the final answer. Figure 12.1 illustrates these operations at two
consecutive times andn+ 1.

It is clear from this drawing that the basic DSP operation in this case is a multiplication followed by an
addition, also know asMultiply and Accumulate operation, or MAC. Such a MAC has to be implemented
N times for each output sample.

This also shows that the FIR filtering operation is bd#ta intensive (N data needed per output sample)
andrepetitive (the same MAC operation repeatsdimes with different operands).

An other point that appears from this graphic is that, although the filter coefficients remain the same from
one time instant to the next, the input coefficients change. They do not all change: the last one is discarded,
the newest input sample appears, and all other samples are shifted one location in memory. This is known
as aFirst In-First Out (FIFO) structure or queue.

A final feature that is common to a lot of DSP applications is the neerkbfditime operation: the output
sampleg/[n] must be computed by the processor between the mox@ritecomes available and the time
x[n+ 1] enters the FIFO, which leav@s seconds to carry out the whole processing.

FFT Computation: As explained in section 11.3, a classical FFT computation by a decimation-in-time
algorithm uses a simple building block known abudterfly(see Figure 11.7). This simple operation on 2
values involves agaimultiplication and addition, as suggested by the pseudo-code in section 11.3. An
other point mentioned in section 11.3 is that the FFT algorithm yields DFT coefficibittieversed order,

so that once they are computed, the processor has to restore the original order.

Summary of requirements: We have seen with the two above examples that DSP algorithms involve:

1. Real time requirements with intensive data flow through the processor;
2. Efficient implementation of loops, and MAC operations;

3. Efficient addressing schemes to access FIFOs and/or bit-reversed ordered data.

In the next section we will describe the features common to many DSPs that address the above list of
requirements.
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] “—[_H[0] OO0
x[n—1] > h[1]
x[n—2] > h[2]
x[n—3] > h[3]
x[n—4] = H4]
x[n—15] > H[S]
x[n—6] > h6]
An+1] “ [ H0] OH—=O—D=D>O~O n+l
x[n] > A1)
x[n—1] > h[2]
x[n-2] > h[3]
x[n-3] > h[4]
x[n—4] » 3]
x[n—15] > hl6]

Fig.12.1 Operations required to compute the output of a 7-tap FIR filter at tmaesin+ 1.

12.3 Characterization of PDSPs

12.3.1 Fixed-Point vs. Floating-Point

Programmable DSPs can be characterized by the type of arithmetic they implement. Fixed-point processors
are in general much cheaper than their floating-point counterparts. However, the dynamic range offered
by the floating-point processors is much higher. An other advantage of floating-point processors is that
they do not require the programmer to worry too much about overflow and scaling issues, which are of
paramount importance in fixed-point arithmetics (see section 10.1.2). Some applications require a very low
cost processor with low power dissipation (like cell phones for instance), so that fixed-point processors have
the advantage on these markets.

12.3.2 Some Examples

We present here a few examples of existing DSPs, to which we will refer later to illustrate the different
concepts.

Texas Instrument has been successful with its TMS320 series for nearly 20 years. The latest generation of
these processors is the TMS320C6xxx family, which represent very high performance DSPs. This family
can be grossly divided in the TMS320C62xx, which are fixed-point processors, and the TMS320C67xx,
which use floating-point arithmetics.

An other example of a slightly older DSP is the DSP56300 from Motorola. The newer, state-of-the-art, DSPs
from this company are based on the very high performance StarCore DSP Core, which yield unprecedented
processing power. This is the result of a common initiative with Agere systems.

Analog Devices produces one of the most versatile low-cost DSPs, namely the ADSP21xx family. The next
generation of Analog Devices DSPs are called SHARC DSPs, and contain the ADSP21xxx family of 32-bit
floating-point processors. Finally, their latest generation is called TigerSHARC, and provides both fixed
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and floating point operation, on variable word lengths. The TigerSHARC is a very high performance DSP
targeting mainly very demanding applications, such as telecommunication networks equipment.

12.3.3 Structural features of DSPs

We will now review several features of Digital Signal Processors that are designed to meet the demanding
constraints of real-time DSP.

Memory Access: Harvard architecture

Most DSPs are created according to the so-calladsard Architecture In classic microprocessors, there is

only one memory bank, one address bus and one data bus. Both program instructions and data are fetched
from the same memory through the same buses, as illustrated in Figure 12.2(a). On the other hand, in
order to increase data throughput, DSP chips have in general two separate memory blocks, one for program
instructions and one for data. This is the essence of the Harvard architecture, where each memory block
also has a separate set of buses, as illustrated in Figure 12.2(b). Combined with pipelining (see below), this
architecture enables simultaneous fetching of the next program instruction while fetching the data for the
current instruction, thus increasing data throughput. This architecture enables two memory accesses during
one clock cycle.

Many DSP chips have an architecture similar to the one in Figure 12.2(b), or an enhanced version of it.
A common enhancement is the duplication of the data memory: many common DSP operations use two
operands, like e.g. the MAC operation. It is thus normal to imagine fetching two data words from memory
while fetching one instruction. This is realized in practise either with two separate data memory banks with
their own buses (like in the Motorola DSP563xx family— see Figure 12.3), or by using two-way accessible
RAM (like in Analog Device’s SHARC Family), in which case only the buses have to be duplicated. Finally,
other enhancements found in some DSPs (such as SHARC processors) is a program instruction cache.

Other critical components that enable an efficient flow of data on and off the DSP chip are Direct Memory
Access (DMA) units, which enable direct storage of data in memory without processor intervention. (See
e.g. the architecture of the Motorola DSP56300 in Figure 12.3).

Specialized hardware units and instruction set

In order to accommodate the constraints of DSP algorithms, DSP chips usually comprise specialized hard-
ware units not found in many other processors.

Most if not all DSP chips contain one or several dedicdtaiware multipliers or even MAC units. On
conventional processors without hardware multipliers, binary multiplication can take several clock cycles;
in a DSP, it only takes one clock cycle. The multiplier is associated with an accumulator register (in a
MAC unit), which normally is wider than a normal register. For instance, the Motorola 563xx family
(see Figure 12.3) contains a 24-bit MAC unit, and a 56-bit accumulator. The extra bits provided by the
accumulator arguard bitsthat prevent overflow from occurring during repetitive accumulate operations,
such as the computation of the output of an FIR filter. In order to store the accumulated value into a normal
register or in memory, the accumulator value must be shifted right by the number of guard bits used, so that
resolution is lost, but no overflow occurs. Figure 12.4 illustrates the operation of a MAC unit, as well as the
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Program Address Bus >
A

< Program Data Bus >
Address Bus I

Processor Data Program
Core Memory Memory

Data Bus

Yy v
Y Data Address Bus

P
Core Memory : ,
Data Bus
(a) (b)

Fig. 12.2 lllustration of the difference between a typical microprocessor memory access (a)
and a typical Harvard architecture (b).

need for guard bits. Note th& guard bits prevent overflow in the worst case of the additio2“ofvords.

The issue of shifting the result stored in the accumulator is very important: the programmer has to keep
track of the implied binary point, depending on the type of binary representation used (integer or fractional
or mixed). The instruction set of DSP chips often contains a MAC instruction that not only does the MAC
operation, but also increments pointers in memory.

We have also seen that DSP algorithms often contain repetitive instructions. Remember that to compute one
output sample of al-tap FIR filter, you need to repeBt MAC operations. This is why DSPs contain a
provision for efficient looping (calledero-overhead loopingwhich may be a special assembly language
instruction — so that the programmer does not have to care about checking and decrementing loop counters
—, or even a dedicated hardware unit.

The third component that is necessary to DSP algorithms implementation is an efficient addressing mecha-
nism. This is often taken care of by a specialized hardwal@ress Generation UnifThis unit works in the
background, generating addresses in parallel with the main processor computations. Some common features
of a DSP’s address generation unit are:

- register-indirect addressing with post-increment, where a register points to an address in memory,
from which the operand of the current instruction is fetched, and the pointer is incremented automat-
ically at the end of the instruction. All of this happens in one instruction cycle. This is a low-level
equivalent of a C languag¥ var _name++) instruction. It is obvious that such a function is very
useful when many contiguous locations in memory have to be used, which is common when process-
ing signal samples.

- circular addressing, where addresses are incremented modulo a given buffer size. This is an easy way
to implement a FIFO or queue, which is the best way of creating a window sliding over a series of
samples, as in the FIR filtering example given above. The only overhead for the programmer is to set
up the circular addressing mode and the buffer size in some control register.
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addressT dat{

DMA unit ‘ Off-chip memory access ‘
AAd A

DMA Address Bus
i A

Program Address Bus

Program Data Bus

‘ ¢ [ ]
y Memory —y

Program Control

Arithmetic Units
Address

24-bit 56-bit ngerat
MAC accu. ion

[ A A
A

Y Data | | X Data Program
Memory | | Memory Memory
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Fig. 12.3 Simplified architecture of the Motorola DSP563xx familgolrce: Motorola[9).

The DSP563xx is a family of 24-bit fixed-point processors. Notice the 3 separate memory
banks with their associated sets of buses. Also shown is the DMA unit with its dedicated bus
linked directly to memory banks and off-chip memory.
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Fig. 12.4 Operation of a MAC unit with guard bits. Twhl-bit operands are multiplied,
leading to a2N-bit result, which is accumulated in(@N + G)-bit accumulator register. The
need for guard bits is illustrated with the given operands: the values of the accumulator at
different times are shown on the right of the figure, showing that the fourth operation would
generate an overflow without the guard bits: the positive result would appear as a negative
value. It is the programmer’s task in this case to keep track of the implied binary point when
shifting back the accumulator value to rbit value.

- bit-reversed addressing, where address offsets are bit-reversed. This has been shown to be useful for
the implementation of FFT algorithms.

Parallelism and Pipelining

At one moment, it becomes difficult to increase clock speed enough to satisfy the ever more demanding DSP
algorithms. So, in order to meet real-time constraints in more and more sophisticated DSP applications,
other means of increasing the number of operations carried out by the processor have been implemented:
parallelism and pipelining.

Pipelining: Pipelining is a principle that is in application in any modern processor, and is not limited to
DSPs. Its goal is to make better use of the processor resources by avoiding leaving some components idle
while others are working. Basically, the execution of an instruction requires three main steps, each carried
out by a different part of the processor: a fetching step, during which the instruction is fetched from memory;

a decoding step, during which the instruction is decoded and an execution step during which it is actually
executed. Often, each of these three steps can also be decomposed in sub-step: for example, the execution
may require fetching operands, computing a result and storing the result. The idea behind pipelining is
just to begin fetching the next instruction as soon as the current one enters the decode stage. When the
current instruction reaches the execution stage, the next one is a the decode stage, and the instruction after
that is in the fetching stage. In this way, the processor resources are used more efficiently and the actual
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instruction throughput is increased. Figure 12.5 illustrates the pipelining principle. In practise, care must
be taken because instruction do not all require the same time (mostly during the execution phase), so that
NOPs should sometimes be inserted. Also, branching instructions might ruin the gain of pipelining for a
few cycles, since some instructions already in the pipeline might have to be dropped. These issues are far
beyond the scope of this text and the interested reader is referred to the references for details.

Fetch unit Decode unit Execute unit Fetch unit Decode unit Execute unit

t=0 Instructionl =0 Instructionl

t=1 Instructionl t=1 Instruction 2 Instructionl

t=2 Instructionl =2 Instruction 3 Instruction 2 Instructionl
t=3 Instruction 2 =3 Instruction 4 Instruction 3 Instruction 2

t=4 Instruction 2 =4 Instruction 5 Instruction 4 Instruction 3

t=5 Instruction 2 =5 Instruction 6 Instruction 5 Instruction 4

Fig. 12.5 Schematic illustration of the difference in throughput between a pipelined (right)
and non pipelined (left) architecture. Columns represent processor functional units, lines rep-
resent different time instants. Idle units are shaded.

Data level parallelism: Data level parallelism is achieved in many DSPs by duplication of hardware
units. It is not uncommon in this case to have two or more ALUs (Arithmetic and Logic Unit), two or more
MACs and Accumulators, each with their own data path, so that they can be used simultan8ngity.
Instruction-Multiple Data(SIMD) processors can then apply the same operation to several data operands
at the same time (two simultaneous MACs for instance). An other way of implementing this, is to have
the processor accommodate multiple date lengths, so that for instance a 16-bit multiplier can accomplish
2 simultaneous 8-bit multiplications. A good example of this idea is the TigerSHARC processor from
Analog Devices, which is illustrated in Figure 12.6. Figure 12.6(a) illustrates the general architecture of
the processor core, with multiple buses and memory banks, multiple address generation units, and two
parallel 32-bit computational units. Figure 12.6(b) shows how theses two computational units can be used
in parallel, together with sub-word parallelism to enhance the throughput on sub-word operations: in the
case illustrated, 8 16-bit MAC operations can be carried out in just one cycle.

SIMD is efficient only for algorithms that lend themselves to this kind of parallel execution, and for instance
not where data are treated in series or where a low-delay feedback loop exists. But it is very efficient for
vector-intensive operations like multimedia processing.

Instruction level parallelism: Instruction level parallelism is achieved by having different units with dif-
ferent roles running concurrently. Two main families of parallel DSPs exist, namely those with VLIW (Very
Long Instruction Word) architecture and those with super-scalar architectures. Super-scalar architectures
are used heavily in general purpose processors (e.g. Intel’s Pentium), and contain a special scheduling unit
which determines at run-time which instructions could run in parallel based e.g. on data dependencies. As
is, this kind of behaviour is not desirable in DSPs, because the run-time determination of parallelism makes
the predictability of execution time difficult — though it is a factor of paramount importance in real time
operation. This is why there are few super-scalar DSPs available.

VLIW architectures [6] are characterized by long instruction words, which are in fact concatenations of
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Fig. 12.6 Simplified view of an Analog Device$igerSHARCarchitecture. (a) The figure
shows the 3 128-bit buses and 3 memory banks as well as 2 computational units and 2 address
generation units. The programmer can assign program and/or data to each bus/memory bank.
(b) lllustration of the data-level parallelism by SIMD operation: each computational unit can
execute two 32-bik 32-bit fixed-point MACs per cycle, but can also work in sub-word paral-
lelism, executing up to four 16-bit 16-bit MACs, for a total of eight simultaneous 16-kit

16-bit MACs per cycle. $ource: ADI [1)

several shorter instructions. Each short instruction will ideally execute in parallel with the others on a differ-
ent hardware unit. This principle is illustrated in Figure 12.7. This heavy parallelism normally provides an
enormous increase in instruction throughput,but in practise, some limitations will prevent the hardware units
from working at full rate in parallel all the time. For instance, data dependencies between the short instruc-
tions might prevent their parallel execution; also, if some of the short instructions in a VLIW instruction use
the same resources (e.g. registers), they will not be able to execute in parallel.

A good illustration of these limitations can be given by looking at a practical example of VLIW processor:
the TMS320C6xxx family from Texas Instruments. The simplified architecture of this processor is shown
in Figure 12.8, where the address buses have been omitted for clarity. In the TMS320C6xxx, the instruction
words are 128-bit wide, each containing eight 32-bit instructions. Each of these 32-bit instructions is to be
executed by one of the 8 different computational units. These 8 units are constituted by 4 duplicate units,
grouped in so-called data paths A and B (see Figure 12.8): ALU, ALU and shifter, address generation unit
and multiplier. Each data path contains a set of registers, and both data paths share the same data memory.
Itis clear in this case that in order for all the 8 instructions of a VLIW instruction to be executed in parallel,
one instruction must be executed on each computational unit, i.e. for instance, the VLIW instruction must
contain two multiplications. The actual 32-bit instructions from the same 128-bit VLIW that are executed in
parallel are in fact chosen at assembly time, by a special directive in the TMS320C6xxx assembly language.
Of course, if the program is written in some high-level language such as C, the compiler takes care of this
instructions organization and grouping.

Another example of processor using VLIW is the TigerSHARC from Analog Devices, described earlier (see
Figure 12.6). This DSP combines SIMD and VLIW to attain a very high level of parallelism. VLIW means
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Fig. 12.7 Principle of VLIW architecture: long instructions are split in short instructions
executed in parallel by different hardware units.

that each of the two computational units in Figure 12.6(b) can be issued a different instruction.

Other Implementations

We have reviewed the characteristics of DSPs, and shown why they are suited to the implementation of DSP
algorithms. However, it is obvious that some other choices are possible when a DSP algorithm has to be
implemented in an end-product. These choices are listed below, and compared with a PDSP-based solution.

General Purpose Processor: Nowadays, general purpose processors, such as Intel's Pentium, show ex-
tremely high clock rates. They also have very efficient caching, pipelining and make extensive use of
super-scalar architectures. Most of them also have a SIMD extension to their instruction set (e.g. MMX for
Intel). However, they suffer some drawbacks for DSP implementations: high power consumption and need
for proper cooling; higher cost (at least than most fixed-point DSPs); and lack of execution-time predictabil-
ity because of multiple caching and dynamic super-scalar architectures, which make them less suited to hard
real-time requirements.

ASIC: An Application Specific Integrated Circuit will execute the required algorithm much faster than a
programmable DSP processor, but will of course lack any reconfigurability. So upgrade and maintenance of
products in the field are impossible. The design costs are also prohibitive except for very high volumes of
units deployed.

FPGA: Field-Programmable Gate Arrays are hardware reconfigurable circuits that represent some middle
way between a programmable processor and and ASIC. They are faster than PDSPs, but in general have
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Fig. 12.8 Simplified architecture of VLIW processor: the Texas Instruments TMS320C6xxx
VLIW Processor. Each VLIW instruction is made of eight 32-bit instructions, for up to eight
parallel instructions issued to the eight processing units divided in operational Units A and B.

(Source: Tl [13)
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higher power consumption. They are more expensive than PDSPs. The design work tends to be also longer
than on a PDSP.

12.4 Benchmarking PDSPs

Once the decision has been made to implement an algorithm on a PDSP, the time comes to choose a model
amongst the many available brands and families. Many factors will enter into account, and we try to review
some of these here.

Fixed or Floating Point: As stated earlier, floating point DSPs have higher dynamic range and do not
require the programmer to worry as much about overflow and round-off errors. These comes at the expense
of a higher cost and a higher power consumption. So, most of the time, the application will decide: applica-
tions where low-cost and/or low power consumption are an issue (large volume, mobile,...) will call for a
fixed-point DSP. Once the type of arithmetic is chosen, one still has to choose the word width (in bits). This
is crucial for fixed-point application, since the number of bits available directly defines the dynamic range
attainable.

Speed: Constructors publish the speed of their devices as MIPS, MOPS or MFLOPS. MIPS (Millions
of instructions per second) gives simply a hypothetical peak instruction rate through the DSP. It is simply
determined by

N,

?Iv
whereT, is the processor’s instruction cycle timetig, andN; is the maximum number of instructions exe-
cuted per cycleN, > 1 for processors with parallelism). Due to the big differences between the instruction
sets, architectures and operational units of different DSPs, it is difficult to conclude from MIPS measure-
ments. Instructions on one DSP can be much more powerful than on another one, so that a lower instruction
count will do the same job.

MOPS or MFLOPS (Millions of Operations per Second or Millions of Floating-Point Operations per Sec-
ond) have no consensual definition: no two device manufacturers do agree on what an “operation” might
be.

The only real way of comparing different DSPs in terms of speed is to run highly optimized benchmark
programs on the devices to be compared, including typical DSP operations: FIR filtering, FFT,. .. Figure 12.9
shows an example of such a benchmark, the BDTIMark2000, produced by Berkeley Design Technologies.

Design issues: Time-to-market is an important factor that will perhaps be the main driving force towards
the choice of any DSP. In order to ease the work of design engineers, the DSP manufacturer must provide
development tools (compiler, assembler). Since most new DSPs have their own instruction set and archi-
tecture, if prior knowledge of one DSP is available, it may orient the choice of a new DSP to one that is
code-compatible. Also, in order to reuse legacy code, designers may opt for a DSP that is code-compatible
with one they already use.
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Fig. 12.9 Speed benchmark for several available DSPs. The benchmark is the BDTI-
Mark2000, byBerkeley Design Technologi@ggher is faster). BDTIMark2000 is an aggregate
speed benchmark computed from the speed of the processor in accomplishing common DSP

tasks such as FFT, FIR filtering, IIR filtering,. solurce: BDT)

New high-level development tools should ease the development of DSP algorithms and their implementa-
tion. Some manufacturers have a collaboration e.g. with Mathworks to develop a MATLAB/SIMULINK
toolbox enabling direct design and/or simulation of software for the DSP chip in MATLAB and SIMULINK.

12.5 Current Trends

Multiple DSPs: Numerous new applications cannot be tackled by one DSP processor, even the most
heavily parallel ones. As a consequence, new DSP chips are developed that are easily grouped in parallel
or in clusters to yield heavily parallel computing engines [2]. Of course, new challenges appear in the
parallelisation of algorithms, shared resources management, and resolution of data dependencies.

FPGAs coming on fast: FPGA manufacturers are aggressively entering the DSP market, due mainly to
the very high densities attained by their latest products and to the availability of high-level development
tools (directly from a block-level vision of the algorithm to the FPGA). The claimed advantages of FPGAs
over PDSPs are speed and a completely flexible structure that allows for complete customization and highly
parallel implementations [12]. For example, one manufacturer now promises the capability of implementing

192 eighteen-bit multiplications in parallel.
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Multirate systems

13.1 Introduction

Multi-rate system: A multi-rate DSP system is characterized by the use of multiple sampling rates in its
realization, that is: signal samples at various points in the systems may not correspond to the same physical
sampling frequency.

Some applications of multi-rate processing include:
e Sampling rate conversion between different digital audio standards.
¢ Digital anti-aliasing filtering (used in commercial CD players).
e Subband coding of speech and video signals
e Subband adaptive filtering.

In some applications, the need for multi-rate processing comes naturally from the problem definition (e.g.
sampling rate conversion). In other applications, multi-rate processing is used to achieve improved perfor-
mance of a DSP function (e.g. lower binary rate in speech compression).

Sampling rate modification: The problem of sampling rate modification is central to multi-rate signal
processing. Suppose we are given the samples of a continuous-timexgighahat is

X[ =Xa(nTs), neZ (13.1)

with sampling periodls and corresponding sampling frequerfey= 1/Ts. Then, how can we efficiently
generate a new set of samples
X[N =xa(nTg), NneZ (13.2)

corresponding to a different sampling period, T£# Ts?

Assuming that the original sampling rafe > 2Fnax WhereFnax represent the maximum frequency con-
tained in analog signak(t), one possible approach is to reconstmygt) from the set of samplegn] (see
Sampling Theorem, Section 7.1.2) and then to resamyt¢ at the desired rate; = 1/T.. This approach
is expensive as it requires the use of D/A and A/D devices.
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In this Chapter, we seek a cheaper, purely discrete-time solution to the above problem, i.e. performing the
resampling by direct manipulation of the discrete-time signal samxpigsvithoutgoing back in the analog
domain.

The following special terminology will be used here:
e T.>T;(i.e.F < Fs) = downsampling

e T. < Ts(i.e.F{ > Fs) = upsampling or interpolation

13.2 Downsampling by an integer factor

Let T = MTs; whereM is an integee> 1. In this case, we have:

X[ = x(nT;)
— X(MT) = X[M] (13.3)

The above operation is so important in multi-rate signal processing that it is given the special name of

decimation Accordingly, a device that implements 13.3 is referred to de@mator The basic properties
of the decimator are studied in greater details below.

M-fold decimation:
Decimation by an integer factdd > 1, or simplyM-fold decimation, is defined by the following operation:
Xp[n] = Dm{X[n]} £x[nM], neZ (13.4)

That is, the output signab [n] is obtained by retaining only one out of evévlyinput samplex(n].
The block diagram form of th-fold decimator is illustrated in Figure 13.1. The decimator is sometimes

xn] Xpln]
o—»—— M| —>—>0
rate =1/T, rate =1/ MT,

Fig. 13.1 M-fold decimator

called a sampling rate compressor or subsampler. It should be clear from (13.4) that the decimator is a linear
system, albeit a time-varying one, as shown by the following example.

Example 13.1:
» Consider the signal

x[n] = cogm/2)u[n]
= {...,0,0,1,0,-1,0,1,0,—-1,...}
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If x[n] is applied at the input of 2-fold decimator (i.eM = 2), the resulting signal will be

xo[n] = Xx[2n]
= cogm)u[2n]
= {..,00,1,-1,1,-1,...}

Only those samples ofn| corresponding to even valuesmére retained irxp[n]. This is illustrated in

Figure 13.2.
x[n] xp[n]
2
~+iarI1—L+1H% )
X[n]=x[n-1] 1#x,[n

Fig. 13.2 Example of2-fold decimation

Now consider the following shifted version fi]:

Kn = x[n—1]
= {...,0,0,1,0,-1,0,1,0,—-1,...}

If X[n] is applied at the input of 2-fold decimator, the output signal will be

foln] = K2n]
= {...,0,0,0,0,0,0,...}

Note thatip [n] # Xp[n— 1]. This shows that the 2-fold decimator is time-varying. <

Property: Letxp[n] = x[nM] whereM is a positive integer. Thetransforms of the sequencrs|n| and
x[n], denotedXp(z) andX(z), respectively, are related as follows:

1 M-1
Xo(2) = kzo X(Z/MWg) (13.5)

whereWy = e 12VM,
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Proof: Introduce the sequence

o 2 5 e = {
M k=0

Making use ofp[n], we have:

Remarks:

Xo(2)

1,
0, otherwise

(o]
Xp[n)z ™"
N=—o0
2]

x[nM]z-("M/M

pll]xi]z "/

M-1

% {% %ejZT[kI/M}X“]Z—I/M
- K=

i X[l](zl/Meijle/M)fl

e In the special caskl = 2, we have\, = e M= _1, sothat

Xo(2) = 5(X(22) + X(~22))

| =0,+M,+2M, ...

(13.6)

(13.7)

(13.8)

e Settingz= el in (13.5), an equivalent expression is obtained that relates the DTEggbandx[n),

namely:

Xo(60) = &“:ij (“’Mznk>

(13.9)

e According to (13.9), the spectrup(w) is made up of properly shifted, expanded images of the

original spectrunX(w).

Example 13.2:

» In this example, we illustrate the effects of Bhfold decimation in the frequency domain. Consider a
discrete-time signat[n] with DTFT X(w) as shown in Figure 13.3(top), whemgax = 1/2 denotes the
maximum frequency contained xin]. That is,X(w) = 0if wmax < |w| < T Letxp[n] denote the result
of aM-fold decimation orx|n|.

First consider the cadd = 2, where (13.9) simplifies to

(13.10)
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- Onee 1 2r 4z

X,@ , M=2

Fig. 13.3

In this equationX(w/2) is a dilated version oK (w) by a factor of2 along thew-axis. Note thaX(w) is

no longer of perio@mbut instead its period it Besides scaling factdr/2, Xp(w) is obtained as the

sum of X(w/2) and its shifted version bgm, i.e. X(‘*’*TZT‘). The introduction of this latter component
restores the periodicity t8rt. The resulting DTFTXp (w) is illustrated in Figure 13.3 (middle).

Note that in the above casé = 2, the two sets of spectral imag&$w/2) andx(%) do not overlap
becauseomax < pi/2. Thus, there is no spectral aliasing between the images and, besides the amplitude
scaling and the frequency dilation, the original spectral si&jpe is not distorted. In other words, no
information about the originadn| is lost through the decimation process. We will see later iojvcan

be recovered fromp[n] in this case.

Next consider the cadd = 3, where (13.9) simplifies to

Xp(w) = }[X(%)HX(“);ZHHX(“)_;H)] (13.11)

Here, Xp(w) is obtained by superposing dilated and shifted version$§(af), as shown in Figure 13.3
(bottom). Here the dilation factor 3 and sincewmay > 11/3, the various images do overlap. That is,
there is spectral aliasing and a loss of information in the decimation process. <

Discussion: It can be inferred from the above example thaX {tv) is properly band-limited, i.e.
X(w) =0 for % <M< (13.12)

then no loss of information occurs during the decimation process. In this special case, the relationship (13.9)
betweernX (w) andXp (w) simplifies to the following if one only considers the fundamental pefien 11:

Xo(w) = X(2

M ), 0<|w <m (13.13)
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Downsampling system: In practice, a low-pass digital filter with cut-off afM would be included along
the processing chain prior M-fold decimation. The resulting system, referred to densampling system
is illustrated in Figure 13.4.

x[n] Xp[n]
o——1H, (W) > M| —>—0
rate =1/T, rate =1/ MT,
Fig. 13.4

Ideally, Hp (w) is a the low-pass anti-aliasing filtelp (w) should have the following desired specifications:

Ho () — 1 if jo <1/M (13.14)
0 ifm/M<|w<T '

13.3 Upsampling by an integer factor

Here we consider the sampling rate conversion problem (13.1)— (13.2J{uvthls/L whereL is an integer
> 1

Suppose that the underlying analog sigrdt) is band-limited toQy, i.e. |X(Q)| = 0 for |Q| > Qu, and
that the sequencén] was obtained by uniform sampling ®f(t) at a rateFs such thaQ)s = 21t > 2Qy. In

this case, according to the sampling theorem (Section 7x,@2),can be expressed in terms of its samples
x[n] as

0

.ot
Xa(t) = kzz_mx[k] smo(?S —K) (13.15)
Invoking (13.2), the new sample§n| can therefore be expressed in terms of the original samxpiess
follows: We have

. .nTg
— -k
sing T )

n—kL

X = x(nTg)
X
X[K] sing( 3 ) (13.16)

= 3 K
3
PRl

The above equation can be given a simple interpretation if we introduce the concept of sampling rate expan-
sion.

13.3.1 L-fold expansion

Sampling rate expansion by an integer fadtor 1, or simplyL-fold expansion, is defined as follows:

x[K if n=KLkeZ

Xe[n] = T {x[n]} = { 0  otherwise (13.17)
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That is,L — 1 zeros are inserted between each consecutive sampt@g.dReal-time implementation of an
L-fold expansion requires that the output sample rate times larger than the input sample rate.

The block diagram form of ah-fold expander system is illustrated in Figure 13.5. The expander is also
sometimes called upsampler in the DSP literature.

x[n] xg[n]
o—— T /—>»—o0
rate =1/7, rate = L/T,

Fig. 13.5 L-fold expander.

Sampling rate expansion is a linear time-varying operation. This is illustrated in the following example.

Example 13.3:

» Consider the signal

x[n = auln|
= {...,0,0,1,aa%a%...}

L-fold expansion applied t&[n], with L = 3, yields
xe[n] ={...,0,0,0,1,0,0,a,0,0,a%,0,0,a%,0,0,...}

That is, two zero samples are inserted between every consecutive samgiés of
Next, consider the following shifted versionxjh:

Kn] = xn—1]
= {...,0,0,0,1,a,a%a%...}

The result of 8-fold expansion o¥[n] is
%e[n]=1{...,0,0,0,0,0,0,1,0,0,a,0,0,a%,0,0,a%0,0,...}

Note that¥e [n] # xg [n— 1], showing that the expander is a time-varying system. Actually, in the above
example, we havge[n] = xg[n— 3]. <

Property: Letxg[n] be defined as in (13.17), witha positive integer. Thetransforms of the sequences
xe [n] andx[n], respectively denoteXe (z) andX(z), are related as follows:

Xe(2) = X(Z) (13.18)

Proof: Since the sequencg[n] = 0 unlessn = kL, k € Z, we immediately obtain

Xe(z) = i Xe[njz "= i xE[kL]z*k"
n=—oo k=—00
= i xKz*=X(Z) O (13.19)

k=—o0
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Remarks: Settingz= el® in (13.18), we obtain an equivalent relation in terms of the DTF 6] and
x[n], namely:
Xe(w) = X(wl) (13.20)

According to (13.20), the frequency axisX{w) is compressed by a factarto yield Xg (w). Because of
the periodicity ofX(w) this operation introducds— 1 images of the (compressed) original spectrum within
the rangd—T1t, 11.

Example 13.4:

» The effects of aib-fold expansion in the frequency domain are illustrated in Figure 13.6. The top portion

X(w)

IS0 4

Fig. 13.6 Effects ofL-fold expansion in the frequency domain.

shows the DTFTX(w) of the original signak[n]. The bottom portion shows the DTFRg (w) of xg[n],
the L-fold expansion ok[n], in the special case = 4. As a result of the time domain expansion, the
original spectrunX(w) has been compressed by a factot.ef 4 along thew-axis. |

13.3.2 Upsampling (interpolation) system

We are now in a position to provide a simple interpretation for the upsampling formula (13.16).

Supposeq,(t) is BL with maximum frequenc¥2y. Consider uniform sampling at rae; > 2Qy followed
by L-fold expansion, versus direct uniform sampling at @fe- LQs. The effects of these operations in the
frequency domain are shown in Figure 13.7 in the special cas@ andQg = 2Qy.

Clearly,X’(w) can be recovered frotés (w) via low-pass filtering:
X' (w) = H (0)Xe (W) (13.21)
whereH, (w) is an ideal low-pass filter with specifications

L, if jw| <m/L

Hi(w) = { 0, fmL<lw<m (13.22)
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LT

>
w

Fig. 13.7 Sampling at rat®s = 2Qy followed byL-fold expansion (left) versus direct sam-
pling at rateQ; = LQs (right).
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The equivalent impulse response of this filter is given by

h[n] = sino(E) (13.23)

Let us verify that the above interpretation of upsampling as the cascade of a sampling rate expander followed
by a LP filter is consistent with (13.16):
il . .n—kL
X[ = % x[Ksing C )

k=—o0

— S ek sino(n_LkL)

k=—o0

_ I_iwxE[l]sino(nL_l)

— S xellhin-1] (13.24)

|=—o0

A block diagram of a complete upsampling system operating in the discrete-time domain is shown in Fig-
ure 13.8. We shall also refer to this system as a digital interpolator. In the context of upsampling, the LP

x[n] xg[n] x[n]
o—— 1T £ H,(0)|———>0
rate =1/T, rate = L/T,

Fig. 13.8 Discrete-Time Upsampling System.

filter H, (w) is called anti-imaging filter, or also interpolation filter.

13.4 Changing sampling rate by a rational factor

Supposé; andQs are related as follows:
L
QL= MQS (13.25)

Such a conversion of the sampling rate may be accomplished by means of upsampling and downsampling
by appropriate integer factors:

i ing L
Upsampling LOs Downsampling ~ Qs (13_26)

Q
S byl by M M

The corresponding block diagram is shown in Figure 13.9. To avoid unnecessary loss of information when
M > 1, upsampling is applied first.

Simplified structure:  Recall the definitions ofl; (w) andHp (w):

L, |w <m/L
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x[n] x'[n]
o—— 71 > H () > H (o)— M »—0O
L
rate =1/T, JLIT, ,—T.
Y Y M
upsampling by L downsampling by M

Fig. 13.9 Sampling rate alteration by a rational factor.

1, | <1/M

Hp(w) = { 0. TUM < |0 < T (13.28)
The cascade of these two filters is equivalent to a single LP filter with frequency response:
B L | <o
H|D((.0) = H| ((A))HD(OL)) = { 0’ W < ’w| <n (1329)
where
we = min(T/M, /L) (13.30)

The resulting simplified block diagram is shown in Figure 13.10.

x[n] x'[n]
o—— 1T +—>—H (O))—>—— M | —>—0
L
= —T
rate =1/T7, Mo

Fig. 13.10 Simplified rational factor sampling rate alteration

13.5 Polyphase decomposition

Introduction: The polyphase decomposition is a mathematical tool used in the analysis and design of
multirate systems. It leads to theoretical simplifications as well as computational savings in many important
applications.

Consider a system function
H(z) = hinjz™" (13.31)

N=—o0
whereh[n] denotes the corresponding impulse response. Consider the following developidé¢ntwhere
the summation oven is split into a summations over even odd indices, respectively:

H(z7) = i h[2r]z % + i h[2r + 1]z @+

[=—0 [=—0

= Y h2jzZ 4zt Y hir+ 1z

r=—oo r=—oo

= Eo(P)+7E(P) (13.32)
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where the function&y(z) andE; (z) are defined as

Eo(2) = z h[2r]z (13.33)

r=—oo

Ei(2) = Z hi2r + 1)z (13.34)

r=—oo

We refer to (13.32) as thg-fold polyphase decompositiofithe system functioil (z). The functions€Ey(z)
andE; (z) are the corresponding polyphase component. The above development can be easily generalized,
leading to the following result.

Property: In its region of convergence, any system functidfz) admits a uniqueM-fold polyphase
decomposition
M-1
H(z) = Zj z'E (2 (13.35)
|=
where the functiong, (z) are called polyphase componentdifz).

Proof: The basic idea is to split the summation owdn (13.31) intoM individual summation over index
r € Z, such that each summation covers the time indicesMr +1, wherel =0,1,... .M — 1:

H(z) = ;i [Mr 4 1]z~ (Mr+)

M—-1 00
- % z [Mr 4 1]z~ M)
Mil -
= 7'E () (13.36)
(=)
where we define
E(2) = hiMr +1]z" (13.37)

[=—o0

This shows the existence of the polyphase decomposition. The unicity is proved by involving the unique
nature of the series expansion (13.31).

Remarks:

e The proof is constructive in that in suggests a way of deriving the polyphase comp@hénts
via (13.37).

e The use of (13.37)is recommended for deriving the polyphase components in the case of an FIR filter
H(2). For IIR filters, there may be simpler approaches.

e In anycase, once a polyphase decomposition as in (13.36) has been obtained, one can be sure that it is
the right onesince it is unique.
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Example 13.5:

» Consider the FIR filter
Hiz=(1-z14°

To find the polyphase components fdr= 2, we may proceed as follows:
H(z = 1-6z141522-20z34+152%—-62°%+2°
= 1+152 24152442 %172 Y(-6-2022-62"%)
Eo(Z) +2 Ei(Z)
where
Eo(2) =1+152 1415224273
Ei(2 = -6-20z 1 -622

Noble identities: The first identy can be used to exchange the order of a decimator and an arbitrary filter
G(2): The second identity can be used to exchange the order of an expander ar@l fiiteFhe proof of

x[n] MLl G(2) yin] = x[n] G | yin]
Fig. 13.11 1st Noble identity.
x[n] G(z) — X yin] = x[n] LT —Gih yn]

Fig. 13.12 2nd Noble identity.

these identities are beyond the scope of this course.

Efficient downsampling structure: The polyphase decomposition can be used along with Noble identity
1 to derive a computationally efficient structure for downsampling.

e Consider basic block diagram of a downsampling system: Suppose that the low-pass anti-aliasing

x[n] yn]
o—— H(z) = Ml —>—0
rate =1/T, rate =1/ MT,

Fig. 13.13 Block diagram of a downsampling system.

filter H(z) is FIR with lengthN, i.e.
H(z)= Y h[njz" (13.38)
2
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Assuming a direct form (DF) realization fét(z), the above structure requirBsmultiplications per
unit time at the input sampling rate. Note that only 1 out of edrgamples computed by the FIR
filter is actually output by th&1-fold decimator.

e For simplicity, assume th&t is a multiple ofM. Making use of the polyphase decomposition (13.36),
the following equivalent structure for the downsampling system is obtained where the polyphase com-

Ey(z") M0

E1(ZM)

EMfl(ZM)

Fig. 13.14 Equivalent structure for the downsampling system.

ponents are given here by
N/M—1
E(M) = Za h[Mr + 1)z M" (13.39)
r=
If realized in direct form, each filte, (ZV') requiresN/M multiplications per unit time. Since there
areM such filters, the computational complexity is the same as above.

e Finally, consider interchanging the order of the filt&¢z) and the decimator in Figure 13.14 by
making use of Noble identity 1: Observe that the resulting structure now only regyiMsnultipli-

x[n] P . E(2) yn]
1/ MT,
Ml E\(2)
=
Ml > Ey,,(2)

Fig. 13.15 Final equivalent structure for the downsampling system.

cations per unit time.
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One could argue that in the case of an FIR filtdz), the computational saving is artificial since actually,

only one out of every filter outputs in Fig. 13.13 needs to be computed. However, since the input samples
are coming in at the higher ratg, the use of a traditional DF realization fbt(z) still requires that the
computation of any particular output be completed before the next input samplarives and modifies

the delay line. Thus the peak required computational rate id\stilliltiplies per input sample, even though

the filtering operation needs only be activated once eMesamples. This may be viewed as an inefficient

use of available computational resources. The real advantage of the structure in Fig. 13.15 is that it makes
it possible to spread the FIR filter computation over time, so that the required computational rate is uniform
and equal tdN/M multiplications per input samples.
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Chapter 14

Applications of the DFT and FFT

In this Chapter, we discuss two basic applications of the DFT and associated FFT algorithms.

We recall from Chapter 6 that the linear convolution of two time-limited signals can be realized via circular
convolution in the DFT domain. The first application describes an efficient way of realizing an FIR filtering
via block DFT processing. Essentially, this amounts to decomposing the input signal into consecutive blocks
of smaller length, and implementing the filtering in the frequency domain via FFT and IFFT processing.
This results in significant computational savings, provided a processing delay is tolerated in the underlying
application.

In the second application, we look at the use of the DFT (efficiently computed via FFT) as a frequency
analysis or estimation tool. We review the fundamental relationship between the DFT of a finite signal
and the DTFT and we investigate the effects of the DFT length and windowing function on the spectral
resolution. The effects of measurement noise on the quality of the estimation are also discussed briefly.

14.1 Block FIR filtering

Consider a causal FIR filtering problem as illustrated in Figure 14.1. Assume that the filter's impulse re-

causal
FIR filter

x[n] y[n]= h[n]*x[n]
o—»— h[n] —»—0

Fig. 14.1 Causal FIR filtering

sponséh[n] is time-limited to0 < n < P — 1 and that the input signaln] is zero forn < 0. Accordingly, the
filter output

y[n] = h[n] xx[n] = :ih[k]x[n —K] (14.1)

is also zero fon < 0. If x[n| was also time-limited, then the DFT approach in Section 6.5.1 could be used
to computey[n|, provided the DFT siz&l is large enough.
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Two fundamental problems exist with respect to the assumptiorxithias time-limited: x[n]:

e in certain applications, it is not possible to set a specific limit on the lengimbfe.g. voice com-
munications);

e such a limit, if it exists, may be too large, leading to various technical problems (processing delay,
memory requirement, etc.).

In practice, it is still possible to compute the linear convolution (14.1) as a circular convolution via the DFT
(i.e. FFT), but it is necessary to resortitock convolution

Block convolution: The basic principle of block convolution may be summarized as a series of three steps
as follows:

(1) Decompose(n| into consecutive blocks of finite length
x[n = x[n, r=012,.. (14.2)

wherex, [n] denotes the samples in thie block.
(2) Filter each block individually using the DFT approach:

X [N] = yr[N] = h[N] % % [N] (14.3)

In practice, the required DFTs and inverse DFT are computed using an FFT algorithm (more on this
later).

(3) Reassembile the filtered blocks (as they become available) into an output signal:
¥e[n] = yIn| (14.4)

The above generic steps may be realized in a different ways. In particular, there exist two basic methods of
block convolution: overlap-add and overlap-save. Both will be described below.

14.1.1 Overlap-add method:
In this method, the generic block convolution steps take the following form:

(1) Blocking of input data intasnon-overlappindlocks of lengthL:

% [ = {x[n+rL] 0<n<L, (14.5)

o otherwise

where, for convenience of notation, the shift faatoris introduced so that the non-zero samples of
X [n] are all betwee® <n<L -1

(2) For each input block,[n], compute its linear convolution with FIR filter impulse respohge (see
DFT approach below):

yr [N = h[n] %X [N] (14.6)
Note that each blocl [n] is now of lengthL + P — 1.
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(3) Form the output signal by adding the shifted filtered blocks:
yin =% y[n—rL] (14.7)
2

The method takes its name from the fact that the output blgdks need to be properly overlapped and
added in the computation of the desired output sigfal

Mathematical justification: It is easy to verify that the overlap-add approach produces the desired con-
volution results in (14.1). Under the assumption txjaf = O for n < O, we have from (14.5) that

(o)

X[ =Y x[n—rL] (14.8)
2
Then, invoking basic properties of the linear convolution, we have

yin = h[n]*x[n]:h[n]*i)x,[n—rL]

00 00

- ;h[n] *X [N—rL] = ;yr[n]

(14.9)

DFT realization of step (2): Recall that the DFT approach to linear convolution amounts to computing

a circular convolution. To ensure that the circular and linear convolutions are equivalent, the DFT length,
sayN, should be sufficiently large and the data must be appropriately zero-padded. Specifically, based on
Section 6.5, we may proceed as follows

e Set DFT length toN > L 4+ P —1 (usually a power of 2)

e Compute (once and store result)

H[k] = FFTn{h[O],...,h[P—1],0,...,0} (14.10)

e Forr=0,1,2, ..., compute
X[k = FFTn{X[O],...,%[L—1],0,...,0} (14.12)
yr[n] = IFFTN{H KX [K]} (14.12)

Often, the value oN is selected as the smallest power of 2 that meets the above condition.

Computational complexity: The computational complexity of the overlap-add method can be evaluated
as follows. For each block df input samples, we need

° %IogzN multiplications to compute; [k] in (14.11)
e N multiplications to computéi [K]X; [k] in (14.12)
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o %IogzN multiplications to computg; [n] in (14.12)

for a total ofNlog, N + N multiplications pelL input samples. Assuming = L for simplicity, we may set
N = 2L. The resulting complexity of the overlap-add method is then

2log,L+4

multiplications per input sample. Linear filtering based on (14.1) reqRiresltiplications per input sample.
Thus, a significant gain may be expected whRen L is large (e.gL = 1024= 2log,L +4 =24 < L.

Example 14.1: Overlap-add

» The overlap-add process is depicted in Figures 14.2 and 14.3. The top part of Figure 14.2 shows the FIR
filter h[n] as well as the input signaln|, supposed to be semi-infinite (right-sided). The three bottom
parts of Figure 14.2 show the three first blocks of the in@(n], x1[n] andxz[n]. Figure 14.3 shows the
result of the convolution of these blocks whm]. Notice that the convolution results are longer than the
original blocks. Finally, the bottom plot of Figure 14.3 shows the reconstructed output signal obtained

by adding up the overlapping blockgn].

<

h[n]
1 L T 1
| |
0.5 { \ \ s
| |
ITTT . l ¢ . . l ¢ . .
0 5 10 15 20X 25 30 35 40
T T 1 T T 1 T T
okt Tt L ettt AER TR PR
‘ s | Ll | s .
-2 | | |1 | A[”] | |1 | |
2O 5 10 15 20 © 25 30 35 40
T T ‘\ T T ‘\ T T
| |
07‘,TTT.“‘... .‘...............‘..............4
| |
-2 | | I | x[”] | I | |
lO 5 10 15 201 25 30 35 40
T T 1 T T 1 T T
OF............ .:.TTIIT?‘ .TT:..............4
| L
-1 | | I | <t | I | |
0 5 10 15 202" 25 30 35 40
T T 1 T T 1 T T
OF.. ® 0 0 0 0 0 0 0 o o .:. ® © 6 0 0 0 0 0 0 0 o o ..:I T TT.L Py ,T,. —
| | il i
-1 | | | | | | | |
0 5 10 15 20 25 30 35 40

Fig. 14.2 lllustration of blocking in the overlap-add method. Top: the FIR fitig; Below:
the input signak[n| and different blocks; [n].

(© B. Champagne & F. Labeau

Compiled November 24, 2004



14.1 Block FIR filtering 263

AL
2 | T T T
111 ‘ ‘
| |
OILT T,"LLL*:‘..............:..............A
| |
-2 | | |1 | | |1 | |
0 5 10 15 20Y,[n 25 30 35 40

2 T T T

0,...............,MHM,im“,m,.......m

2 5 10 15 20 yInl 25 20 3 20
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Fig. 14.3 lllustration of reconstruction in the overlap-add method. Top: several bipgks
after convolution; Bottom: the output signgh| .
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14.1.2 Overlap-save method (optional reading)
This method contains the following steps:

(1) Blocking of input data iroverlappingblocks of length_, overlapping byP — 1 samples:

) (14.13)
0 otherwise

xin+r(L-P+1)—P+1 0<n<L,
x[n] =
(2) For each input block, compute thepoint circular convolution with the FIR filter impulse response
h[n]:
Ye[n] = hin[@ X [n] (14.14)

Note that each blocl[n] is still of lengthL. Since this circular convolution does not respect the
criterion in (6.63), there will be time-aliasing. By referring to the example in Figure 6.12, one sees
that the firstP — 1 samples of this circular convolution will be corrupted by aliasing, whereas the
remainingL — P+ 1 will remain equal to the true samples of the corresponding linear convolution
X [n] = h[n].

(3) Form the output signal by adding the shifted filtered blocks after discarding the ldadihgamples
of each block:

y[n] = iyr[n—r(L—PJr Dj(un—P—-r(L—P+1)]—un—-L—-r(L—P+1)]) (14.15)

Example 14.2: Overlap-save

» The overlap-save process is depicted in Figures 14.4 and 14.5. The top part of Figure 14.4 shows the
FIR filter h[n] as well as the input signa(n]. The three bottom parts of Figure 14.4 show the three first
blocks of the inpukg[n], x1[n] andxz[n]. Figure 14.5 shows the result of the circular convolution of these
blocks withh[n]. Notice that the convolution white dots correspond to samples corrupted by aliasing.
Finally, the bottom plot of Figure 14.5 shows the reconstructed output signal obtained by adding up the
blocksy; [n] after dropping the aliased samples. |

14.2 Frequency analysis via DFT/FFT

14.2.1 Introduction

The frequency content of a discrete-time sigxa] is defined by its DTFT:

X(w) = i xnje 1 we [-m T, (14.16)

n=—oo

As pointed out in Chapter 6, the practical computatioiX @) poses the several difficulties:

e an infinite number of mathematical operations is needed (the summatiom @vénfinite and the
variablew is continuous).
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265

°fmm .

| lH‘T ‘r-...,le‘ i
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Fig. 14.4 lllustration of blocking in the overlap-save method. Top: the FIR flifef; Below:

the input signak[n] and different blocks [n].
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Fig. 14.5 lllustration of reconstruction in the overlap-save method. Top: several bippks
after convolution; Bottom: the output signah] .
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e all the signals samplegn| from —co to co must be available
Recall the definition of the DFT

X[K] —Nij[n]ej‘*’K”, ke{0,1,...,N—1} (14.17)

wherewy = 21k/N. In practice, the DFT is often used as an approximation to the DTFT for the purpose of
frequency analysis. The main advantages of the DFT over the DTFT are

¢ finite number of mathematical operation
¢ only a finite set of signal samplef| is needed

If x[n] =0 for n < 0andn > N, then the DFT and the DTFT are equivalent concept. Indeed, as we have
shown in Chapter 6, there is in this case a 1-to-1 relationship between the DFT and the DTFT, namely:

X[K] = X () (14.18)
N-1
X(w) = kZO X[KIP(w— wx) (14.19)

whereP(w) is an interpolation function defined in (6.18).

In general, however, we are interested in analyzing the frequency content of a)gignahich is not a
priori time-limited. In this case, the DFT only provides an approximation to the DTFT. In this Section:

e We investigate in further detail the nature of this approximation;

e based on this analysis, we present and discuss modifications to the basic DFT computation that lead
to improved frequency analysis results.
14.2.2 Windowing effects

Rectangular window: Recall the definition of a rectangular window of len@th

A1 0<n<N-1
weln] = { 0, otherwise (14.20)

The DTFT ofw[n] will play a central role in our discussion:

Nl i ieN_1)/2 SIN(WN/2)
Wk(w) = ZJe jon _ g-je(N 1)/27sin(w/2)

n—=

(14.21)

The corresponding magnitude spectrum is illustrated in Figure 14.6 fdt thd 6. Note the presence of:

e a main lobe with

Ao = ZW” (14.22)

¢ sidelobes with peak a amplitude of about 0.22 (-13dB)
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0.8 q

magnitude (dB)

0.4r q

0 1
- -T2 0 w2 us
frequency w

Fig. 14.6 Magnitude spectrum dfl = 16 point rectangular window (linear scale)

Relation between DFT and DTFT: Define the windowed signal
y[n] = wg[n|x[n] (14.23)
TheN-point DFT of signak[n] can be expressed as the DTFTypf]|:

N—-1 _
X[k = Z)x[n]e"“*“
- in[n]x[n]e*M"
=Y e = V(e (14.24)

whereY (w) denotes the DTFT ofin]. The above shows that the DFT can be obtained by uniformly sampling
Y (w) at the frequencie® = .

Nature of Y(w): Sincey[n] is obtained as the product gfn] andwg[n|, we have from the multiplication
property of the DTFT (Ch. 3) that
Y(w) = DTFT{wg[n|x[n]}
1 Tt
= = / X (@)W (@— ¢)do (14.25)
T/ -n

That is,Y (w) is equal to the circular convolution of the periodic functiddg w) andX (w). When comput-
ing theN-point DFT of the signak[n|, the windowing ofx[n] that implicitly takes place in the time-domain
is equivalent to the periodic convolution of the desired speciXm) with the window spectruriz(w).
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Example 14.3:

» Consider the signal ‘
Xn=e% nez
where0 < 6 < mtfor simplicity. The DTFT ofx[n] is given by

X(w) =21 i Oa(w— B8 — 21K)

k=—o

In this special case, equations (14.24)- (14.25) yield

XK = o [ X(O\Wh(ox ~ 91do=Wh(cx - 0)

:E[.in

Thus, the DFT valueX[k] can be obtained by uniformly sampling the shifted window specthw —
0) at the frequencie® = o <

Effects of windowing: Based on the above example and taking into consideration the special shape of the
window magnitude spectrum in Figure 14.6, two main effects of the time-domain windowing on the original
DTFT spectrunX(w) may be identified:

e Due to non-zero width of the main lobe in Figure 14.6, local smearing (or spreading) of the spectral
details inX(w) occur as a result of the convolution wilk(w) in (14.25). This essentially corre-
sponds to a loss of resolution in the spectral analysis. In particular, X&ay contains two narrow
peaks at closely spaced frequendigsand6,, it may be thaty (w) in (14.25) only contains a single
wider peak at frequencif; + 6,) /2. In other words, the two peaks will merge as a result of spectral
spreading. The resolution of the spectral analysis with DFT is basically a function of the window
width Aw = 21/N. Thus resolution can be increased (de smaller) by increasiniyl.

e Due to the presence of sidelobes in Figure 14.6, spectral leakag@danwill occur as a result of
the convolution withA\r(w) in (14.25). For instance, evenXf(w) = 0 in some band of frequency,

Y (w) will usually not be zero in that band due to the trailing effect of the sidelobes in the convolution
process. The amount of leakage depends on the peak sidelobe level. For a rectangular winodw, this is
fixed to -13dB.

Improvements: Based on the above discussion, it should be clear that the results of the frequency analysis
can be improved by using a different type of window, instead of the rectangular window implicit in (14.24).
Specifically:

X[k = Ni:w[n]x[n]e‘j“"”, ke {0,1,...,N—-1} (14.26)

wherew|n] denotes an appropriately chosen window. In this respect, all the window functions introduced in
Chapter 9 can be used. In selecting a window, the following approach might be taken:

e Select window so that peak sidelobe level is below acceptable level.

e Adjust window lengthN so that desired resolutiofiw is obtained. For most windows of interest
Aw = cte/N wherectedepends on the specific window type.

The trade-offs involved in the selection of a window for spectral analysis are very similar to those use in the
window method of FIR filter design (Ch. 9).

(© B. Champagne & F. Labeau Compiled November 24, 2004



270




271

References

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]
[10]

[11]

[12]

Analog Devices Inc., Norwood, MATIgerSHARC DSP Microcomputer Preliminary Technical data
2002.

Ashok Bindra. Novel architectures pack multiple dsp cores on-cEiectronic Design December
2001.

Yu Hen Hu, editor.Programmable Digital Signal Processors: Architecture, Programming and Appli-
cations Marcel Dekker, 2002.

Emmanuel C. Ifeachor and Barrie W. Jenlidgital Signal Processing, a practical approacBrentice-
Hall, New Jersey, 2nd edition edition, 2002.

Phil Lapsley, Jeff Bier, Amit Shoham, and Edward A. L&¥SP Processor Funcamentals: Architec-
tures and FeaturedEEE Press, 1997.

Ravi A. Managuli and Yongmin Kim. VLIW processor architectures and algorithm mappings for DSP
applications. In Hu [3], chapter 2.

James H. McClellan, Ronald W. Schafer, and Mark A. Yode6P First: a multimedia approach
Prentice-Hall, 1998.

Sanjit K. Mitra. Digital Signal Processing, a computer-based approathcGraw-Hill, 2nd edition
edition, 2001.

Motorola, Inc., Denver, CODSP56300 Family ManuaR000.

Allan V. Oppehneim, Ronald W. Schfafer, and J. R. Bublscrete-Time Signal Processingrentice-
Hall, New Jersey, 2nd edition edition, 1999.

John G. Proakis and Dimitris G. Manolaki®igital Signal Processing, Principles, algorithms and
applications Prentice-Hall, 3rd edition edition, 1996.

Russell Tessier and Wayne Burleson. Reconfigurable computing and digital signal processing: Past,
present and future. In Hu [3], chapter 4.

[13] Texas Instruments, Houston, TXMS320C6204 Data She@000.






