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Test for Efficient Increase/ Decrease Factors for
Resilient Backpropagation using Combustion
Engine Vibration Signals

N. D. Liyanagedera, A. Ratnaweera, D. |. B. Randeniya

Abstract - Resilient backpropagation is a recently enging
neural network with a high potential. This neural nebrk is
capable of handling a network structure with a largeimber of
input nodes which many other networks fail. This islaeved
based on the way the weights are updated in the atigm.
Resilient backpropagation uses two constant valuescrdase
factor [p~] and increase factorfj*] to update the weights and to
get the optimal solution. This experiment checks tnfind how
the neural network performs when different values weunsed for
these constants. The training, testing and validatiof the neural
networks were done using vibration signal data cotkxt from a
combustion engine corresponding to 16 different fau
combinations available in the combustion engine. &h
performances of the networks were compared using msguare
error, time and epoch. The final results indicatadt, when the
decrease factor is in the range of 0.5 to 0.6 angew the increase
factor is in the range of 1.2 to 1.3 the resiliebaickpropagation
algorithm has the best performance.

Index terms — Resilient Backpropagation Algorithm,
Increase/Decrease Factor, Combustion Engine, Vibratio
Signals.

. INTRODUCTION

Machinery fault diagnosis [1] using collected datam a
machine is currently an active research area. Fetétction
of an internal combustion engine [2] is one sucttance
and data collected from engine oil analysis [3hast gas
analysis and vibration signal analysis [4] can beduin such
experiments. Vibration signals collected from a bostion
engine [Figure 1] was used as the data for thisareh. The
collected vibration signals were modified accordingthe
needs of the research and Fourier transformatiagquf€ 2]
was one such modification. The relationship betwdata
collected from a mechanical device and the chariatits
of that device is very complex and non linear. Tapnsuch
a highly non linear relationship, the use of expstems
like neural networks can be of high value [5] amraé
networks have the ability to map two data sets na
complex non linear relationship. [6]. Few reseaschave
been done to detect faults in a combustion endinesuch
researches are limited to a small area becausehef
complexity of the data. The recently published pajp@
talks about several faults that could be availaiea
combustion engine,
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but the neural network detects a single fault whely that
fault is available in the machine. This has majoacfical
limitations because, for a 4 fault environment I&gible
fault combinations are available and assuming, givan
instance the engine can have only one fault wighhi
reduce the usefulness of the developed system. ewhil
improving such weakness, this research concentrates
studying several faults in a combustion engine detécting
any fault combination among the selected faults.

This experiment was conducted using vibration dgyna
collected from a combustion engine. The resultssshn
this paper is related with the work done and phblisin the
past. The following part briefly explains the pas&irk as it
is important for the results in this paper as wlhon linear
relationship between an internal combustion engamel
vibration signals obtained from the engine [FigBlewas
assumed. This relationship was proved with the afich
neural network model. [8] The relationship was adstor
four faults in the combustion engine and they wezaring,
fan imbalance, parallel misalignment and angular
misalignment. Vibration signals were obtained fdir 6
types of fault combinations such as, for no faahdition
and for all instances of 1 error, 2 errors, 3 eramd 4 errors
situations. The neural network training [Figure #sting
and validation was done for the vibration signatiected
from the engine. The developed system was capable o
detecting any combination of the selected faultenvhsing

a set of new vibration signals.
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Figure 1. Vibration pattern for the faults combination
of bearing, parallel misalignment and angular
misalignment
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17 ; . ; ; the implementations, major problem solving mechasis
are similar in all those algorithm types. Althouggsilient
backpropagation works very efficiently under certai
conditions, practical use is limited due to the ptewity of
the implemented algorithm. Compared to other neural
networks, resilient backpropagation is fairly reten
introduced and some pre assumed constant valuassade
in the implementation which are introduced by tleogle
who published this neural network. Namely decrdaseor
[n~] and increase facton{] are two such constants used in
the algorithm and in this part of the research wecentrate
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[ on those two constants. We have a question abasieth

J '\ constant values because, although these valuesbean
= ,I\R_. |t Baeg ) directly used, if the algorithm user wants, he define his
u 50 100 1e0 =au L own set of constant values which will be used tdaip the
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Figure 2: Fourier transformed vibration pattern for the

faults combination of bearing, parallel misalignment,

angular misalignment

There are many types of neural networks with déffier
types of algorithms that can be used for a seledtadset.
[9] But the performance of each algorithm will vaaynd
depends on the characteristics of the dataset amdelach
algorithm seeks the optimal solution. This produbtesneed
for finding the most suitable neural network witle thighest
performance for a given data set. [10],[11] As tlest step
in ?he research, engine vibration signals wereetkedor Il RESILIENT BACK PROPAGATION NEURAL
various types of neural networks to compare the

performances and to find the most suitable newdlaork to - _NETWORK . _
detect faults in a combustion engine. Among manyraie Resilient backpropagation neural network is pratitc

networks tested, four networks outperformed themttand More useful when handling a network structure \aitlarge
those four were taken for the final testing. Restl NuUmber of input nodes and relatively a small numokr
Backpropagation, Scaled Conjugate Gradient, Levepbe output nodes. [12] Because- of thg large numbernpfiti
Marquardt and BFGS Quasi-Newton were the four rieur§odes, a large number of weights will be theregaipdated
networks used for the final performance compariga@] (EQu 1) and other neural networks have practicaitdtion
All four networks were tested for fault detectiof the dU€ to the large internal matrices they need tatereVhen
combustion engine. The performance of each of theat ONly @ few number of outputs are available, heavy
network was measured using Mean Squared Error (Msé)alculatlons done in other algorithms are insigaifit to the
Time, Sum Squared Error (SSE), Mean Absolute Errdinal result. _ _ . .
(MAE) and Epoch. According to the results obtainedResilient backpropagation algorithm will avoid taeseavy
Resilient Backpropagation had the best performance. useless calculations by only considering the sigrthe
Resilient backpropagation neural network [13] is aferivative gnd it will not consider the _magnltudaelsome
improved version of a normal back propagation algor Other algorithms. (Equ 4) Based on this sign,
and currently there are several versions of regilie
backpropagations. Although there are slight déffeses in

weights. [14] This research checks for the mostieffit set

of constant values to be used in the algorithmpdate the
weights, by studying the performance of the albonitfor
instances where differently weighted constant \&luere
used. This is possible to be done based on prdyigamed
knowledge. That is, the possibility of using a rmuretwork

to handle engine Vvibration signals and resilient
backpropagation network performing better than matiwer
tested neural networks for the selected data.
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Figure 3: Comparison of Fourier transformed vibration patternsfor the faults combinations of, (i) parallel
misalignment (ii) bearing & fan imbalance, (iii) bearing, fan imbalance & angular misalignment

Published By:
46 Blue Eyes Intelligence Engineering
& Sciences Publication Pvt. Ltd.




Inter national Journal of Soft Computing and Engineering (1JSCE)

Output layer

Hidden layer

Input layer

N » Yi — > 1
Figure4: Artificial Neural Network model.

the weight update will be done and for the two a@nses,
two constant values are considered when the caiontaare
done to determine the amount that each weight neets
updated. (Equ 2) These two constants are knovimcesase
factor [n*] and decrease factomf]. If the sign of the
gradient does not change in the next step, incréaster
will be used to update the weights and if thera change in
the sign of the gradient in the next step, decré&aser will

be used to update the weights. (Equ 6)

I SSN: 2231-2307, Volume-5 Issue-5, November 2015
Exception;
Lo . ., OE O
AWij(t) = - Awij(t-1) , if m(t - 1).M(t) <0 (5

Learning rule for the Resilient Backpropagatioroaiitnm

Aij(t — 1) ,otherwise

4ij(t)= (6)

Where
oE oE
Sif = gD - 50

n~ =0.5 &n* = 1.2; are used for the general case but, user
can define these values accordingly for speciasas

As the above learning rule states, if the sign lud t
gradient does not change in the next step, thetepslaone
by 1.2 and if there is a change in the sign, thaatpis done
by 0.5 values. In each step, the weights are ugdadse on
this rule as defined by the algorithm developeB] Rut we
have tested the performance of resilient backpratiay
neural network for different values of increaseda@nd for

Although increase factor and decrease factor am tvidifferent values of decrease factor. This wouldvgibe

constants and their values are defined at the begjnthe
user has the freedom to initialize these two vahezording
to the needs of the system to get an optimal soiuti
Because, all the weight updates are done basedexe t
constants, it's important to select the best valioeshese
two constants to get an optimal solution form theural
network. This research test on this condition and to
check how the neural network works for differerpeag of
constant values.

Resilient back propagation learning rules are gilzeliow
and it shows the procedure used in each step tateigte
weights in the neural network. [12], [13]

wij(t+1)=wij(t)+4wij(t) (1)

In regular gradient descent,

AWij() = =030 (2)

With momentum;

AWIj() = =0 5 0 + pawij(-1) (3)

Weight step rule for the Resilient
algorithm (considers only the sign of the gradiand its
update value)

J+Aij(t), if = () >0
MO =9 —aijo), if =@y <o @

0, otherwise
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most suitable values to be used for increase faatmt
decrease factor.

1. MATERIALSAND METHODS

The vibration signal data collected from the contioms
engine was used in these experiments. The data
collected for four types of engine faults namelwatigg, fan
imbalance, parallel misalignment and angular nigalient
and for all possible combinations of faults, thération
signals were obtained. Altogether there were 16lt fau
combinations with their corresponding vibrationrsits and
a relationship between these two datasets wasecrefg]
Because of the nonlinear relationship between these
datasets, neural network models were used due €o th
practical impossibility in using statistical technes to
properly create boundaries to obtain 16 differerdugs
corresponding to the 16 different fault types. Whesting
for performance comparison, resilient backpropagati
outperformed several other tested neural netwgtiy. All
these tests showed a quality output provided biliees
backpropagation when engine vibration signals weses to
detect fault in the engine. The close performanadcim
between the data and the resilient backpropagateural
network allowed us to go for the next part of tesearch.
Earlier, neural network was used to test the data.now,
the data will be used to test some characteristiciitions of

was

Backpropagatiofhe neural network.

As shown under the neural network description apbove
resilient backpropagation algorithm consists of temstant
values namely decrease factgr[ and increase factonf].
(Where 0 <p~ < 1 <n* ) For the algorithm to work
properly, these two constant values need to badngiven
range. The algorithm developers statgs= 0.5 &nt = 1.2
can be used to get an optimal result [13] but, r@sylts are
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not shown to indicate if these values are the bastes. For vibration signal data into a usable format, devilgpthe
the engine vibration signal data, these two comstatues multilayer neural network and testing the algoritfuonsists
were tested in the given range and the performanegs of lengthy descriptions and they are shown in paper
checked. The test was conducted for two instandesenvin  [8][12] In past work, constant values were used lfoth
one instance, the decrease factpr] [was kept as a constantincrease factor j*] and decrease factom{] and fault
value and the increase factegi*] was changed in the range detecting ability was checked. But in this part the
starting from 1.05 to 1.7. In the next instance ificrease research, either increase factgf] or decrease facton(]
factor ;] was kept as a constant value and the decreasas changed in a selected range and the corresgpndi
factor [p~] was changed in the range from 0.1 to 0.9. Thperformances were measured. There are two advaniage
algorithm performance was measured using mean asqualoing this test. The first advantage is, the resaift be used
error (MSE), epoch & time. Lower values of thesdo further improve the development of the enginaltfa
performance indicators will indicate that the algon detecting system. The second advantage is, thégasil
performed well in those instances and increaseoffdgt’]  indicate what values are most suitable to be usmd f
and decrease facton{] values used in those instances caincrease factorrf*] and decrease facton{]. This result
be considered to be good values that can be usedilient will be useful for someone who plans to use resilie
backpropagation algorithm. backpropagation algorithm and having a problem o
Testing of all instances of the algorithm was dasing most optimal values to be used for increase fdetd} and
the engine vibration signals, where fault idengifion was decrease facton[].
the main target. The whole procedure of convertihg

Table 1. Performance Indicator Results of Resilient backpropagation neural network for changing Decr ease factor
with constant Increase factor. (1.2)

Decrease factor MSE Epoch Time (s)

0l 599 X 1012 186 22
0.2 311X 1012 156 18
0.3 4.30 X 102 104 13
0.4 3.30 X 1012 81 10
0.5 7.89 X 1012 63 7
0.6 1.28 X 101 53 6
0.7 124X 10# 45 5

0.8 5.88 X 10~ 34 4

0.9 8.96 X 10~ 29 3

Table 2. Performance Indicator Results of Resilient backpropagation neural network for changing I ncrease factor
with constant Decr ease factor. (0.5)

Increase factor MSE Epoch Time (s)
1.03 9.41 X 10-12 109 12
1.1 5.60 X 10-12 96 11
1.2 .02 X 1012 75 9
13 7.60 X 10-11 60 7
1.4 1.64 X 10° 40 5
1.5 290X 107 35 4
1.6 7.38 X 102 28 3
1.7 871X 102 19 2
V. RESULTSAND DISCUSSI ON constant value of 1.2. For the performance measuean

square error (MSE), epoch and time were takenifterdnt
Engine vibration signals and the corresponding tfauvalues of decrease factor and shown in the tafbkblg 1]
combinations were used to train, test and validdwe Plots of each of these values against the decrizaser
resilient backpropagation neural networks. Pertoroes of were also obtained. Graph [Figure 5] shows the plot
the neural networks were measured using epoch, Mebstween epoch and decrease factor. Mean squave err
Square Error (MSE) and time. The testing consi§tsvo  (MSE) changes happen in a large range and to pgyoplet
parts where, the performance of the neural netweldtive it, log(MSE) was considered and Graph [Figure I&}ves
to the increase factor and decrease factor weresure@ the plot between log(MSE) and decrease factor.pksra
separately. [Figure 7] shows the plot between time and decréader.
In the first part, the behavior of the neural nekvavas Lower values in these three plots will indicate thest
tested for changing decrease factoy™[]. To do this performance of the neural network and the corredingn
measurement properly, the increase faojdi fvas keptin a decrease factor for this instance can be obserTed.
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properly observe the behavior of these performanc
measurements, the three graphs were plotted imglesi sl ]
graph. [Figure 8] Because three different typedaih were
plotted in a single graph, without considering edata type,
all three of them were rescaled onto a range wileee
minimum value = 10 and maximum value = 90 were use
and plotted in the range from 0 to 100.

In the second part, the behavior of the neural ogtwas
tested for changing increase facton*[]. To do this
measurement properly, the decrease faetof fvas kept in 208 i

a constant value of 0.5. For the performance measoean
square error (MSE), epoch and time were takenifterdnt 25| I
values of increase factor and shown in the taflable 2]

Plots of each of these values against the incrieaser were

K 4

log (MSE)

also obtained. Graph [Figure 9] shows the plot ketw 0 o1 02z 03 04 05 06 07 08 095 1
epoch and increase factor. Mean square error (MSL, Decrease factor
changes happen in a large range and to properlyiplo Figure 6: log(M SE) vs Decrease factor for constant
log(MSE) was considered and Graph [Figure 10] shthe I ncrease factor.

plot between log(MSE) and increase factor. Grdfigure
11] shows the plot between time and increase fattmwer
values in these three plots will indicate the Ipesformance
of the neural network and the corresponding in@dastor 20l _
for this instance can be observed. To properly mesthe
behavior of these performance measurements, these thr
graphs were plotted in a single graph. [Figure B&tause 151 .
three different types of data were plotted in al&mgraph, %
without considering each data type, all three efmhwere £
rescaled onto a range where the minimum value arkD 10 1
maximum value = 90 were used and plotted in thegean
from 0O to 100.

The graph [Figure 8] indicates how resilient
backpropagation neural network behaves for diffevaiues
of decrease factor. When considering the minimuitones ) L L L L
of the three plots, the priority should be giverctmsidering 0 01 02 03 04 05 06 07 08 09 1
the minimum value of mean square error (MSE). Tikis Decrease factor
because, the plot is done using log(MSE) and femall  Figure 7: Time vs Decrease factor for constant Increase
change in a log value the actual value changerig high. factor.
Because of this condition, best value for the desmeactor

100

should be selected from the range where log(MSE]} the
lowest level. 90 .
200 T T T T T T T T T ant A
180+ *\\ 1 70+ .
160+ - 60 E
40+ - 50F E
120 1 40 ]
8 100 - i 1
L
ol | 20 5
il | 10+ .
E] 1 1 1 i 1 i 1 1 ]
40F - 0 0.1 02 0.3 04 045 06 0.7 0.8 0.9 1
Decreasze Factor
20+ .
Figure 8: Epoch, log(M SE), Time vs Decr ease factor for

U 1 1 1 1 1 1
0 01 02 03 04 05 06 07 08 09 1 constant Increase factor.

Decrease factor

Based on the log(MSE) vales, the decrease factoe va

Figure 5: Epoch vs Decrease factor for constant Increase  the range 0.1 to 0.6 looks suitable. Now we careiage the
factor. accuracy of selecting the best decrease factorevaly

looking at the plots of epoch and time. The plbepoch
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and the plot of time, both have a similar behaviol 120

continually decreasing in value from start to eBdt based

on the results of log (MSE) we only check the rafidgeto 100 4\

0.6. In this range, the minimum values for epoot &ime \
can be obtained when considering the decreaser factbe \
range from 0.5 to 0.6. When considering all three 8 \xk

performance indicators, we can see that the rasilie S
backpropagation algorithm has the best performavioen '
the decrease factor is in the range of 0.5 to 0.6.

The graph [Figure 12] indicates how resilient
backpropagation neural network behaves for diffevatues 40r
of increase factor. When considering the minimutues: of
the three plots, the priority should be given tmsidering
the minimum value of mean square error (MSE). Tikis
because, the plot is done using log (MSE) and afsmall
change in a log value, the actual value changeiig kigh. 3 32 13 a4 15 8 17 18 18
Because of this condition, best value for the iaseefactor Increase factor
should be selected from the range where log(MSEj} the
lowest level. Based on the log(MSE) vales, the dase
factor value in the range 1.05 to 1.3 looks suéablow we
can increase the accuracy of selecting the bestase
factor value by looking at the plots of epoch ainadet The
plot of epoch and the plot of time, both have ailsim
behavior continually decreasing in value from starend.
But based on the results of log(MSE) we only chéwk
range 1.05 to 1.3. In this range, the minimum ealior
epoch and time can be obtained when considering tl m
increase factor in the range from 1.2 to 1.3. Whe =
considering all three performance indicators, we @ that 2
the resilient backpropagation algorithm has thetbe: gl
performance when the increase factor is in thegafgl.2
to 1.3.

60 -

E o
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o
w

Figure 9: Epoch vsIncrease factor for constant Decrease
factor.

A0k
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V. CONCLUSION
The objective of this study is to test the perfonge of

1 1
resilient backpropagation neural network for difer values 1 11 12 13 14 15 16 17 18 19
of increase factor and decrease factor. This Wilaus to Increase factor

identify the most suitable values to be used ferititrease Figure 10: log(M SE) vs Increase factor for constant
factor and decrease factor, allowing us to getntlagimum Decrease factor.

performance out of resilient backpropagation athomi A 15 i ; ; : , ; : :
combustion engine fault detection system was usetha
test system for this. Engine vibration signals &nd types
of engine faults were used as the data for thitesysAs the
performance indicators, mean square error, timeeguth G'\
were used. When considering all three performanc \\
indicators, we can see that the resilient backpyatien \\Q
algorithm had the best performance when the deerea _. N
factor [p~] was in the range of 0.5 to 0.6 when increas¢ = %
factor was kept as a constant. Similarly, when e&se = \Q\

factor was kept as a constant, the resilient bagqgation b

algorithm had the best performance when the ineréssor ar B

[n*] was in the range of 1.2 to 1.3. Increase factod a -
decrease factor are values used to update the twergbach \\9\\
step in the neural network. The weight update és rifain 0
activity in a neural network to obtain the optinsallution.
This indicates the value of using the best increfastor 0 ! ! ! ! ! ! ! !
value and decrease value when implementing resiliel LI Inzr:ase f;CfDr LA
backpropagation.

Figure 11: TimevsIncrease factor for constant Decrease
factor.
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Figure 12: Epoch, log(M SE), Time vs I ncrease factor for
constant Decr ease factor.

The results obtained in this experiment will dependhe
characteristics of the engine vibration signals amdthe
characteristics of the algorithm used. The resolitined
from this work can be very helpful for the engireulf
detection system as well. When the resilient
backpropagation algorithm gives its best perforrearit
would increase the quality and the efficiency af #imgine
fault detection system. And also, the knowledgeaiied
about the values to be used as increase factodecr@ase
factor can be used by anyone who plans to useiemsil
backpropagation neural network in their work, éyrhave a
doubt about what values to be used. For such pebfde
result can be used as a starting guideline and ago f
necessary modifications based on the characterisfitheir
own data.
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