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Abstract - Resilient backpropagation is a recently emerging 
neural network with a high potential. This neural network is 
capable of handling a network structure with a large number of 
input nodes which many other networks fail. This is achieved 
based on the way the weights are updated in the algorithm. 
Resilient backpropagation uses two constant values, decrease 
factor [��] and increase factor [��] to update the weights and to 
get the optimal solution. This experiment checks on to find how 
the neural network performs when different values were used for 
these constants. The training, testing and validation of the neural 
networks were done using vibration signal data collected from a 
combustion engine corresponding to 16 different fault 
combinations available in the combustion engine. The 
performances of the networks were compared using mean square 
error, time and epoch. The final results indicate that, when the 
decrease factor is in the range of 0.5 to 0.6 and when the increase 
factor is in the range of 1.2 to 1.3 the resilient backpropagation 
algorithm has the best performance. 

 
Index terms – Resilient Backpropagation Algorithm, 

Increase/Decrease Factor, Combustion Engine, Vibration 
Signals. 

I. INTRODUCTION 

Machinery fault diagnosis [1] using collected data from a 
machine is currently an active research area. Fault detection 
of an internal combustion engine [2] is one such instance 
and data collected from engine oil analysis [3], exhaust gas 
analysis and vibration signal analysis [4] can be used in such 
experiments. Vibration signals collected from a combustion 
engine [Figure 1] was used as the data for this research. The 
collected vibration signals were modified according to the 
needs of the research and Fourier transformation [Figure 2] 
was one such modification. The relationship between data 
collected from a mechanical device and the characteristics 
of that device is very complex and non linear. To map such 
a highly non linear relationship, the use of expert systems 
like neural networks can be of high value [5] as neural 
networks have the ability to map two data sets having a 
complex non linear relationship. [6]. Few researches have 
been done to detect faults in a combustion engine, but such 
researches are limited to a small area because of the 
complexity of the data. The recently published paper [7] 
talks about several faults that could be available in a 
combustion engine, 
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 but the neural network detects a single fault when only that 
fault is available in the machine. This has major practical 
limitations because, for a 4 fault environment 16 possible 
fault combinations are available and assuming, at a given 
instance the engine can have only one fault will highly 
reduce the usefulness of the developed system. While 
improving such weakness, this research concentrates on 
studying several faults in a combustion engine and detecting 
any fault combination among the selected faults.  

This experiment was conducted using vibration signals 
collected from a combustion engine. The results shown in 
this paper is related with the work done and published in the 
past.  The following part briefly explains the past work as it 
is important for the results in this paper as well. A non linear 
relationship between an internal combustion engine and 
vibration signals obtained from the engine [Figure 3] was 
assumed. This relationship was proved with the aid of a 
neural network model. [8] The relationship was tested for 
four faults in the combustion engine and they were bearing, 
fan imbalance, parallel misalignment and angular 
misalignment. Vibration signals were obtained for all 16 
types of fault combinations such as, for no fault condition 
and for all instances of 1 error, 2 errors, 3 errors and 4 errors 
situations. The neural network training [Figure 4], testing 
and validation was done for the vibration signals collected 
from the engine. The developed system was capable of 
detecting any combination of the selected faults when using 
a set of new vibration signals.  

 

Figure 1:  Vibration pattern for the faults combination 
of bearing, parallel misalignment and angular 

misalignment  
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Figure 2: Fourier transformed vibration pattern for the 

faults combination of bearing, parallel misalignment, 
angular misalignment 

There are many types of neural networks with different 
types of algorithms that can be used for a selected dataset. 
[9] But the performance of each algorithm will vary and 
depends on the characteristics of the dataset and how each 
algorithm seeks the optimal solution. This produces the need 
for finding the most suitable neural network with the highest 
performance for a given data set. [10],[11] As the next step 
in the research, engine vibration signals were tested for 
various types of neural networks to compare the 
performances and to find the most suitable neural network to 
detect faults in a combustion engine. Among many neural 
networks tested, four networks outperformed the others and 
those four were taken for the final testing.  Resilient 
Backpropagation, Scaled Conjugate Gradient, Levenberg-
Marquardt and BFGS Quasi-Newton were the four neural 
networks used for the final performance comparison. [12] 
All four networks were tested for fault detection of the 
combustion engine. The performance of each of the neural 
network was measured using Mean Squared Error (MSE), 
Time, Sum Squared Error (SSE), Mean Absolute Error 
(MAE) and Epoch. According to the results obtained, 
Resilient Backpropagation had the best performance.  

Resilient backpropagation neural network [13] is an 
improved version of a normal back propagation algorithm 
and currently there are several versions of resilient 
backpropagations.  Although there are slight differences in 

the implementations, major problem solving mechanisms 
are similar in all those algorithm types. Although resilient 
backpropagation works very efficiently under certain 
conditions, practical use is limited due to the complexity of 
the implemented algorithm. Compared to other neural 
networks, resilient backpropagation is fairly recently 
introduced and some pre assumed constant values are used 
in the implementation which are introduced by the people 
who published this neural network. Namely decrease factor 
[��] and increase factor [��] are two such constants used in 
the algorithm and in this part of the research we concentrate 
on those two constants. We have a question about these 
constant values because, although these values can be 
directly used, if the algorithm user wants, he can define his 
own set of constant values which will be used to update the 
weights. [14] This research checks for the most efficient set 
of constant values to be used in the algorithm to update the 
weights, by studying the performance of the algorithm for 
instances where differently weighted constant values were 
used. This is possible to be done based on previously gained 
knowledge. That is, the possibility of using a neural network 
to handle engine vibration signals and resilient 
backpropagation network performing better than many other 
tested neural networks for the selected data.  
 

II. RESILIENT BACKPROPAGATION NEURAL 
NETWORK 

Resilient backpropagation neural network is practically 
more useful when handling a network structure with a large 
number of input nodes and relatively a small number of 
output nodes. [12] Because of the large number of input 
nodes, a large number of weights will be there to be updated 
(Equ 1) and other neural networks have practical limitation 
due to the large internal matrices they need to create. When 
only a few number of outputs are available, heavy 
calculations done in other algorithms are insignificant to the 
final result.  
Resilient backpropagation algorithm will avoid these heavy 
useless calculations by only considering the sign of the 
derivative and it will not consider the magnitude like some 
other algorithms. (Equ 4)  Based on this sign,  

 
Figure 3: Comparison of Fourier transformed vibration patterns for the faults combinations of, (i) parallel 

misalignment (ii) bearing & fan imbalance, (iii) bearing, fan imbalance & angular misalignment
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Figure 4: Artificial Neural Network model. 

the weight update will be done and for the two instances, 
two constant values are considered when the calculations are 
done to determine the amount that each weight needs to be 
updated. (Equ 2)  These two constants are known as increase 
factor [�� ] and decrease factor [�� ]. If the sign of the 
gradient does not change in the next step, increase factor 
will be used to update the weights and if there is a change in 
the sign of the gradient in the next step, decrease factor will 
be used to update the weights. (Equ 6) 

Although increase factor and decrease factor are two 
constants and their values are defined at the beginning, the 
user has the freedom to initialize these two values according 
to the needs of the system to get an optimal solution. 
Because, all the weight updates are done based on these 
constants, it’s important to select the best values for these 
two constants to get an optimal solution form the neural 
network. This research test on this condition and try to 
check how the neural network works for different types of 
constant values.  

Resilient back propagation learning rules are given bellow 
and it shows the procedure used in each step to update the 
weights in the neural network. [12], [13] 

wij(t+1)=wij(t)+∆wij(t)   (1) 

In regular gradient descent, 

∆wij(t) = −� ����	
(t)   (2) 

With momentum; 

∆wij(t) = −� ����	
(t) + µ∆wij(t-1)   (3) 

Weight step rule for the Resilient Backpropagation 
algorithm (considers only the sign of the gradient and its 
update value) 

∆wij(t) = 

��

��+������, ��	 ����	
 ��� > 0	−������, ��	 ����	
 ��� < 00, ��ℎ�� �!�

"      (4) 

Exception; 

∆wij(t) =  - ∆wij(t-1) , ��	 ����	
 �� − 1�. ����	
 ��� < 0    (5) 

Learning rule for the Resilient Backpropagation algorithm 

������= %	��.		����� − 1�		, ��	!&' > 0	��.		����� − 1�		, ��	!&' < 0	����� − 1�			, ��ℎ�� �!� "      (6) 

Where  

!&'  = 
����	
(t-1) .  

����	
(t) 
 �� = 0.5 & �� = 1.2; are used for the general case but, user 
can define these values accordingly for special cases.                  

As the above learning rule states, if the sign of the 
gradient does not change in the next step, the update is done 
by 1.2 and if there is a change in the sign, the update is done 
by 0.5 values. In each step, the weights are updated base on 
this rule as defined by the algorithm developer. [13] But we 
have tested the performance of resilient backpropagation 
neural network for different values of increase factor and for 
different values of decrease factor. This would show the 
most suitable values to be used for increase factor and 
decrease factor. 

III. MATERIALS AND METHODS 

The vibration signal data collected from the combustion 
engine was used in these experiments. The data was 
collected for four types of engine faults namely bearing, fan 
imbalance, parallel misalignment and angular misalignment 
and for all possible combinations of faults, the vibration 
signals were obtained. Altogether there were 16 fault 
combinations with their corresponding vibration signals and 
a relationship between these two datasets was created. [8] 
Because of the nonlinear relationship between these two 
datasets, neural network models were used due to the 
practical impossibility in using statistical techniques to 
properly create boundaries to obtain 16 different groups 
corresponding to the 16 different fault types. When testing 
for performance comparison, resilient backpropagation 
outperformed several other tested neural networks. [12] All 
these tests showed a quality output provided by resilient 
backpropagation when engine vibration signals were used to 
detect fault in the engine. The close performance match 
between the data and the resilient backpropagation neural 
network allowed us to go for the next part of the research. 
Earlier, neural network was used to test the data. But now, 
the data will be used to test some characteristic conditions of 
the neural network. 

As shown under the neural network description above, 
resilient backpropagation algorithm consists of two constant 
values namely decrease factor [��] and increase factor [��].   
(Where 0 < ��  < 1 < ��  ) For the algorithm to work 
properly, these two constant values need to be in the given 
range. The algorithm developers states  �� = 0.5 & �� = 1.2 
can be used to get an optimal result [13] but, any results are 
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not shown to indicate if these values are the best values. For 
the engine vibration signal data, these two constant values 
were tested in the given range and the performances were 
checked. The test was conducted for two instances where in 
one instance, the decrease factor [��] was kept as a constant 
value and the increase factor [��] was changed in the range 
starting from 1.05 to 1.7. In the next instance, the increase 
factor [��] was kept as a constant value and the decrease 
factor [��] was changed in the range from 0.1 to 0.9. The 
algorithm performance was measured using mean square 
error (MSE), epoch & time. Lower values of these 
performance indicators will indicate that the algorithm 
performed well in those instances and increase factor [��] 
and decrease factor [��] values used in those instances can 
be considered to be good values that can be used in resilient 
backpropagation algorithm.  

Testing of all instances of the algorithm was done using 
the engine vibration signals, where fault identification was 
the main target. The whole procedure of converting the 

vibration signal data into a usable format, developing the 
multilayer neural network and testing the algorithm, consists 
of lengthy descriptions and they are shown in papers. 
[8][12] In past work, constant values were used for both 
increase factor [�� ] and decrease factor [�� ] and fault 
detecting ability was checked. But in this part of the 
research, either increase factor [��] or decrease factor [��] 
was changed in a selected range and the corresponding 
performances were measured. There are two advantages in 
doing this test. The first advantage is, the result can be used 
to further improve the development of the engine fault 
detecting system. The second advantage is, the results will 
indicate what values are most suitable to be used for 
increase factor [�� ] and decrease factor [�� ]. This result 
will be useful for someone who plans to use resilient 
backpropagation algorithm and having a problem about the 
most optimal values to be used for increase factor [��] and 
decrease factor [��].  

Table 1. Performance Indicator Results of Resilient backpropagation neural network for changing Decrease factor 
with constant Increase factor. (1.2) 

 

Table 2. Performance Indicator Results of Resilient backpropagation neural network for changing Increase factor 
with constant Decrease factor. (0.5) 

IV. RESULTS AND DISCUSSION 

Engine vibration signals and the corresponding fault 
combinations were used to train, test and validate the 
resilient backpropagation neural networks.  Performances of 
the neural networks were measured using epoch, Mean 
Square Error (MSE) and time. The testing consists of two 
parts where, the performance of the neural network relative 
to the increase factor and decrease factor were measured 
separately.  

In the first part, the behavior of the neural network was 
tested for changing decrease factor [�� ]. To do this 
measurement properly, the increase factor [��] was kept in a 

constant value of 1.2. For the performance measure, mean 
square error (MSE), epoch and time were taken for different 
values of decrease factor and shown in the table. [Table 1] 
Plots of each of these values against the decrease factor 
were also obtained. Graph [Figure 5] shows the plot 
between epoch and decrease factor.  Mean square error 
(MSE) changes happen in a large range and to properly plot 
it, log(MSE) was considered and  Graph [Figure 6] shows 
the plot between log(MSE)  and decrease factor. Graph 
[Figure 7] shows the plot between time and decrease factor. 
Lower values in these three plots will indicate the best 
performance of the neural network and the corresponding 
decrease factor for this instance can be observed. To 
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properly observe the behavior of these performance 
measurements, the three graphs were plotted in a single 
graph. [Figure 8] Because three different types of data were 
plotted in a single graph, without considering each data type, 
all three of them were rescaled onto a range where the 
minimum value = 10 and maximum value = 90 were used 
and plotted in the range from 0 to 100.  
In the second part, the behavior of the neural network was 
tested for changing increase factor [�� ]. To do this 
measurement properly, the decrease factor [��] was kept in 
a constant value of 0.5. For the performance measure, mean 
square error (MSE), epoch and time were taken for different 
values of increase factor and shown in the table. [Table 2] 
Plots of each of these values against the increase factor were 
also obtained. Graph [Figure 9] shows the plot between 
epoch and increase factor.  Mean square error (MSE) 
changes happen in a large range and to properly plot it, 
log(MSE) was considered and  Graph [Figure 10] shows the 
plot between log(MSE)  and increase factor. Graph [Figure 
11] shows the plot between time and increase factor. Lower 
values in these three plots will indicate the best performance 
of the neural network and the corresponding increase factor 
for this instance can be observed. To properly observe the 
behavior of these performance measurements, the three 
graphs were plotted in a single graph. [Figure 12] Because 
three different types of data were plotted in a single graph, 
without considering each data type, all three of them were 
rescaled onto a range where the minimum value = 10 and 
maximum value = 90 were used and plotted in the range 
from 0 to 100. 

The graph [Figure 8] indicates how resilient 
backpropagation neural network behaves for different values 
of decrease factor. When considering the minimum values 
of the three plots, the priority should be given to considering 
the minimum value of mean square error (MSE). This is 
because, the plot is done using log(MSE) and  for a small 
change in a log value the actual value change is very high. 
Because of this condition, best value for the decrease factor 
should be selected from the range where log(MSE) is at the 
lowest level. 

 
Figure 5: Epoch vs Decrease factor for constant Increase 

factor. 
 

 

Figure 6: log(MSE) vs Decrease factor for constant 
Increase factor. 

 

Figure 7: Time vs Decrease factor for constant Increase 
factor. 

 

Figure 8: Epoch, log(MSE), Time vs Decrease factor for 
constant Increase factor. 

Based on the log(MSE) vales, the decrease factor value in 
the range 0.1 to 0.6 looks suitable. Now we can increase the 
accuracy of selecting the best decrease factor value by 
looking at the plots of epoch and time.  The plot of epoch 
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and the plot of time, both have a similar behavior 
continually decreasing in value from start to end. But based 
on the results of log (MSE) we only check the range 0.1 to 
0.6.  In this range, the minimum values for epoch and time 
can be obtained when considering the decrease factor in the 
range from 0.5 to 0.6. When considering all three 
performance indicators, we can see that the resilient 
backpropagation algorithm has the best performance when 
the decrease factor is in the range of 0.5 to 0.6.  

The graph [Figure 12] indicates how resilient 
backpropagation neural network behaves for different values 
of increase factor. When considering the minimum values of 
the three plots, the priority should be given to considering 
the minimum value of mean square error (MSE). This is 
because, the plot is done using log (MSE) and  for a small 
change in a log value, the actual value change is very high. 
Because of this condition, best value for the increase factor 
should be selected from the range where log(MSE) is at the 
lowest level. Based on the log(MSE) vales, the increase 
factor value in the range 1.05 to 1.3 looks suitable. Now we 
can increase the accuracy of selecting the best increase 
factor value by looking at the plots of epoch and time.  The 
plot of epoch and the plot of time, both have a similar 
behavior continually decreasing in value from start to end. 
But based on the results of log(MSE) we only check the 
range 1.05 to 1.3.  In this range, the minimum values for 
epoch and time can be obtained when considering the 
increase factor in the range from 1.2 to 1.3. When 
considering all three performance indicators, we can see that 
the resilient backpropagation algorithm has the best 
performance when the increase factor is in the range of 1.2 
to 1.3.  

V. CONCLUSION 

The objective of this study is to test the performance of 
resilient backpropagation neural network for different values 
of increase factor and decrease factor. This will allow us to 
identify the most suitable values to be used for the increase 
factor and decrease factor, allowing us to get the maximum 
performance out of resilient backpropagation algorithm. A 
combustion engine fault detection system was used as the 
test system for this. Engine vibration signals and four types 
of engine faults were used as the data for this system. As the 
performance indicators, mean square error, time and epoch 
were used. When considering all three performance 
indicators, we can see that the resilient backpropagation 
algorithm had the best performance when the decrease 
factor [��] was in the range of 0.5 to 0.6 when increase 
factor was kept as a constant. Similarly, when decrease 
factor was kept as a constant, the resilient backpropagation 
algorithm had the best performance when the increase factor 
[�� ] was in the range of 1.2 to 1.3. Increase factor and 
decrease factor are values used to update the weights in each 
step in the neural network. The weight update is the main 
activity in a neural network to obtain the optimal solution. 
This indicates the value of using the best increase factor 
value and decrease value when implementing resilient 
backpropagation. 

 

 
Figure 9: Epoch vs Increase factor for constant Decrease 

factor. 

 
Figure 10: log(MSE) vs Increase factor for constant 

Decrease factor. 

 

Figure 11: Time vs Increase factor for constant Decrease 
factor. 
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Figure 12: Epoch, log(MSE), Time vs Increase factor for 

constant Decrease factor. 

The results obtained in this experiment will depend on the 
characteristics of the engine vibration signals and on the 
characteristics of the algorithm used. The results obtained 
from this work can be very helpful for the engine fault 
detection system as well. When the resilient 
backpropagation algorithm gives its best performance, it 
would increase the quality and the efficiency of the engine 
fault detection system. And also, the knowledge obtained 
about the values to be used as increase factor and decrease 
factor can be used by anyone who plans to use resilient 
backpropagation neural network in their work, if they have a 
doubt about what values to be used. For such people this 
result can be used as a starting guideline and go for 
necessary modifications based on the characteristics of their 
own data.  
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