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Abstract— Genetic Algorithms are the population based search 

and optimization technique that mimic the process of natural 

evolution. Premature Convergence and genetic drift are the 

inherent characteristics of genetic algorithms that make them 

incapable of finding global optimal solution. A memetic 

algorithm is an extension of genetic algorithm that incorporates 

the local search techniques within genetic operations so as to 

prevent the premature convergence and improve performance in 

case of NP-hard problems. This paper proposes a new memetic 

algorithm where hill climbing local search is applied to each 

individual selected after selection operation. The experiments 

have been conducted using four different benchmark functions 

and implementation is carried out using MATLAB. The 

function’s result shows that the proposed memetic algorithm 

performs better than the genetic algorithm in terms of producing 

more optimal results and maintains balance between exploitation 

and exploration within the search space. 
 

Index Terms—benchmark functions, hybrid genetic 

algorithms, hill climbing, memetic algorithms.  

I. INTRODUCTION 

  Genetic algorithms are the search technique based on the 

evolutionary ideas of natural selection and genetics [1]. 

Genetic algorithms use the principles inspired by natural 

population genetics to evolve solutions to problems. They 

follow the principle of survival of fittest [2], for better 

adaptation of species to their environment. For more than four 

decades, they have been applied on wide range of 

optimization problems.  

The performance of genetic algorithms depends on the 

balancing between the exploitation and exploration 

techniques. Exploitation means to use the already available 

knowledge to find out the better solution and Exploration is to 

investigate new and unknown area in search space. The power 

of genetic algorithms comes from their ability to combine 

both exploration and exploitation in an optimal way [3]. 

Genetic algorithms are inspired from biological genetics 

model and most of its terminology has been borrowed from 

genetics.  

Each allele has a unique position on chromosome called 

locus. Genetic algorithm uses an iterative process to create a 

population. The algorithm stops, when the population 

converges towards the optimal solution. It consists of 

following steps:- 
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 INITIALIZATION: Randomly generate a population of 

N chromosomes. 

 SELECTION: Individuals are selected to create mate 

pool for reproduction according to selection methods. 

 REPRODUCTION: Crossover and mutation operators 

applied on the mate pool individuals. 

 REPLACEMENT: Individuals from old population are 

replaced by new ones according to replacement 

strategies. 

In practice, the population size is finite that influences the 

performance of genetic algorithm and leads to the problem of 

genetic drift that occurs mostly in case of multimodal search 

space. Incorporating a local search method within the genetic 

operators can introduce new genes than can overcome the 

problem of genetic drift and accelerate the search towards 

global optima [4]. A combination of genetic algorithm and a 

local search method is called as hybrid genetic algorithm or 

memetic algorithm. In hybrid genetic algorithms, knowledge 

and local search can be incorporated at any stage like 

initialization, selection, crossover and mutation. This paper 

incorporates hill climbing based local search after selection 

step, the new algorithm is proposed called as hybrid genetic 

and hill climbing algorithm (HGHCA).The proposed 

HGHCA is compared with Genetic algorithm(GA) on 

standard benchmark multimodal functions.  

The paper is organized in the following sections. In section 

2, literature review is given on different researches related to 

hybrid genetic algorithms. In section 3, memetic algorithm 

approach and hill climbing search along with their pseudo 

codes are discussed. In section 4, benchmark test functions 

considered for implementation are described. Implementation 

details and computational results are specified in section 5 

and conclusion and future work are given in section 6. 

II. RELATED WORK 

Holland [3] and David Goldberg [1] by using k armed 

bandit analogy showed that both exploration and exploitation 

are used by genetic algorithm at the same time. Due to certain 

parameters, it has been observed that, stochastic errors occur 

in genetic algorithm that leads to genetic drift [5,6]. Rakesh 

Kumar et al. proposed a novel crossover operator that uses the 

principle of Tabu search. They compared the proposed 

crossover with PMX and found that the proposed crossover 

yielded better results than PMX [7]. 

 H.A. Sanusi et al. investigated the performance of genetic 

algorithm and memetic algorithm for constrained 

optimization knapsack problem. The analysis results showed 

that memetic algorithm converges faster than genetic 

algorithm and produces more optimal result [8]. A 

comparative analysis of memetic algorithm based on hill 

climbing search and genetic algorithm has been performed for 
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the cryptanalysis on simplified data encryption standard 

problem by Poonam Garg [9].She concluded  that memetic 

algorithm is superior for finding number of keys than genetic 

algorithms. 

Antariksha [10], proposed a hybrid genetic algorithm based 

on GA and Artificial Immune network Algorithm (GAIN) for 

finding optimal collision free path in case of mobile robot 

moving in static environment filled with obstacles. She 

concluded that GAIN is better for solving such kind of 

problems. E .Burke et al. proposed a memetic algorithm that 

based on Tabu search technique to solve the maintenance 

scheduling problem. The proposed MA performs better and 

can be usefully applied to real problems [11]. Malin et al [12] 

proposed a memetic algorithm for feature selection in 

volumetric data containing spatially distributed clusters of 

informative features in neuroscience application. They 

concluded that the proposed MA identified a majority of 

relevant features as compared to genetic algorithm. 

III. METHODOLOGY 

A. Memetic Algorithm Approach 

Incorporating problem specific information in a genetic 

algorithm at any level of genetic operation form a hybrid 

genetic algorithm [13].The technique of hybridization of 

knowledge and global genetic algorithm is memetic algorithm 

(MA). MA is motivated by Dawkins notation of a meme. A 

meme is a unit of information that reproduces itself as people 

exchange ideas [14]. MA binds the functionality of GA with 

several heuristic’s search techniques like hill climbing, 

simulated annealing, Tabu search etc. A number of issues 

should be carefully addressed when an effective hybrid 

genetic algorithm is constructed .Two popular ways of 

hybridization depends on the concepts of “Baldwin effect” 

[15] and “Lamarckism” [16]. According to Baldwinian search 

strategy, the local optimization can interacts and allow the 

local search to change the fitness of individual but genotype 

itself remain unchanged. The disadvantage of Baldwinism is 

that it is slow. According to Lamarckism, the characteristics 

acquired by individual during its lifetime may become 

heritable traits. According to this approach both the fitness 

and genotype of individuals are changed during local 

optimization phase. Most of the MA is based on Lamarckism 

approach of hybridization. The proposed memetic algorithm 

incorporates hill climbing local search after selection process 

in order to increase exploitation. In the proposed approach, 

members selected using roulette wheel selection has been 

used as initial point to carry out hill climbing search. In this 

approach, each individual is improved using hill climbing 

before passing to reproduction phase. 

Algorithm 1: Proposed Hybrid Genetic Algorithm 

Procedure MA(fitfxn, psize, Pc, Pm) 

// fitfxn – fitness function to evaluate chromosome 

// psize – size of population in each generation 

// Pc – crossover probability 

// Pm – mutation probability 

// mxgen –maximum number of generations 

encode solution space  

Initialize population  

gen=1 

while (gen <= mxgen) 

     evaluate (min(fitfxn)) 

     for i = 1 to psize 

          mate1, mate2=select(population) 

    // apply local search to each selected individual  

          optmate1=hill climbing (mate1) 

          optmate2=hill climbing (mate2) 

          If ( rnd(0,1)<=Pc) 

    child = crossover(optmate1, optmate2)   

          end If  

          If ( rnd(0,1)<=Pm) 

     mchild = mutation(child) 

          End If    

      End for 

      Add offspring to new generation 

      gen=gen+1 

End while 

return best chromosomes 

B. Hill climbing local search 

Hill climbing is an optimization algorithm for single 

objective function. In hill climbing algorithm a loop is 

performed in which the currently known best individual 

produce one offspring. If the fitness of new individual is better 

than parent it replaces it, else stop the loop.  

 

Algorithm 2: Hill Climbing Algorithm 

Procedure Hill climbing (parent) 

//parent – currently known best solution  

While (termination criteria is not specified) do 

 New_solution <– neighbors (parent) 

 If (New_Solution is better than parent) 

  Parent = New_solution 

 End If 

 End While 

return best solution 

IV. TEST FUNCTIONS 

Different researchers have used different function group to 

evaluate the genetic algorithm performance. In this paper, the 

authors examine four different benchmark multimodal 

functions in order to study the performance of purposed 

memetic algorithm. 

 

Table 1 Benchmark Test Functions 

Rastrigin’s function (F1) is highly multimodal and has a 

complexity of O(n.log(n)), where n is the number of function 

parameters. It has several local minima [17]. 

Function definition:            

1(x) = 10*n + 

n

i 1

[xi
2
 -10*cos(2. xi)]               

-5.12<=xi<=5.12 

global minimum:    fn(x)=0, xi=0     

Function Name 

    F1 

    F2 

    F3 

    F4 

Rastrigin’s Function 

Schwefel’s Function 

Ackley’s Function 

Griewangk’s Function 
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Fig. 1 Function Graph for F1 for n=2 

 

In Schwefel’s function (F2), the global minimum is 

geometrically distant over parameter spaces, from next best 

local optima [18].Therefore search algorithms are prone to 

converge in wrong direction. 

Function definition: 

2(x) = 

n

i 1 [-x .sin(
|| ix
)] 

    

-500<=xi<=500 

global minimum:     xi=420.9678      fn(x)=-418.9829n 

 

  
Fig. 2 Function Graph for F2 for n=2 

 

Ackley’s Function (F3) is continuous multimodal function 

obtained by modulating an exponential function with a cosine 

wave of moderate amplitude [17] 

Function definition: 

3(x) =-a. e(-b. n/1
n

i

ix
1

2
) – e(1/n

n

i

ixc
1

.cos( )) +a +e        

-32.768<=xi<=32.768 a=20, b=0.2, c=2*p 

 global minimum:    fn(x)=0, xi=0 

 

Fig. 3 Function Graph for F3 for n=2 

Griewangk’s Function (F4) is similar to Rastrigin and has 

many wide spread regularly distributed local minima[18]. 

Function definition: 

f4(x)= 1/4000

n

i

ix
1

2

-

n

i 1

cos

(xi /
i

 )  + 1 

    -600<=xi<=600 

global minimum:     fn(x)=0,xi=0       

 
Fig. 4 Function Graph for F1 for n=2 

V. IMPLEMENTATION & OBSERVATIONS 

In this paper, MATLAB code has been developed to find 

the performance of proposed memetic algorithm and genetic 

algorithm. The code considers the group of four benchmark 

multimodal functions and uses the same initial population, 

same crossover and mutation probability in both selection 

cases to compare the performance of genetic algorithm (GA) 

with the proposed memetic algorithm (MA).  Min and 

Average value of functions is computed for 100 & 50 

generations and plotted to compare the result of two 

approach. 

 
 

    
Fig. 5 Comparison of Minimum fitness value of fn(x) in F1  
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This section contains the result of code runs. Comparison of 

two algorithms is based on their respective function values. 

Parameters used for implementation are- 

 Population size (N): 5, 10, 15, 20 

 Number of generations (Gen): 50, 100 

 Encoding: Value encoding 

 Selection: Roulette wheel selection 

 Crossover operator: Arithmetic crossover operator 

 Mutation: Creep Mutation 

 Crossover probability (pc=0.7) 

 Mutation probability (pm=0.01) 

 

 
   Fig. 6 Comparison of Average fitness value of fn(x) in F1 

 

 
 

 
Fig. 7 Comparison of Minimum fitness value of fn(x) in F2 

 
   Fig. 8 Comparison of Average fitness value of fn(x) in F2 

 

 
 

 
Fig. 9 Comparison of Minimum fitness value of fn(x) in F3 

 

 
Fig. 11 Comparison of Minimum fitness value of fn(x) in F4 



International Journal of Soft Computing and Engineering (IJSCE) 

ISSN: 2231-2307, Volume-3, Issue-2, May 2013  

144 

    
Fig. 10 Comparison of Average fitness value of fn(x) in F3 

 

 

 
Fig. 12 Comparison of Average fitness value of fn(x) in F4 

 

Results for Minimum as well as Average fitness value using 

different population size or generation in four benchmark 

multimodal functions are given in Table 2, Table 3, Table4 

and Table 5. Figure 5, Figure 6, Figure 7, Figure 8, Figure 9, 

Figure 10, Figure 11 and Figure 12 shows the performance 

curve of two algorithms for 100 generations. 

It has been observed that the proposed memetic algorithm 

has outperformed genetic algorithm in terms of convergence 

and optimal solution. The proposed MA maintains more 

diversity in population and prevent algorithm to stick in local 

optima and genetic drift problem. By applying the local 

search operation after roulette wheel selection, a good 

balance between exploitation and exploration is maintained. 

The local search operator generates more meaningful building 

blocks that help the genetic algorithms in making small moves 

within a defined search area. It has been found that with 

increasing problem size, problem did not converge 

prematurely and the same trend of results is observed in each 

problem size. 

VI. CONCLUSION 

The paper compares two algorithms namely genetic 

algorithm and proposed memetic algorithm on the standard 

multimodal benchmark test functions. It was found that the 

proposed memetic algorithm provides better results than the 

genetic algorithm. The proposed algorithm uses the concept 

of hill climbing local search after selection operation so as to 

allow the genetic algorithm to improve the exploiting ability 

of search without limiting its exploring ability. The proposed 

algorithm improves the performance in terms of convergence 

and optimal solution as well as maintains diversity in the 

population & solves the problem of premature convergence 

and genetic drift. The Proposed algorithm can prove to be 

better for different NP Hard problems also. This algorithm 

can be tested and implemented in different combination of 

crossover and initialization in future to substantiate its 

performance. Hybridization of selection and knowledge of 

incorporates hill climbing, has increased the existing genetic 

algorithm technique and amplified its search performance.  
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