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Abstract— Wireless sensor and actor networks (WSANs) water sprinkler actors so that the fire can easily
refer to a group of sensors and actors linked by wireless be extinguished before it becomes uncontrollable.
medium to perform distributed sensing and acting tasks. Similarly, motion and light sensors in a room can
The realization of wireless sensor and actor networks detect th’e presence of people and then command the

(WSANS) needs to satisfy the requirements introduced by . . b d h
the coexistence of sensors and actors. In WSANS, sensoréf"pproprlate actors to execute actions based on the

gather information about the physical world, while actors Pre-specified user preferences.

take decisions and then perform appropriate actions upon  In WSANSs, the phenomena of sensing and acting
the environment, which allows a user to effectively sense are performed by sensor and actor nodes, respec-
and act from a distance. In order to provide effective tjyely. Sensors are low-cost, low power devices with
sensing and acting, coordination mechanisms are required |imited sensing, computation, and wireless com-

among sensors and actors. Moreover, to perform right munication capabilities. Actors are resource rich
and timely actions, sensor data must be valid at the time P )

of acting. This paper explores sensor-actor and actor- N0d€S equipped with better processing capabilities,
actor coordination and describes research challenges for higher transmission powers and longer battery life.
coordination and communication problems. Moreover, the number of sensor nodes deployed in

Index Terms— Wireless sensor and actor networks; & target area may be in the order of hundreds or
Wireless sensor networks; Ad hoc networks; Coordination; thousands where such a dense deployment is usually
Real-time communication; Transport; Routing; MAC; not necessary for actor nodes, since actors have
Cross-layering higher capabilities and can act on large areas.

WSANSs have the following unique characteris-
tics:

|. INTRODUCTION , ' .
R t technoloaical ad h lead 1o the Real-time Requiremenin WSANS, depending
ecent technological advances have iead 1o the -, e application there may be a need to

emergence of distributed wireless sensor and actor rapidly respond to sensor input. For instance, in
nhetworr]ks_(V\/|SANTc)j which are capﬁble dOf obser\i/<|.ng a fire application, actions should be initiated on
Eje P ysmg ng’ ' {)hrocessmg I € ata:j, maf NI the event area as soon as possible. Moreover,
decisions based on the observations and periorm- yhe co|jected and delivered sensor data must
Ing appropriate actions. These network_s can be an still be valid at the time of acting. For example
integral part of systems such as battlefield surveil- if sensors detect a malicious person in an aréa
ance gnd mlcrocllma_lte control in bund.mgs, nuclear, and transmit this information to the disposer
blologlcql and chemical fattack detect|on. [2].’ home of a tranquilizing gas actors that person must
ault:omatlon [1|9] qndthenvwonmefntal f_monltonng. then still be in the same area when actors carry
or €xample, In the case ob a fire, Sensors re- .+ the task. Therefore, the issue of real-time
lay the exact origin and intensity of the fire to communication is very important in WSANS.
*We refer to entities that can act on the networkaasors They * Cocl)rdin.ation: pnlike WSNs where the _Central
are sometimes referred to astuatorsin related literature. entity (i.e., sink) performs the functions of



data collection and coordination, in WSANS, . .
new networking phenomena called sensor-actor

. ( ° .

and actor-actor coordination may occur (see B .
Section Ill). In particular, sensor-actor coor- * y. - ° - .
dination provides the transmission of event A o . .

features from sensors to actors. After receivingrventarea AV
event information, actors need to coordinate
with each other in order to make decisions on
the most appropriate way to perform the action.
Many protocols and algorithms have been pro- A - actor
posed for WSNs in recent years [2]. However, = . ° k
since the above listed requirements impose stricter

constraints, they may not be well-suited for the - O—=0
unique features and application requirements of .
WSANSs. Moreover, although there has been some *

research effort related to WSANS, to the best okventarea , A‘

our knowledge, none of the existing studies to date
investigate research challenges occurring due to the
coexistence of sensors and actors. ()

For example, both in [6] and [13] control engiFig. 2. (a) Automated vs. (b) Semi-Automated Architecture
neering problems and existing technologies about
sensor and actor networks are presented, respec-
tively. However, neither of these studies investigaté@m appropriate actions based on this collected
the interaction among sensors and actors. In [10Rta, respectively. Thus, as shown in Fig. 1 these
only actor-actor coordination is handled without anjodes are scattered in tisensor/actor fieldvhile
insight into the sensor-actor coordination problerthe sink monitors the overall network and commu-
A TDMA MAC protocol is introduced in [4] where hicates with the task manager node and sensor/actor
it is assumed that sensor and actor nodes are of sd1ges.
type which obviously does not reflect the actual Sensors detecting a phenomenon either transmit
WSANS. In [15], the routing problems are investitheir readings to the actor nodes which process all
gated between sensor and actor nodes. However,itgoming data and initiate appropriate actions, or
coordination problems in sensor-actor or in actofoute data back to the sink which may issue action
actor communications are considered in the studgommands to actors. We call the former case as

As a result, despite some existing research futomated Architecturdue to the non-existence of
WSAN, coordination and communication problemeentral controller, e.g., human interaction, while we
that arise in WSANs due to the coexistence @&gll the latter case aSemi-Automated Architecture
sensors and actors are yet to be investigated. since the sink (central controller) collects data and

The remainder of the paper is organized &@oordinates the acting process. These two architec-
follows: In Section Il, we present the physicalures are given in Fig.2.
architecture of WSANs. We explain the require- Depending on the types of applications, one of
ments of sensor-actor and actor-actor coordinatioifiese architectures may be used. The advantage of
in Sections Il and 1V, respectively. In Sectiorthe Semi-Automated Architectuie that it is similar
V, we investigate the protocol stack of nodes arid the architecture already used in wireless sensor
corresponding challenges both for sensor-actor ametwork applications [2]. Thus, there is no need to
actor-actor communications. Finally, the paper #evelop new algorithms and protocols to perform
concluded in Section VI. communication and coordination.

In the remainder of the paper, we focus on the

II. PHYSICAL CHARACTERISTICS OFWSANS  Automated Architectureecause of:

In WSANSs, the roles of sensor and actor nodes1) Low Latency: The sensed information is con-
are to collect data from the environment and per-  veyed from sensors to actors, since they may



Fig. 1.
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be close to each other as shown in Fig. 1.  etc.) savings in WSANSs.

As a result, the latency is minimized in the The components of sensor and actor nodes used
Automated Architecture. in the WSAN applications can be seen in Fig.
Long Network Lifetime: In the Semi- 3(a) and Fig. 3(b), respectively. Sensor nodes are
Automated ArChiteCtureWherever the eventequipped with power unit’ communication Subsys_
occurs, event information always pass&gms (receiver and transmitter), storage and process-
through the sensor nodes which are withijng resources, Analog to Digital Converter (ADC)
one hop from the sink. Thus, those semynd sensing unit, as shown in Fig. 3(a). The sensing
sor nodes have excessive burden of relayingait observes phenomena such as thermal, optic
When these nodes fail, the connectivity can Rg acoustic event. The collected analog data are
lost and the network can become useless. Adonverted to digital data by ADC and then are
though data aggregation techniques decreaggalyzed by a processor and then transmitted to
the probability of these occurrences, sens@earby actors.

nodes around the sink are still more likely to The decision unit (controller) functions as an en-
fail than the other nodes in the network.

Similarly, in the Automated Architecturethe

nodes within one hop from the actors may _ Processor (1| Receiver (|-
have a higher load of relaying packets. How- Sj::mg DA D e | Transmier] 1,
ever, here it is much more likely that for each

’ G S 7

event different actors may be triggered. This
implies that relaying sensor nodes will also ‘
be different for each event. In other words, @
the relay load gets (more or less) evenly

distributed between sensor nodes. As a result,

the Automated Architectursvill have longer

Power Unit ‘

lifetime than the Semi-Automated Architec- | Actuation DAC Controller 4> Processor4> Receiver Q»
ture. Moreover, in theAutomated Architecture | unit H A (Decision Unit) & -

. ¢ ) 11: t' - i 'tt d | ” *D Storage *D Transmltter~D
N vent Information I1s transmi

Since eve ormation Is trans ea locally % % % % 4;

through sensor nodes around the event areq,
sensors that are far from the event area do not
function as relaying nodes, which results in (®)

network resource (i.e., energy and bandWidthig. 3. (a) The components of (a) sensors and (b) actors

Power Unit ‘




tity that takes sensor readings as input and generates
action commands as output. These action commands
are then converted to analog signals by the Digital to
Analog Converter (DAC) and are transformed into
actions via the actuation unit as shown in Fig. 3(b).

In some applications, integrated sensor/actor
nodes may replace actor nodes. Since an integrated
sensor/actor node is capable of both sensing and
acting, it has sensing unit and ADC in addition to
all components of an actor node shown in Fig. 3(b).

One of the examples for an integrated sen-
sor/actor node is a robot. However, a single robot
may not have a sufficient sensing capability to sense
the entire event area. Hence, in order to initiate
more reliable actions, robots (integrated sensor/actor
nodes) should act based on its own sensor readings
as well as on the other nearby sensor nodes’ data
in the network. In other words, sensors transmit
their readings to the nearby robots which process
all sensor readings including their own sensor data.
This way robots can collaborate with sensor nodes
which provide them to have a reliable knowledge
about the overall event. Then, the decision unit
takes appropriate decisions and the actuation unit
performs actions as in an actor node.

The use of integrated sensor/actor or actor
node does not influence the overall architecture of
WSANSs. However, in most of the real applications,
integrated sensor/actor nodes, especially robots, are
used instead of actor nodes.

The robots designed by seveRbotics Research
Laboratoriesare shown in Fig. 4(a), Fig. 4(b), Fig.
4(c) and Fig. 4(d). Low-flying helicopter platform
shown in Fig. 4(a) provides ground mapping, and
air-to-ground cooperation of autonomous robotic
vehicles [24]. However, it is likely that in the near
future more several actuation functionalities such
as water sprinkling or disposing of a gas can be
supported by this helicopter platform, which will
make WSANs much more efficient than today.
An example ofRobotic Mulewhich is called au-
tonomous battlefield robot designed for the Army
is given in Fig. 4(b). There are several autonomous
battlefield robot projects sponsored by Space and
Naval Warfare Systems Command [9] and Defense

Advanced Research Projects Agency (DARPA) [Z%%-} 4.

These developed battlefield robots can detect

mark mines, carry weapons, function as tanks or
maybe in the future totally replace soldiers in the
battlefield. Moreover, SKITs shown in Fig. 4(c) are

Examples of robots: (a) Aerial mapping helicopter, (b)

otic Mule, (c) Sub-kilogram intelligent tele-robots (SKITS)
(d) Mini-robot



networked tele-robots having a radio turret whichv/, we investigate the characteristics and challenges
enables communication over UHF frequencies at actor-actor coordination which deals with the
4800 Kbits/sec [22]. These robots can coordinaéetions performed by actors after receiving event
with each other by exploiting their wireless cominformation.

munication capabilities and perform the tasks de-

termined by the application. Finally, possibly the lll. EFFECTIVE SENSORACTOR

world’s smallest autonomous untethered robot (1/4 COORDINATION

cubic inch and weighing less than an ounce) beingThe most important characteristic of sensor-actor
developed inSandia National Laboratorief20] is communication is to provide low communication
given in Fig. 4(d). Although it is not capable ofdelay due to the proximity of sensors and actors.
performing difficult tasks that are done with mucfihe main problems which should be investigated
larger robots yet, it is very likely that it will be for the sensor-actor coordination are:

the robot of the future. A sensor node and a sink1) What are the requirements of this commu-
are given in Fig. 5. MICA is an open-source hard- nication?

ware and software platform that combines sensing,2) Which sensors communicate with which
communications, and computing into a complete  actors?

architecture to form an integrated wireless smart3) How is this communication realized?

sensor. In addressing the first problem, one of the main

In addition to sensor-actor communication, iféquirements of sensor-actor communication is to
most situations actor-actor communication is al§®nsume low energy as in WSNs. Moreover, in
required to achieve the overall application objectivgome applications such as in fire, the communica-
in WSANs. Since actors are resource-rich nodégn traffic is typically delay sensitive. Therefore,
with high transmission power, actor-actor comm@nother main requirement of sensor-actor commu-
nication can be long-range unlike sensor-actor cofication is to support real-time traffic. To the best
munication. Furthermore, actor-actor communic&F our knowledge, to date no efficient solutions exist
tion is similar to the communication paradigm of ador real-time communications in WSANSs.
hoc networks due to the small number of (mobile) An additional requirement for communication in
resource-rich actor nodes being loosely deploye SANs is the need to ensure ordering of event
Therefore, WSAN can be considered as the uni@dta reported to the actors. For example, if there
of wireless sensor and ad-hoc networks. In additiGfe two sensors reporting two different events to an
to both sensor and ad-hoc network challenges, th&@or or some actors in overlapping regions, then
exist challenges due to the real-time properties atg reporting of those events must be done in the
nature of "acting” phenomenon. In Section IlISéquence in which the events were detected so that
we describe the characteristics and challenges t3g correctness of the actions on the environment is
sensor-actor coordination which only deals with th@uaranteed. We refer to this as thelered delivery

transmission of event features to actors. In Secti@hinformation collected by the sensors.
Another important consideration is that if there

are multiple sensors reporting an event, then the
information from different sensors may arrive at the
concerned actors approximately at the same time.
This may be necessary to ensure that the action
is performed once and in the entire event region.
For example, if we consider a military application
where sensors are deployed to detect enemy troops
and actors to destroy them and the event being
the presence of troops in a large area, then if the
action is not performed in the entire region at once,
it is conceivable that the troops would get alerted
and hence disperse in different directions making it
Fig. 5. Sensor Nodes impossible to destroy the entire enemy troop.




L~~~ also deal with the second and third problems stated

Acting R . e . ) o : D
cing Range__ o P 0 buemt Aren above, that is, the sources/destinations involving in
/ o T AN the transmission of sensor data as well as the type
i . \A\QGA\)Q -O’SVQA 0 97 of this transmission.
RENAIAYY WY S o Sensors For the sources/destinations involved in trans-
\ { A \9 /
/ N \ . . .
Y WIS Ao , mission/reception of sensor data, there are four
‘A G o o AN oA N Sl A Inactive actors :
B0 S 88 alternatives, namely,
-~_ Q \ \ ; . .. .
A I A ) Activesetof ¢ “minimal set of actors to cover the event region
S % oA KR o > actors
S._ 92 © / or
s « the minimum number of sensors to report the

sensed event or

« both cases above or

. the entire set of actors and sensors in the
vicinity of the region.

While it may be desirable that this synchro- We refer to the first three classifications as the

nization of event execution is done by actor-actggdundancy eliminatiorproblem in WSANSs. This
coordination as we describe in Section 1V, it i§a&n b_e done to minimize the average power con-
also conceivable that the sensors can enable thignption of all the sensors and actors that are
synchronization. In some applications, where tt§€sent in the vicinity of the event. For example,
event is moving to different areas, it might also b@S shown in Fig. 6 if the minimal set of actors to
necessary that sensors send their data to the acfher the event area sand if there are0 actors
which are closest to the event when sensor daflathat region, then the remainingl actors need
reaches them, instead of to the actors within ti&t act on the environment. In the same example, it
area where the event was first detected. In su@hght also be desired that only the minimal set of
cases, the sensors must be abldrémk the event SENsors sense and report the environment. This case
and use this information to determine the set §Prresponds to where both sensors and actors are a
actor(s) to send the information. Moreover, if actof@inimal set to cover the event. On the other hand, in
are mobile, the event information should not be sep®Me applications, unlike the above classifications
to the old locations of the actors, but should be seft€:, Minimal and maximal usage of sensors and
such that it intersects the trajectory of the actors.actors), there may be a need for specifying a certain

Therefore, new protocols must be developed fb(?dundancy Ieve_l (i.e., _the_number of se_n;ors/actors
WSANS with the following objectives: involved in sensing/acting is between minimum and

. . , , , maximum value), as well.
» provide real-time services with given delay now, g stricter requirement in some applications
bounds, according to application constraints ight he that the regions covered by different actors
- ensure an energy efficient communicatiofre not only a minimal set but are alsoutually

Fig. 6. Redundancy Elimination: Minimal Set of Actors

among sensors and actors _ exclusive For example, if there is an application
- ensure ordering between the different evenffere the sensors report the amount of moisture
when they are reported to the actors in the ground and the actors have to irrigate the

» provide synchronization among different sengre4 yniformly, then the actors should not only cover
sors reporting the same event to multiple Ghe entire region but also make sure that the acting
same actqr in ordgr to fgcmtate a one't'm?egions do not overlap.
response in the entire region For the type of transmission, there can be two

- track and report the sensed phenomena tq,3ssibilities such as single-hop and multi-hop. Al-
different set of actors not necessarily based @foygh single-hop communication is always inef-
proximity or energy limitations for the caseicient in WSNs due to the long distance between
when the events take place in different locasensors and the sink, in WSANS this may not be the
tions. case, because actors are close to sensors as stated

The developed protocols satisfying the abowve Section Il. In fact, here the location of the actor

requirements of sensor-actor communication showddtermines the effectiveness of the single-hop com-



A et and unnecessary actors can be activated and as a

. \\\? result the total energy consumption of all sensors

can become high.

: . To avoid this situation, sensors should coordinate
a with each other to form clusters. For each cluster

. A there will be one actor to collect the data. These
@ clusters may be formed such a way that

A . . . the event transmission time from sensors to

Event are

actors is minimized, since low latency between

- . sensing and acting is required in WSANSs or .
. the events from sensors to actors are transmit-

e . ted through the minimum energy paths or

Event area A o senso . the action regions of the actors can cover the

A entire event area.
A : actor

Unlike in Fig. 7(a) where sensor readings are sent
(0) to multiple actors, only one actor receives event
Fig. 7. (a) Multi-Actor (MA) vs. (b) Single-Actor (SA) features, as shown in Fig. 7(b). We denote this case
as Single-Actor (SA)In fact, SA can be considered
as a special case of MA. In SA, one of the main
munication. For example, if the event area is smalhallenges is to determine the single actor node to
and there is an actor in the middle of the event araahich sensors will send their readings. Selecting an
then the nodes located farther away from the actactor node may be based on some criteria such as
have less energy burden. However, when the even{ the distance between the event area and the
area is large or the actors are at the edge or outside cior should be small so that low delays are
of the event area, multi-hop communication may be  achieved and less power is consumed

to the long distance between the actor node and the getor

node. Therefore, the type of transmission depends actions are performed on the event area.

on the deployment and location of actor nodes to Note that in the last case, there is no guarantee

which sensor data will be sent. )
. , that the action range of the selected actor can cover
In addition to the type and requirements of th . .
e entire event area. Therefore, instead of con-

sensor-actor communication, as stated in the secs . N
ond problem above, there is a question in rega‘ﬁf’ermg dlsf[ance, energy or timing ISSUes, sensors
’ may try to find the “best” actor for that event, i.e.,

to which actor nodes will be informed about th . .
. ?pe actor which has enough action coverage, energy
event as a result of sensor-actor communication. In

. i . and capability to perform the required action on the
Subsection 1lI-A, we investigate how sensors carn T .

. . : event area. In this situation, the actor receiving event
select actors to which they will send their data. In

particular, we outline two cases calldulti-Actor |nfc_)rma_1tion W!” be able t_o p_erforr_n the required
(MA) and’SingIe-Actor (SA) action itself without coordinating with other actors

(see Section IV-A).
, In SA, the actor can immediately perform the
A. Actor Selection action if it has a wide action range and sufficient
As shown in Fig. 7(a), in WSANs multiple actorsenergy and also if this action can be performed
can receive the information from sensors aboatly by a single actor. In the SA case, the latency
the sensed phenomenon. We denote this casebasveen sensing and acting becomes low. However,
Multi-Actor (MA) where every sensor node caif one actor is not sufficient for the required action
independently decide to which actor it will sendr if it is not well-suited due to coverage and energy
its readings. However, the drawback of the lack @bnstraints to execute the action that actor publishes
coordination between the sensors is that too matheannouncement messagee Section V) to other



actors. Based on the feedback from other actors, it

may select one or more other actors to perform the

appropriate actions.

The advantage of MA over SA is that the MA

provides actors to figure out where the center of aq
event is. The intensity of events may not be uniform’
inside an event area. As a result, the signal strengthé\s stated in Section Il, in WSANs actors commu-
from sensors to each actor may be different. Actofécate with each other in addition to communicating
can compare their received signal strength valu#gh sensors. Actor-actor communication occur in
with each other and determine where the evelie following situations:

intensity is dense. This can result in more effective « The actor receiving sensor data may not act

actions by moving mobile actors towards the center

of the event.

The disadvantage of MA is that actor-actor co- .

ordination is mostly based on theegotiation(see
Section IV) among multiple actors unlike than-
nouncement message SA stated before. In MA,

each actor may have some partial information about
the overall event and thus, in order to take appro-
priate action decisions, actors must coordinate with
each other as stated in Section 1V, which may result
in high communication overhead and high latency. .

B. Research Challenges

The following research issues related to SA and
MA cases can be concluded for sensor-actor coor-
dination in WSANS:

For both SA and MA, in-sequence delivery of «
different events detected in a region may be
required to ensure that there are no adverse
effects on the target environment.

In both SA and MA, it may be required to
ensure synchronization in the reporting time of
the sensed phenomena between different actors
responsible for acting on the event.

In certain applications where the events occur
in different locations, for both SA and MA, it .
may be necessary that the sensed information is
sent to an actor or to a set of actors determined
based on the location of the event.

In MA, it may sometimes be necessary to
address the redundancy in the set of actors to
which the sensed information is sent in order «
to save average energy consumed by the actors
in the region. In these cases, it is necessary to
send the information only to a subset of actors
which cover the entire event region.

As we have seen, there are trade-offs between
SA and MA cases. The advantages and disad-
vantages of both cases need to be analytically

investigated in order to figure out in which
applications or situations which one is more
efficient.

EFFECTIVE COORDINATION AMONG ACTORS

on the event area due to small action range or
insufficient energy.

One actor may not be enough to perform
the required action, thus, other nearby actors
should be triggered.

If multiple actors receive the same event infor-
mation and there is an action threshold, these
actors should “talk” to each other in order to
decide which one of them should perform the
action.

In certain applications, if multiple actors are
required to cover the entire event region, it
may be necessary to ensure that these regions
are non-overlapping omutually exclusivan
order to ensure uniform acting behavior over
the entire region.

If multiple actors receive information from
multiple sensors for the same event, then it
may be necessary to ensure that these multiple
actors act on the environment at the same
time. This synchronizatiorrequirement in the
execution of the task is required in applications
where a partial execution of the task alters the
state of the event in the region where it has not
been executed.

In case of multiple events occurring simultane-
ously, task assignment can be done via actor-
actor communication. Also, it may be desired
that the tasks are executed sequentially. This
constraint is referred to asrdered execution
of tasks.

After an actor node receives event information,
if the event is spreading to other actors’ acting
areas, the actor node can transmit the sensor
data or action command to those actors. In
this way, there will be no need for sensors in
those areas to send information to the nearby
actors as they will be forwarded by initial set
of actors. This is an alternative to the tracking



problem identified in Section Ill, where thethe “best* actors for the task. On the other hand, in
actors handle different locations of the eventthe CD case, they directly transmit the specifications

All of the above situations which indicate theof the event such as location, intensity, etc. to
necessity of actor-actor coordination converge to thige pre-determined actor node which functions as

following question: a decision center. This decision center which has
“Which actor(s) should execute which acalready information about the actors in the network
tion(s)?” selects the “best” actors for that task and triggers

The answer to this question can be given by etiem to initiate the action. These selected actors
ploiting the coordinationbetween actor nodes. Ac{both in DD and CD) may not be the ones which
tors should, whenever possible, coordinate stronglyceived sensor data via sensor-actor coordination,
with each other in order to maximize their overalbecause actors receiving event information may not
task performance [11]. Here, a task formally meam® the “best” actors for that task. For example, they
an atomic unit of computation and control thatay not be close enough to the event area, or they
actors will execute. However, in WSANs we calinay not be capable of performing the required task.
tasks as the necessary actions performed on thén MAT, if only one actor (SA) receives event
sensed events. Then, the above question canimf@rmation at the end of sensor-actor coordination
restated as follows: phase, there is still a need for coordination among

“How should multi-actor task assignment bectors in order to determine which actors will act
done?". on which part of the event area. However, in this

The task assignment problems in WSANSs can bgse since all sensor data are collected at one actor
examined by using the following two axes: that can function as the central decision unit. It then

« Single-Actor Task (SATys. Multi-Actor Task proadcasts aannouncement messaigeother actors
(MAT). SAT means that each task requireghich contains the details about the event and the
exactly one actor, whereas MAT means thgisk. Based on the feedback from other actors, it
a task requires multiple actors. Thus, multiselects “best” actors and assigns the action task to
actor task assignment problems involve taskisem.
that require the combined effort of multiple After assigning action tasks, each selected actor
actors. initiates an action inside its action rarigeHow-

- Centralized Decision (CDys. Distributed De- ever, in order to react to every data representing a
cision (DD} In WSANSs there is a need tophenomenon occurred inside a coverage area of the
take a decision on the action to be performegbnsors, the union of the action ranges of selected
according to the event. The decision can kgtors should cover the entievent area
performe;d in a centralized way (called. CD) or Moreover, some parts in the event area may
in a distributed way (DD). DD allows neighborequire more than one actor to perform an action
ing actors to coordinate locally which providegiepending on the event intensity and the capabilities
timely actions and network size-independe actors in that area.
coordination. On the other hand, CD provides o the other hand, if the total action range of

action decisions to be taken in an organizgfle actors is much larger than it supposed to be, the
way since the decision is taken only at ongeiions may be performed outside the event area.
actor node which may be equipped with morgepending on the application, this may cause catas-
powerful communication facilities. trophic results as well as unnecessary consumption
In Subsection IV-A, we investigate how actors argf 5ctor resources.
assigned with a task by exploiting the above axes. Ingjmjjarly, when action ranges of actors intersect

Subsection IV-B, we discuss the research challengggy, each other and all actors act at the same time
related to MAT, SAT, CD, DD cases.

. "Here, the “best” actor refers to the one which is close to the event
A. Task ASS'Qnment area, or which has high capability and residual energy, or which has

In MAT. if muItipIe actors (IVIA) receive event small action completion time at which it will complete its action.
' ’Depending on the characteristics of actors, if an actor is chosen

mformgtlon from sensors, in th? DD case thgo- to act, it either must act on the entire area in its action range or is
tiate with each other and coordinate locally to seleable to act selectively on part of its action area.
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may cause catastrophic events (e.g., in the casedwtributed way in order to solve the task assignment
disposer of a tranquilizing gas actors). problems in WSANs. However, this coordination
Thus, while assigning tasks to actors, these actibas the following challenges:

coverage challenges must also be taken into account.

As a result, regardless of the number of actorse
receiving sensor data, the objective of MAT is to
select “best” actors while meeting action coverage
requirements of the corresponding application and
the event. The type of actor selection (i.e., MA or
SA) in sensor-actor coordination phase only affects
the coordination mechanism to select “best” actors.

Similarly, the main objective of SAT is to select
the “best” actor (e.g., the one which is the “best”
among all actors and which has the action rangee
covering exactly the entire event area) for the action
task. In fact, if the type of actor selection is MA,
the coordination for SAT can be considered as a
special case of MAT (i.e., actors receiving sensor
data coordinate either in DD or in CD and select
the “best” actor). However, if one actor is informed
about the event features (SA), then there arises
a question such that whether this actor takes a
decision in an isolated fashion and thus initiates
action by itself or it first communicates with other
actors/decision center. Intuitively, if sensor-actor
communication takes long time and the application «
is delay-intolerant (delay bound of received sensor
data is low) as long as the actor can provide the
minimum requirements of the task (e.g., it should
be able to act on the whole event area and to have
enough energy), initiating an action immediately is
reasonable in order to perform the action on time.
This way, maybe the action is not performed by e
the “best” actor, however, it is guaranteed that the
action is completed in a timely manner. On the other
hand, if the delay bound of the data is not very
low or the actor does not provide the minimum
requirements of the task, it should not immediately
start to perform the action by itself, instead in CD e
it should communicate with the decision center and
should allow it to choose the appropriate actor or in
DD it should broadcast aannouncement message
as explained before, to inform the other actors about
the task and then should select the “best” one
according to the responses from them.

B. Research Challenges

As we have seen, actors coordinate explicitly o
and with purpose either in centralized way or in

Algorithms are needed which can provide ac-
tor(s) receiving event information to understand
whether the task is a single-actor task (SAT)
or a multi-actor task (MAT). For SAT case, the
problem is how to select the single actor which
will perform the action among all capable
actors. For MAT case, the additional problem
is how to decide on the optimum number of
actors performing the actions.

A communication model is needed between
actors, which is valid for both SAT and MAT
cases. Although, as mentioned in Section I,
actors can perform long-range communication
and thus, generally can communicate directly
with their neighbor actors, if the distance be-
tween neighbor actors is larger than the trans-
mission range of actors, they cannot directly
communicate with each other. In those situa-
tions, actors use sensor nodes as middlemen,
which means that actor-actor coordination is
performed via sensor nodes.

In DD, for both SAT and MAT cases, in-
sequence execution of different events detected
in a region may be required to ensure that
there are no adverse effects on the target en-
vironment. We refer to this requirement as
the ordered execution of tasks for a series of
events.

In both DD and CD, for MAT, some appli-
cations may requiresynchronizationof actors

to act on the event at the same time. In this
case, the actors have to coordinate either in a
distributed or centralized fashion to determine
the time of execution of the task.

For both CD and DD and both SAT and
MAT cases, when the events are in different
locations, it may be necessary that the task
is executed by a set of actors that are not
necessarily close to the event location when it
was first sensed. In these cases, based on the
location of the event, the actors receiving the
event information forward it to a different set
of actors corresponding to the estimated new
position of the event.

In both CD and DD, for MAT, it may be
necessary to address the redundancy in the set
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Coordination Plane

V. PROTOCOLSTACK FOR WSANS

—
z| 2
Application Layer | D| & | = To date there exists no standardized protocol
Transport Layer i i 2 stack for WSNs and WSANs. We suggest that the
5 3 ‘§ protocol stapk for sensor and actor nodes may_ba—
Routing Layer 8 58 sically consist of three planes, (i.e., communication
§ g |2 plane, coordination plane, and management plane)
MAC Layer Mk shown in Fig. 8. Communication plahesnables
Physical layer 3 | 3 the information exchange among the nodes of the

network. Data received by a node at the communica-
tion plane are submitted to the coordination plane
which decides how the node acts on the received
data. Moreover, the coordination plane provides
nodes to be modelled as a social entity, i.e., in
terms of the coordination and negotiation techniques

. it possesses. Management plane is responsible for
of actors that perform a task in order to sav P g P P

on the average enerav consumed by the actr%onitoring and controlling a sensor/actor node so
. erag gy o y Mt it operates properly. It also provides information
in the region. In these cases, it is necessary t

Al bset of actors covering the entire ev na?eded by the coordination layer to make decisions.
only a subset ot aclors covering the entire event, ., 4, o following three subsections, we discuss the
region is selected to carry out the task.

In cases where the acting range is grea rquuirements and characteristics of each plane for
. h sensor-actor an tor-actor rdinations.
than the event region, for both SAT and MA th sensor-actor and actor-actor coordinations

cases, it is necessary that the tasks are executed

partially in that event region by one actor or bf?- Management Plane

a set of actors. Thipartial executionof tasks  The functions performed by the management
requires some new ideas regarding the size lafyer can be categorized into the following three
the event in the first place. areas:

In DD, for both SAT and MAT cases, depend- , Power Management Plameanages how a node

ing on the number of actors receiving event yses its power. For example, when the power
information there occurs eithemnouncement level of a node is low, this plane informs

messaggSA case) omegotiation(MA case). the coordination plane so that the node will
Therefore, there is a need to specify the con- not participate in sensing, relaying, or acting

WSAN protocol stack

tents of these messages, e.g., what are the fields
of each message? Moreover, the algorithms,
which provide efficient data transmission for
both types of messages need to be developed.

. In CD, the challenge is to select the actor ,
which will function as a decision unit. More-
over, there is a need for effective mechanism
which provides the decision unit actor to know
the current characteristics (location, capability,
etc.) of other actors in the network so that it
can trigger the most appropriate actors for the
task.

activities.

Mobility Management Plandetects and regis-
ters the movements of nodes so that network
connectivity is always maintained.

Fault Management Planeefers to the detection
and resolution of node problems. For example,
when the sensitivity of sensing unit or the
accuracy of the actuation unit degrades, fault
management plane informs the coordination
plane about this situation.

« One of the most important requirements ol?' Coordination Plane

actor-actor coordination is to minimize the task Coordination plane determines how a node be-
completion time. Thus, coordination and comaves according to the data received from commu-
munication protocols should support real-timgication plane and management plane. After sensing
properties of WSANSs.

3Communication plane consists of five subplanes (i.e.layers),
namely application, transport, routing, MAC, and physical layers
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an event, sensors communicate their readings wahour knowledge there exist no transport protocols
each other. At each sensor node these exchangduich deal with both the reliability and real-time
data are submitted to the coordination plane to mafa WSANS to date. For instance, when the transport
decisions. This way, sensors are able to coordingetocol for sensor-actor communication detects low
among themselves on a higher-level sensing tas&liability, transport protocol for actor-actor com-
Moreover, sensor-sensor coordination may also brinication regulates the traffic between actors so
required to determine nodes which will not transmihat the actor receiving low reliable event infor-
data (due to low power or applied MAC protocol)mation can inform the other nearby actors about
to perform multi-hop routing and data aggregatiathis situation as soon as possible. Since sensor-actor
and the most importantly to select actor(s) to whicind actor-actor communications occur consecutively
sensor data will be transmitted. in WSANSs, a unified transport protocol is needed
The existence of coordination plane may be muethich works well for both cases.
more critical for actors than for sensors, since actors2) Routing Layer: In WSANs, when sensors
may need to collaborate with each other in order ttetect an event, there is no specific actor to which a
perform appropriate actions. When an event occumsessage will be sent. This uncertainty occurring due
the common goal of all actors is to provide requireit the existence of multiple actors causes challenges
action on that event. Thus, social abilities, i.ein terms of routing solutions.
sophisticated coordination and negotiation abilities, First selecting an actor node is one of the chal-
are necessary in WSANs to ensure coherent Benges for a source sensor node. The source data
havior in the community of actors. These requireshould then be routed towards the selected actor in
social abilities of an actor are defined in the coordan energy efficient way. While the source data is
nation plane. Specifically, which layer in actor-actdransmitted through relaying sensors towards to an
coordination is responsible to make decisions aba@dtor node, it may be aggregated or forwarded in
which actors act on which part of the event area andder to achieve high efficiency. In addition to deter-
whether to have these actors act concurrently or,nifining the path selection and data delivery, routing
sequentially, then in what order [17]. protocol should support real-time communication
by considering different deadlines due to different
validity intervals. Moreover, the routing protocol
should also consider the issue of prioritization and
Communication plane receives commands froghould provide data with low delay bounds to reach
coordination plane (about the decision of how th#e actor on time.
node will behave) and according to that informa- In recent years there has been a considerable
tion provides the link relation between nodes bymount of research on routing problems in sensor
using communication protocols. Specifically, thaetworks [1].
communication plane deals with the construction An anycast mechanism developed in [15] does not
of physical channels, the access of the node irdapport the sensor-sensor coordination occurring in
the medium (MAC), the selection of routing path8/SANs due to the result of correlated information
through which the node transmits its data and tla@nong multiple sensor sources which detect the
transport of packets from one node to another. same event. Moreover, this mechanism causes a
In the following subsections, we investigate theensor which is one hop away from an actor to
requirements and challenges of the transport, MA€ceive also interests from an actor on the other side
and routing layers as well as the cross layer integraf-the network. This may cause unnecessary traffic
tion between these layers both for sensor-actor aledd in the network.
actor-actor communications. SEAD developed in [16] is also not suitable for
1) Transport Layer:In addition to theconven- WSANS since it does not deal with end-to-end delay
tional reliability the new transport protocols mustninimization which is one of the main goals in
also support real-time requirements in WSANs. SeWSANSs. Furthermore, it is developed for the case
eral transport layer protocols have been developetiere all sinks request data from one source at
for ad hoc networks and wireless sensor networkafresh rates, whereas in WSANSs only actors which
in recent years [2], [5], [12]. However, to the bestre in the vicinity of a phenomenon are interested

C. Communication Plane
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in the event information large amount of energy due to all sensors listening
SPEED [14] is an adaptive, location-based redpb others’ transmissions.
time routing protocol which can be effectively used By exploiting the periodic nature of the sensor
if the location information is available in all sensonetwork traffic, a collision-free real-time scheduling
nodes and the location updates can be deliveredalgorithm is presented in [3]. Collision-free pro-
the source sensors regularly. However, SPEEDt#cols may be suitable for WSANs, because they
not suitable for WSANSs since it does not suppogian potentially reduce the delay and provide real-
Multi-Actor (MA) case and the mobility of actors. time guarantees as well as save power by elim-
Moreover, resource-limited sensor nodes af@gting collisions. A problem in a large class of
higher energy capacity cluster heads are usedcirent collision-free protocols is the use of multiple
[18]. This model may be suitable for WSANs suckhannels [3]. This imposes a nontrivial requirement
as an actor can become a cluster head and e@ghthe hardware of the nodes in the network as
source sensor can become a member of a clustegientioned in [21]. Thus, further study is needed to

However, several open research issues must (g Whether the performance gain would overcome
investigated such as the increased cost of the hardware. Moreover, in [3]

and generally in all existing collision-free protocols
e mobility is not investigated.

For actor-actor communication, the existing MAC
protocols developed for ad-hoc networks cannot be

« How are the clusters formed, e.g., are th
formed based on the event?
« How will the clusters be adaptive to mobility,

or . :
« How will the clusters satisfy the real-time conEJI irectly use(Ij._They sfk;.ould_ be w_nproved S0 (tjhat th((jey
straints? support real-time traffic, since in WSANSs, depend-

ing on the application, interaction with the world
For actor-actor communication, routing protocolgay impose a real-time constraint on computation
developed for ad-hoc networks such as DSR, AODXhd communication.
OLSR [7] can be used as long as they are improveds) Cross-Layering: Current WSN and WSAN
so that real-time requirements are met and commyotocol designs are largely based on a layered ap-
nication overhead occurring at sensor nodes duepi@ach. However, the suboptimality and inflexibility
actor-actor communication is low. of this paradigm result in poor performance for
3) Medium Access Controlin order to effec- WSANS, due to constraints of low energy consump-
tively transmit the event information from largeion and low latency. Therefore, instead of having
number of sensors to actors there is a need fadividual layers, we may need cross-layering where
MAC protocol. Moreover, in some applicationslayers are integrated with each other.
(i.e., distributed robotics) actors may be mobile. As In WSANS, one of the main factors which causes
they move, they may leave the transmission regiolgv event reliabilityis network congestion. In the
of some sensors and enter other sensors’ regiase of high congestion, MAC layer reacts locally
or they may become totaly disconnected from thg/ exponential back-off [7], while transport layer
network. Therefore, another function of MAC proreacts by lowering the transmission rates of sensors.
tocol in WSANS is to maintain network connectivityHowever, normally these two layers act indepen-
between sensors and mobile actors. Furthermoredasitly from each other which causes inefficien-
discussed before, the timely detection, processinges due to the duplication of functions. By cross-
and delivery of information are indispensable réayering approach, each protocol shares its data with
quirements in a sensor/actor network application.other protocols, which avoids those inefficiencies.
Classical contention-based protocols are not dper example, in WSANs when congestion is high,
propriate for real-time sensor-actor communicdirst of all MAC layer reacts to the congestion. If this
tion since contention-based channel access requiresponse is not sufficient, MAC layer informs the
handshaking which increases the latency of the datauting layer about this congestion. Then, routing
TRACE [23] is a reservation TDMA protocol whichlayer lets coordination plane know the situation.
suffers from the added overhead for reservatigks a result, coordination plane and routing layer
contention while PBP (Predictive Backoff Protocgbrovide data traffic to be rerouted through another
for IEEE 802.11) suffers from the requirement adippropriate actor node. On the other hand, if al-
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ternate actors and routes do not exist, transporiThe basic ideas of cross-layering optimization
protocol mechanisms can be used to freeze traffitated above are also valid for actor-actor communi-
transmissions. cation. However, since in WSANSs, as mentioned in
Another example of the cross-layering design iBection I, actors may be mobile, link characteristics
WSAN:S is the optimization of the size of the packand network topology may change rapidly. Then, in
ets transmitted from sensors to actors. In order ¢ase of the weak link connectivity between actors,
provide a unified packet structure that incorporatedysical layer at which link connectivity can be
the functionalities of each protocol in the protocaheasured accurately and quickly responds to this
stack, routing, MAC and physical layers should bgtuation by increasing its transmit power or its
investigated together. The energy efficiency of thexror correction coding. However, if the weak link is
WSAN depends on the energy required to transnai@dused by something difficult to correct at the phys-
a packet and the reliability of the network. From thieal layer, i.e., high mobility of nodes, it is better for
routing layer point of view, reliability of the packetthe physical layer to interact with the higher layers
depends on the distance of the node generating fh2]. For example, in WSANs actors may perform
packet in terms of the number of hops to the actamicast communication instead of broadcasting in
Intuitively, it is better to send smaller sized packetsrder to prevent resource-constrained sensors from
from the nodes far away from the actor. Hence, meceiving unnecessary messages. However, in case
order to provide energy efficiency, the informationf the high mobility, informing the routing layer
about an event may be transmitted to the actor usimgght change the routing strategy from unicast to
small sized packets while the relay nodes aggregat®adcast in the general direction of the intended
the packets due to being closer to the actor. actor. Hence, in the cross-layering approach, each
On the other hand, the size of the packet diyer of the protocol stack not only responds to local
termines the number of packets needed to be sgatiations, but also responds to the information from
to inform an event to the actor. Then, from thether layers [5], [12].
MAC layer point of view, the number of packets
translates into the number of contention attempts
the node needs to perform. Decreased packet size
in effect leads to increased collision probability and The effectiveness of the sensor networking can
thus, high energy consumption at the MAC |ayeﬁxperience a profound leap if the actors are also
Lastly, from the physical layer point of view, as th&n integral part of the deployed network. When the
Coding rate increases) communication will be mogensor field is Complemented with actors, there will
reliable. Increased rate translates into sending m&@ one more option called acting as well as sensing
bits for useful information. However, a sensor nod@"d deciding for human controller. On the other
consumes energy based on the number of bitsh@nd, realization of wireless sensor and actor net-
sends for a transmission, i.e., packet size. Hen¥&rks (WSANSs) needs to satisfy the requirements
packet size optimization also affects the bit levéptroduced by the coexistence of sensors and actors.
energy consumption. As a result, a useful mod&hroughout this paper, we explain the research
and an energy efficiency metric that accommodatéldallenges occurring due to sensor-actor and actor-
all these factors is needed for optimization of packagtor coordinations in WSANs and investigate how
sizes in WSANS. the communication protocols in WSANs will be
In addition to the interactions among transporéifferent from the protocols in WSNs.
MAC, routing and physical layers, in WSANSs, there However, there are several open research issues
should also be interdependency between the appli2at should be investigated in WSANS:
tion layer and those lower layers. Application layer « For sensor-actor coordination, algorithms that
must adapt to time-varying QoS parameters offered can provide ordering, synchronization and
by the lower layers. While the network provides the eliminate the redundancy of actions need to
best possible QoS to the application, this QoS will developed.
vary with time as channel conditions and network « For actor-actor coordination, there is a need
topology change. Thus, applications must also adapt to provide a unified framework that can be
to the QoS offered. exploited by different applications to always

VI. CONCLUSION



select the best networking paradigm available
according to the events sensed and to the oper-
ation to be performed, so as to provide efficier[%]
actor-actor communication.

There is a need for an analytic framework in
order to characterize the three planes, that jgy,
management, coordination and communication
planes stated in Section V.

As mentioned in Section V-B, sophisticategm
distributed coordination algorithms need to
be developed for effective sensing and acting
tasks. (3]
As stated in Section V-C, in WSANSs the ap-
plication, transport, routing, MAC and physi{14]
cal layers have common requirements and are
highly dependent on each other. Hence, lever-
aging a cross layer approach can provide mughl
more effective sensing, data transmission, and
acting in WSANs. Several cross-layer integra-
tion issues among the communication layef$]
should be investigated in order to improve the
overall efficiency of WSANS.

Finally, maybe the most importantly for some
applications there is a need for real-time cont’]
munication protocols for both sensor-actor and
actor-actor coordinations in WSANSs.
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