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ABSTRACT
The optical structures of several active galactic nuclei (AGNs) have been studied using the Ðne guid-

ance sensors (FGSs) on the Hubble Space Telescope (HST ). The FGSs are interferometric devices that
can resolve structure on scales of 20 mas or less and hence have the potential to improve on the
resolution attainable by HST Ïs cameras. The FGSs produce interferometric fringes known as S curves,
which are related to the intensity proÐle of the object on the sky. These have been analyzed using a
simple model for the radial intensity distribution and strength of the underlying background illumination
of the observed objects. Eight di†erent observations of six di†erent AGNs have been analyzed. No sta-
tistically signiÐcant di†erences from point sources are detected, but signiÐcant upper limits of order 20
mas are placed on any spatial extent. Systematic e†ects limiting the resolution are discussed, and some
simple conclusions about the physical size and luminosity densities of the emitting regions of the AGNs
implied by the data are given.
Subject headings : galaxies : active È galaxies : nuclei È methods : data analysis È

techniques : interferometric

1. INTRODUCTION

One of the most important properties of the Hubble
Space Telescope (HST ) is its ability to attain high spatial
resolution limited by di†raction rather than the properties
of the atmosphere. This resolution is normally exploited via
direct imaging by HST Ïs cameras, potentially enhanced by
the application of restoration algorithms. The Ðne guidance
sensors (FGSs) of the HST o†er an alternative method for
studying structure on the Ðnest scales. The FGSs fold one-
half of the telescopeÏs pupil onto the other, and the resulting
interference fringes are recorded by photomultiplier tubes
as the 5A FGS Ðeld of view is scanned across a source. These
fringes are the basis of the HST Ïs high-precision tracking
but can also be used to study structure on scales down to 20
mas or less. The FGSs are more sensitive than the cameras
to the Ðnest spatial structure but produce data that are
more difficult to interpret.

We have carried out a project to investigate the useful-
ness of the HST FGSs for attaining ultrahigh resolutions on
extragalactic objects, observing several bright AGNs
known to have radio structure on scales ranging from
several milliarcseconds to several tens of milliarcseconds.
The goal was to search for and study similar scale structure
in the optical.

In this paper we present the results of these observations
using the original HST FGSs and their analyses using a
simple model for detecting and quantifying extended struc-

1 Based on observations made with the NASA/ESA Hubble Space
Telescope, obtained from the Space Telescope Science Institute, which is
operated by the Association of Universities for Research in Astronomy,
Inc., under NASA contract NAS5-26555.

ture. We apply statistical tests to decide whether the
hypothesis that the object is a point source on an extended
background is consistent with the data and if so, at what
conÐdence level. Simulations are used to derive limits on the
detection thresholds for extensions to the central point
source. The systematic e†ects due to calibrations incorrectly
matched in both time and color are investigated, as are
other systematic e†ects that limit the resolution we can
attain. We Ðnd that all our data sets are consistent with
pointlike object intensity distributions. The high spatial
resolution of the FGS allows us to derive interesting limits
on the physical sizes of the optical emission regions and on
the scale and relative intensities of features that would have
been seen. These results delineate the region of phase space
where the FGSs are the best observational tool for mapping
at high resolution in the optical, especially given the
improved characteristics of the newly available FGSs.

2. DATA FROM THE FGS

The HST uses three FGSs at the edge of the Ðeld of view
of the telescope (see Nelan & Makidon 1999 for further
discussion). During normal use of the telescope, two of the
FGSs are used to ““ lock ÏÏ onto guide stars to precisely point
the telescope, while the third is available to perform astrom-
etry, independently scanning objects within its Ðeld of view
and measuring their positions. Each FGS contains a pair of
orthogonal interferometers, which, when scanned across a
point source, produce two S-shaped ““ transfer functions.ÏÏ
The zero-point crossings of the transfer functions determine
the position of the sourceÈthese nulls are used by the
pointing control of the telescopeÈwhile the morphology of
the transfer functions is dependent on the brightness proÐle
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FIG. 1.ÈPredicted HST FGS S curves for uniform, optically thin
spherical sources of the radii shown. A point source produces an S curve
with the highest amplitude. More extended objects result in S curves of
smaller amplitude and greater width.

of the source. Extended or multiple objects produce lower
amplitude and more complicated transfer functions com-
pared with those from a point source. It may be shown that
the S curve is related to the monochromatic intensity dis-
tribution of the object on the sky in the following way :
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where S(h) is the value of the observed S curve expressed as
a function of angle away from interferometric null, andI

Aare the intensities measured by the photomultipliers, D isI
Bthe aperture of the HST , j is the wavelength, F(/) is the

intensity distribution of the object in the direction of the
scan, and is the total integrated Ñux. The observed SFtotcurve can be regarded as the convolution of the normalized
intensity proÐle of the object on the sky and the S curve
resulting from a reference observation of a point source on a
negligible background. It follows from equation (1) that, in
principle, the morphology of the source (in the direction of
the scan) can be obtained by deconvolving the transfer func-
tion from the observed FGS interferometer output. A
method for doing this has been described by Hershey (1992).
Stronger backgrounds lead to lower amplitude S curves,
and this e†ect becomes important for faint sources such as

those discussed in detail later in this paper. To illustrate the
general form of the FGS S curves and how they change
when the object has small extent, simulations were created
and the results are shown in Figure 1.

The primary use of the FGS in transfer function mode is
for observations of binary stars (see, e.g., Franz et al. 1992),
where separations, position angles, and relative intensities
of close binaries are measured. Lattanzi et al. (1997) have
also successfully used the FGS to measure the diameters of
the disks of Mira variables. The observations discussed in
this paper are the Ðrst to attempt to study extended struc-
tures in extragalactic sources with the FGS.

3. THE OBSERVATIONS AND DATA REDUCTION

A list of data sets used in the analysis described below is
given in Table 1. All observations were made with FGS3 in
the TRANS mode (see Nelan & Makidon 1999) to obtain
transfer functions. The initial observations in this survey
were carried out with three di†erent Ðlters : PUPIL (a Ðlter-
free stopped-down aperture), CLEAR (a broadband Ðlter
with FWHM of 2340 centered at 5830 and YELLOWA� A� ),
(a 750 FWHM Ðlter centered at 5500 The originalA� A� ).
goal was to attempt to derive some color information from
the Ðlters, while the pupil stop, which apodizes the outer
one-third of the telescope pupil, was used to restore fringe
visibility in the presence of spherical aberration. Although
in principle, the interferometers should not be a†ected by
the symmetric aberration in the primary mirror, small inter-
nal FGS misalignments interact with the spherical aberra-
tion to impair FGS performance. All later observations and
all the data analyzed here used the pupil stop only.

Each observation consisted of multiple scans across the
object. The two orthogonal interferometers of the FGS were
oriented at 45¡ to the scan direction. Each scan was typi-
cally long, centered on the object, with a nominal 0.32A.4
mas step size.

Routine data reduction software developed by the FGS
group at STScI, working with the HST Astrometry team,
was used to unpack, inspect, smooth, and merge the data
sets (see, e.g., Baum 1994). Individual scans that, on visual
inspection showed no obvious transfer function or dis-
played pathological (nonphysical) characteristics due to
spacecraft jitter, were not considered further. On the
average, 75% of the scans were considered ““ good.ÏÏ The
data from these scans were then co-added, separately for
each Ðlter and for each coordinate axis. We used the stan-
dard merging software, which Ðrst determines a ““ zero
phase ÏÏ for each scan by measuring the zero crossing of the
transfer function (observed in the smoothed data), then cal-
culates the relative o†sets of the observed transfer functions
from that of a reference scan (typically the Ðrst scan of the

TABLE 1

OBSERVED FGS AGN DATA SETS

Object Name Data Set Name Observation Date Exposure Time (s) Signal Strength Calibration Data Set

3C 279 . . . . . . . . . . f0wj0602m 1992 Apr 2 1575 strong f0v30302m
NGC 1275 . . . . . . f0wj0203m 1992 Oct 27 1508 very weak f0v30702m
3C345 . . . . . . . . . . . f0wj0702m 1993 Apr 12 1590 weak f0v30a02m
NGC 4151 . . . . . . f2m40201m 1995 Jan 29 2596 very strong f2vc0201m
3C345 . . . . . . . . . . . f2m40501m 1995 Feb 22 1811 weak f2vc0201m
3C 273 . . . . . . . . . . f2m40302m 1995 Mar 21 1096 very strong f2vc0201m
3C 279 . . . . . . . . . . f2m40401m 1995 Apr 10 1811 strong f2vc0201m
M87 . . . . . . . . . . . . . f2m40101m 1995 May 12 2596 very weak f2vc0201m
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TABLE 2

LIST OF CALIBRATION DATA SETS OF REFERENCE STELLAR SOURCES

Star Data Set Observation Date Color (B[V )

Upgren 69 . . . . . . . . . . f0v30302m 1992 Apr 6 ]0.5
Upgren 69 . . . . . . . . . . f0v30702m 1992 Sep 1 ]0.5
Upgren 69 . . . . . . . . . . f0v30a02m 1993 Apr 5 ]0.5
Upgren 69 . . . . . . . . . . f2vc0201m 1995 Sep 12 ]0.5
Upgren 69 . . . . . . . . . . f2cs0502m 1994 Jun 12 ]0.5
Upgren 69 . . . . . . . . . . f3h80201m 1996 Oct 23 ]0.5
Upgren 69 . . . . . . . . . . f3h80501m 1997 Jan 24 ]0.5
Upgren 69 . . . . . . . . . . f3h85501m 1997 Mar 30 ]0.5
LAT-COL-1B . . . . . . f2vu0401m 1996 Jan 9 ]0.18

set), and then co-adds the raw (unsmoothed) data from the
individual scans, using the calculated o†sets. For the data
from the faint objects discussed here each individual scan
has signiÐcant photon noise. This limits the accuracy of the
o†set determination and degrades the resolution that can
Ðnally be attained. This source of systematic error is dis-
cussed below in ° 5.

It was apparent that the pupil data were the ““ cleanest ÏÏ in
the sense that the amplitudes of the transfer functions were
greatest and the shapes were smoothest and most closely
resembled expected transfer function shapes. This is
expected because the full aperture, which accepts a larger
portion of the spherically aberrated optical beam, is more
susceptible to internal FGS misalignments. In order to have
a uniform set of data sets for many objects, which could be
adequately calibrated with the limited set of calibration
curves at our disposal, we decided to restrict the analyses
presented here to those data sets obtained using the pupil
stop. A total of six observations of the objects studied here
did not use the pupil stop and were not suitable for further
analysis. Unfortunately, use of the pupil did reduce the
photon Ñux and thus the number of sources we could study
with this technique, as well as the angular resolution that
could be achieved. Future observations with refurbished
FGSs will not require the pupil stop and will eliminate these
problems.

In order to analyze these curves, we require for reference
the response of the system to a known point source on a
negligible background, e†ectively the S-curve point-spread
function (PSF). The FGS is routinely scheduled to observe
standard stars of di†erent colors, through di†erent Ðlters, to
provide such references. We selected as reference S curves
for our analyses observations of stars observed through the
pupil aperture as close as possible in time to our obser-
vations, as the FGS3 S curves are known to change over
the course of time. Ideally a reference star with color com-
parable to that of the object should be selected, but for
AGNs this can only be approximated. It is also not always
possible to Ðnd reference curves taken less than about 200
days from a given observation. The systematic e†ects due to
the inadequacies of the reference curves in color and time
are discussed below in ° 5. A list of all calibration curves
used in this paper is given as Table 2.

4. MODEL FITTING THE OBSERVED S CURVES

The merged transfer functions for several objects
observed in our sample appeared clearly inconsistent with
what would be expected from an ideal point source. In
particular, the amplitudes of the S curves were less

(suggesting that the background was a signiÐcant fraction
of the object intensity) and the widths appeared greater
(suggesting extent) than expected for point sources. To
understand the signiÐcance of these di†erences, we created
model object intensity proÐles, generated sets of simulated
S curves from them, and compared these to the obser-
vations. In this section we use the 3C 279 data set
f0wj0602m to illustrate the methods used to assess the sta-
tistical signiÐcance of the structures seen in the S curves.
The other data sets were analyzed in the same way, and the
results are presented below.

The objects are modeled using normalized Gaussian
intrinsic intensity proÐles, superimposed on Ñat back-
grounds. The two-parameter set of functions we used for the
intensity distribution in each of x and y is thus of the form

F\ B] He~h2@2p2 , (2)

where B and H are constrained so that the sum over all
values of F is 1.0, h is the angle with respect to the FGS
interferometry null (normally expressed in milliarcseconds),
and p is expressed in the same units. The normalization of
this function is important and may be derived easily from
the theory of the FGSs (see eq. [1]). This function F is a
model for the intensity proÐle of the object in one direction,
summed over the 5A width of the FGS instantaneous Ðeld of
view in the perpendicular direction. The model S curve
itself is then created by convolving the model source proÐle
F with the appropriate calibration S curve, the PSF, as
listed in Table 1.

The observation data sets were reduced using the stan-
dard FGS software referenced earlier. The noisy,
unsmoothed data products rather than the smoothed ver-
sions were used (both are created by the standard FGS
software), as we wished to retain the noise properties of the
data. For the calibrator S curves, the smoothed version was
used, resampled to match the scale and range of the
observed data. In both cases a 512 sample subset of the data
around the central S-curve feature was used to make the
convolutions more efficient. This reduced range does not
a†ect the results, as there are no signiÐcant features farther
out in these data.

The observed data sets were compared with the models
(convolutions of the intensity proÐles with calibration S
curves) for a range of values of p and B, and the sum of
squared residuals was computed. To estimate the statistical
signiÐcance of the results, we measure the noise in the outer
parts of the S curve, where the mean is zero, and assume it
to be approximately constant. The reduced s2 for the Ðts is
then calculated in the normal way :

sred2 \ ; (vdat [ vmodel)2/var
nfree

, (3)

where and are the values of the data and model atvdat vmodela given position, is the number of degrees of freedom,nfreein this case the number of data points (512) minus the two
free Ðt parameters (the width of the Gaussian and the frac-
tion of energy in the background), and var is the measured
variance of the noise, assumed to be constant throughout
the S curve. It is assumed that there is no correlation
between the data points ; this assumption will be discussed
further below.

ConÐdence levels are plotted in Figure 2 for the two-
parameter Ðts to the 3C 279 data sets (f0wj0602m). For a s2
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FIG. 2.ÈConÐdence limits of Ðts of a two-parameter set of models of a Gaussian and a Ñat background to the x- and y-direction S curves for 3C 279 data
set f0wj0602m.

distribution with 510 degrees of freedom a reduced s2 of
1.072 corresponds to the 25% conÐdence level, 1.123 to 5%,
and 1.161 to 1%. The reduced s2 values of the good Ðts are
slightly less than 1.0, implying that the noise as estimated
from the outer parts of the S curve is slightly too large, in
agreement with visual inspection ; the data are not ““ over-
Ðtted,ÏÏ as the curve is smooth on large scales and cannot Ðt
any but the largest features in the S curve. Estimating the
variance from the outer parts of the S curve gives a spread
around the truth with the e†ect of shifting the conÐdence
contours in or out. We use the F-test (below), based on
ratios of s2 values, as it is not a†ected by small variations of
the variance measure.

For statistical tests to be valid, we need to know the
magnitude of the noise, its distribution, and whether there
are correlations present that would reduce the e†ective
number of degrees of freedom. To assess these properties,
we analyzed a ““ noise data set ÏÏ produced from the di†er-
ence between the Ðtted and observed S curves for 3C 279
(the y data were used but x would be equally good). Again,
because the Ðtted curve is smooth on all but the largest
scales, this will be a good guide to the Ðne structure of the
noise. The histogram of this noise data set appeared
approximately Gaussian with zero mean, a width (i.e., the p
of the noise) of 0.044, and no obvious asymmetry. Figure 3
shows the power spectrum of the noise, which appears to be

FIG. 3.ÈPower spectrum of the noise in a typical S curve

approximately ““ white.ÏÏ It is plotted with the zero-
frequencybin at the center and is hence symmetrical about
this point. Finally, the correlations within the noise were
assessed by block averaging the data in 2, 4, and 8 sample
bins and computing the standard deviation in each. If there
are no correlations on these scales, the values should drop
by each time. The actual ratios found were 1.50,1.47,J2
and 1.36, conÐrming that the noise may be regarded as
Gaussian and independent, with 512 degrees of freedom.

As seen from Figure 2, there is a large region of accept-
able parameter space. The best Ðt requires a small extension
(FWHM about 15 mas) with a background of about 24%.
However, a point source with a background about 28% of
the total intensity is also fully acceptable ; the required
background is consistent with the level expected from an
object of this magnitude. The hypothesis that there is no
background and that the reduction in S-curve amplitude is
due to a broad nucleus is strongly rejected at a signiÐcance
level of 99.9%.

We adopt two approaches to further assess the signiÐ-
cance of the small extension indicated by the minimum s2
Ðt. First, we ask whether the improvement in the Ðt due to
the addition of an extra parameter to the model (the extent
of the object) is justiÐed by the data. We compare the s2 of
the null hypothesis ““ the object is a point ÏÏ with that
obtained by including a nonzero width as well. The ratio of
these two s2 values should follow the F-distribution, allow-
ing us to put a conÐdence limit on the extension. The use of
the F-test also removes the uncertainty in the measurement
of the variance, as we are comparing a ratio of reduced s2
values.

From the 3C 279 S curves we have

F\ sextended2
spoint2 \ 0.9807/0.9682\ 1.013 (4)

for x and

F\ sextended2
spoint2 \ 0.9892/0.9573\ 1.033 (5)

for y, where there are 511 degrees of freedom for the point-
source Ðt and 510 for the two-parameter Ðt. For an F-
distribution with 510 and 511 degrees of freedom, a 10%
conÐdence level is reached at In otherF510,511,0.9 \ 1.12.
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FIG. 4.ÈRatio of measured to true object extension as a function of object width for simulations at two di†erent noise levels. The data had noise levels of
(left panel) 0.05 and (right panel) 0.01. The simulations are described further in the text.

words, such a high value is to be expected by chance in 10%
of cases if the null hypothesis were true. Although this appli-
cation of the F-statistic is not rigorously correct, as the
Ðtted function is not linear in the width of the Gaussian, we
think it is clear that we cannot reject the null hypothesis and
hence cannot put any trust in an extension when the derived
F-values are so close to 1.0.

In a second approach, we generate Monte Carlo simula-
tions using the same two-parameter model, selecting the
width and fractional background strength at random, con-
volving the models with the same calibrator S curve, and
adding Gaussian noise at levels comparable to that present

in two data sets of interest. The results were analyzed in
exactly the same way as above to measure the width and
background. Figure 4 compares the measured widths with
those input to the simulations for two noise levels. For the
noisier simulations on the left, which have noise compara-
ble to that seen in the 3C 279 S curves, there is reasonable
agreement for extents (p) greater than about 10 mas. In a
higher signal-to-noise ratio (S/N) case on the right, where
the noise is comparable to that seen in the NGC 4151 data
set, extents down to about 5 mas can be reliably detected.
These plots provide a guide to whether or not an extension
can be detected at a speciÐed noise level when other sources

FIG. 5.ÈSimulated S curves measured and classiÐed by whether they are signiÐcantly nonpointlike or not. The plus signs represent Ðts that are
nonpointlike at the 99% conÐdence level. Noise levels were (left panel) 0.05 and (right panel) 0.01. See the text for more details.
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of systematic error are negligible. We quantify the statistical
signiÐcance of the extent determination by again looking at
the F-statistic for each of these S curves, as plotted in
Figure 5. The plus signs indicate Ðts that are nonpointlike
at the 99% conÐdence level and the stars Ðts that have
F-values insufficiently di†erent from 1.0 to allow rejection
of the null hypothesis (i.e., point source) at the 25% level.
The triangles are intermediate cases.

It is clear from the left-hand panels that p values less than
about 12 mas (FWHM\ 28 mas) will not be detectable at
statistically signiÐcant levels in S curves having noise levels
comparable to the 3C 279 data. Hence, the extension of
p \ 6 mas (FWMH\ 14 mas) we obtained for the 3C 279 x
S curve is not signiÐcant. Similarly the smaller extension
measured for the y S curve of the NGC 4151 data described
later in the paper is also not statistically signiÐcant. In this
case, that of the best S/N of our sample, the smallest sta-
tistically signiÐcant extent (p) detectable is of order 5 mas.
For data of lower S/N, including most of the other data sets
studied here, the minimum extension that can be detected
will clearly be larger than that for 3C 279. Figures 4 and 5
also show that the minimum detectable extension falls as
the fraction of energy in the background increases. This is to
be expected, as the amplitude of the S curve, compared with
the constant noise, is also falling in this case.

These simulations allow us to place limits on the spatial
extents of the objects in our study that would be detected at
di†erent noise levels under the assumption that other sys-
tematic e†ects are negligible. Unfortunately the combined
e†ects of the spherical aberration of the HST , small mis-
alignments within FGS3 itself, variations in the fringe
shapes with time, and the impossibility of accurately co-
adding shifted fringes with very low signal restrict the
resolution that can be obtained. These limits are discussed
below.

5. SYSTEMATIC EFFECTS

The above analysis has assumed that the calibration ref-
erence S curves are an accurate representation of what
would be seen if the observed object were a point on a
negligible background. It is also assumed that the observed
S curves can be regarded as the convolution of the normal-
ized object intensity distribution with the calibration S
curve. Unfortunately neither of these assumptions can be
regarded as completely valid for S curves of faint objects
observed with the FGS3 interferometer. In practice, S
curves depend on the color of the object and are also known
to vary in time. In addition, the accuracy of aligning and
co-adding the multiple scans across a faint object is limited

by the photon noise of each scan. In this section we discuss
how these systematic e†ects limit our results.

The e†ect of color on the S curve follows simply from the
deÐnition of the transfer function : equation (1) contains the
dependence of the S curve on color. For a monochromatic
S curve, changing the wavelength has the e†ect of scaling
the S curve with respect to the h axis. This is a simple e†ect
that can be modeled for an object of known spectral-energy
distribution by also convolving over wavelength. We gener-
ated two simulated S curves based on two extremes, a very
blue spectrum and a very red spectrum. We then used the
red S curve as a calibrator to analyze the blue one using the
procedures discussed above. The color di†erence, far larger
than that in any realistic case, is found to introduce a ripple
in the residuals of the best Ðt but no measurable extent.

We also took the spectrum of NGC 4151 and multiplied
by a simulated FGS spectral response and used this to gen-
erate a simulated S curve corresponding to a point source
having the appropriate spectral energy distribution (SED).
We then made another simulated S curve with spectral
weighting appropriate for the calibration star Upgren 69.
To test the color e†ect on our results we analyzed this
simulated NGC 4151 observation using the simulated
Upgren 69 S curve as calibrator. The resultant Ðt showed
low-amplitude residuals but no detectable bias in the mea-
surement of extent or background, both of which were zero
at the resolution of the analysis.

The time variation of the S curves is much less well
understood than the color dependence. It presumably
depends on time-dependent changes in the geometry of the
Ðne guidance sensors. Experience with FGS3 data on
double stars and the disks of Mira stars has shown that the
variations, which are particularly marked for scans in x,
limit resolution to approximately 20 mas. Unfortunately,
there are at present insufficient data to allow predictions of
this e†ect. This and other sources of systematic e†ects are
discussed in Nelan & Makidon 1999.

To empirically estimate the e†ects of time-variant system-
atics on the analyses of our data sets as described above, we
reprocessed a high S/N case (f2m40301, 3C 273) using a set
of di†erent reference calibration S curves listed in Table 2,
which were taken after the Ðrst HST servicing mission.
These cover a period from 280 days before the observation
to 740 days afterward. The last calibration set listed, below
the line, is a bluer star. The resultant Ðts are given in Table
3.

There is signiÐcant variation in quality of Ðt when di†er-
ent calibration curves are used. As expected, the reference
curve closest in time to the observation (f2vc0201m) does

TABLE 3

FITS TO 3C 273 S CURVES USING DIFFERENT CALIBRATION CURVES

x y

Background p Background p
Calibration Data Set (%) (mas) s2red (%) (mas) s2red
f2cs0502m . . . . . . . . . . . . 0 0 2.50 0 0 2.29
f2vc0201m . . . . . . . . . . . . 0 1 1.67 0 3 1.47
f3h80201m . . . . . . . . . . . 0 0 1.26 0 3 1.62
f3h80501m . . . . . . . . . . . 0 0 2.19 2 1 1.45
f3h85501m . . . . . . . . . . . 2 0 1.86 0 4 1.66
f2vu0401m . . . . . . . . . . . 0 0 1.43 0 4 1.78
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seem to give a better Ðt than those obtained a long period
either before or after, but the di†erences are small. All Ðts
give very similar numerical values for both the Ðtted param-
eters, on both axes, within the formal uncertainties as calcu-
lated before. In this case we Ðnd consistently that both the
background level and the width are negligible.

A Ðnal important source of systematic error is introduced
by the reduction of the multiple FGS scans. Each of these
has a very low S/N for the faint objects considered here, and
each has a random, unpredictable shift relative to the
others. To co-add these scans, as described in ° 3 above, it is
necessary to measure their relative shifts. This process
cannot be done accurately when noise is very signiÐcant,
and this process inevitably degrades the resolution attain-
able.

The systematic e†ects described above combine to limit
the resolution, and hence the minimum detectable object
extent, to approximately 20 mas and are greater than the
more fundamental limits because of the pure photon noise
in the observed S curves. This limit applies to the FGS3
interferometer when used in pupil mode. The newer FGS1R
interferometer, installed during the second HST servicing
mission, has been shown to have much more stable S curves
and also does not require the use of the pupil stop. Hence, it
should have much improved performance for this kind of
work.

6. RESULTS FOR INDIVIDUAL OBJECTS

All the objects listed in Table 1 were Ðtted to the two-
parameter family of models described above, and the

minimum s2 Ðt results are shown in Table 4. The data are
shown in Figures 6È13. In all Ðgures, the best Ðt is shown
along with the data in the upper panel and the residuals are
plotted below, on the same scale. Only the 512 points used
in the analysis are plotted. In each subsection below, we
summarize the results for each object.

6.1. 3C 279 (Figures 6 and 7)
3C 279 is an extended double radio source that includes a

compact core and a jet that extends about 5A (de Pater &
Perley 1983) as well as structure observed with VLBI on
scales down to 0.1 mas et al. 1992). The jet of 3C 279(Ba- a- th
was one of the Ðrst known examples of superluminal
motion. 3C 279 is associated with a quasar at redshift 0.538
(Sandage & Wyndham 1965). It is a luminous X-ray and
gamma-ray source and is highly variable at all wavelengths.
In the optical it is highly polarized, with V magnitude
ranging from 15 to 17 mag during recent years.

There are two observations of this object, and the earlier
ones were used in the above examples of modeling methods.
The data are of reasonable quality, and the Ðts are good.
The data are consistent with a point source on a moderate
background, consistent with the objectÏs brightness.

6.2. NGC 1275 (Figure 8)
These data are of very low signal-to-noise ratio, and the

amplitude is very low because of the relatively high back-
ground level from this bright galaxy. The Ðts are reasonable
and consistent with a point source.

TABLE 4

RESULTS OF TWO-PARAMETER FITS TO S CURVES

x y

Background p Background p
Data Set Name Object Name (%) (mas) s2red (%) (mas) s2red
f0wj0602m . . . . . . 3C 279 24 5.4 1.10 28 7.2 1.03
f0wj0203m . . . . . . NGC1275 80 5.5 0.83 86 0.0 0.80
f0wj0702m . . . . . . 3C345 56 5.4 0.91 58 7.6 1.18
f2m40201m . . . . . . NGC 4151 22 0.0 1.74 24 3.1 2.6
f2m40501m . . . . . . 3C345 72 0.0 0.99 68 3.2 0.91
f2m40302m . . . . . . 3C 273 0 0.0 1.43 0 2.1 1.50
f2m40401m . . . . . . 3C 279 18 7.6 1.23 22 7.3 0.91
f2m40101m . . . . . . M87 92 13. 1.20 92 8.5 1.03

FIG. 6.ÈBest Ðt to 3C 279 1992 April 2 x and y S curves
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FIG. 7.ÈBest Ðt to 3C279 1995 April 10 x and y S curves

6.3. 3C 345 (Figures 9 and 10)
Both data sets for this object have low S/N. The Ðts are

good and are consistent with point sources.

6.4. NGC 4151 (Figure 11)
These S curves have excellent S/Ns, the best of all those

studied here. Unfortunately the Ðts are not very good, as is

shown in the s2 values. It seems most likely that this is
because of an inadequately matched reference S curve due
to variations with time of the S-curve form. This data set is
considered further in ° 6 above.

6.5. 3C 273 (Figure 12)
These curves also have excellent S/Ns, and the Ðts are

reasonable, although, like NGC 4151, it appears that better

FIG. 8.ÈBest Ðts to NGC 1275 x and y S curves

FIG. 9.ÈBest Ðt to 3C 345 1993 April 12 x and y S curves
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FIG. 10.ÈBest Ðt to 3C 345 1995 February 22 x and y S curves

calibrations would allow more information to be extracted.
In terms of amplitude and width these curves are very
similar to the calibration, indicating that the relative back-
ground is low and that the object is, to Ðrst approximation,

a point. The x S curve, which is less stable than in y, shows
some systematic di†erences. Possible explanations for such
di†erences were discussed in ° 5 above. The y S curveÏs Ðt is
closer, but there is also a systematic di†erence.

FIG. 11.ÈBest Ðt to NGC 4151 x and y S curves

FIG. 12.ÈBest Ðt to 3C 273 x and y S curves
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FIG. 13.ÈBest Ðt to M87 x and y S curves

6.6. M87 (Figure 13)
These S curves have very small amplitudes because of the

strong background from the underlying elliptical galaxy.
The Ðts are consistent with a point source, but the signal-to-
noise ratio is very low.

7. DISCUSSION

All the bright AGNs that have been studied using the
HST FGS in TRANS mode can be modeled well by
assuming that the true intensity distribution of the object is
a point source on a background. Statistical tests show that
the very small measured widths are not signiÐcant. The
levels of background measured are consistent with what is
expected : bright pointlike objects (e.g., 3C 273) have negligi-
ble background and objects that are the cores of bright,
large galaxies (e.g., M87 and NGC 4151) have strong back-
grounds. For faint objects the instrumental background is
detected and appears at the expected strength (e.g., 3C 279).

An assessment of the systematic e†ects limiting the
resolution of the FGS3 interferometer imply that we would
not expect to detect extents (FWHM) less than 20 mas
(p \ 9 mas). These e†ects are dominated by the instability
of the FGS3 interferometer in combination with the spher-
ically aberrated telescope optics and the difficulty of accu-
rately co-adding individual scans of faint objects.

We may use our results to estimate the physical extents of
the emitting regions and the luminosity densities that these
imply. Table 5 tabulates these quantities for those objects
with statistically signiÐcant upper limits. We assume a
spherical, uniform, optically thin emitting region, H0\ 65
km s~1 Mpc~1, and that the upper limit to the radius of the
sphere is the measured p. The luminosities are calculated
from the V magnitude of the objects and the sun with no

consideration of color e†ects. These objects are variable and
hence approximate mean values are used for the V magni-
tude. For the two bright objects we use the limit of p \ 9
mas as deduced from a study of the systematics. For the
fainter 3C 279 the noise of the data itself becomes more
important, and we use the limit p \ 12 mas. For the bright-
est objects in our sample the FGS3 observations are limited
by the systematic e†ects described in detail in ° 5 above.

Because it is both the closest object in our study and has
the S curves with the highest signal-to-noise ratios, the
NGC 4151 data yield the smallest physical limit on the size
of the nuclear emission region. This object is the closest and
most studied Seyfert I galaxy and has been modeled in
detail in the framework of the uniÐed view of AGNs by
Cassidy & Raine (1997). The broad-line region (BLR) of this
object varies dramatically on timescales of weeks and must
have an angular extent below 1 mas. The narrow-line region
(NLR) farther out extends over hundreds of parsecs and has
been studied in detail from the ground and by imaging with
HST . Our FGS observations are not sensitive to these
extended features on arcsecond scales ; they are included in
the measured background. We expect any structure we see
on scales of 10 mas to come from material around the BLR
that is scattering the intense nuclear radiation. If such scat-
tering were bright enough to e†ectively broaden the nuclear
intensity proÐle in the optical, we would detect such extent.
Because our observations are consistent with a point
source, it appears likely that such scattering is overwhelmed
by the direct view of the BLR or that such a broadening
occurs only closer to the BLR.

8. CONCLUSIONS

The original HST FGS3 interferometer has been shown
to be capable of measuring extents down to about p \ 9

TABLE 5

LIMITS FOR PHYSICAL EXTENT AND LUMINOSITY DENSITY OF EMITTING REGIONS MEASURED WITH FGS3

Lower Limit of Luminosity Density
Object Name z Distance Modulus Assumed V Upper Limit Radius of Emitting Region (L

_
pc~3)

3C 279 . . . . . . . . . . 0.536 42.0 15 12 mas \ 73 pc 6.9 ] 106
NGC 4151 . . . . . . 0.0033 30.9 13 9 mas \ 0.68 pc 9.1 ] 108
3C 273 . . . . . . . . . . 0.158 39.3 12.8 9 mas \ 26 pc 4.7 ] 107

NOTE.ÈThe performance of the prerefurbishment FGS is limited by systematics on the brighter objects.
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TABLE 6

ESTIMATED LIMITS FOR PHYSICAL EXTENT AND LUMINOSITY DENSITY OF EMITTING REGIONS WITH

POSTREFURBISHMENT FGS1R

Lower Limit of Luminosity Density
Object Name Upper Limit Radius of Emitting Region (L

_
pc~3)

3C 279 . . . . . . . . . . 12 mas \ 73 pc 6.9 ] 106
NGC 4151 . . . . . . 5 mas \ 0.38 pc 5.3 ] 109
3C 273 . . . . . . . . . . 7 mas \ 20 pc 1.0 ] 108

NOTE.ÈLimits that should be attainable with the FGS1R assuming that the performance will be
limited primarily by photon statistics rather than systematics of the instrument.

mas, on the order of 1 pc in nearer AGNs. This surpasses
the capabilities of the HST Planetary Camera (PC) by close
to 1 order of magnitude. The upper limit is due to a com-
bination of photon statistics and systematic e†ects not pre-
dictable in the prerefurbishment FGS. If these objects were
reobserved using the postrefurbishment FGS1R, these sys-
tematics would be dramatically reduced and the attainable
performance would become limited by the photon statistics
of the data. This would lower the upper limits that could be
placed on the extent of the AGN emitting regions to the
values given in Table 6. The refurbished FGS1R, with S
curves that are more stable and closer to the theoretically
perfect form and that do not require the pupil stop, which
degrades both throughput and resolution, will allow detec-

tion of structure on scales of 5 mas or smaller on the bright-
er AGNs.
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