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Abstract

This thesis describes the design and implementatian fully monolithic 10 Gb/s phase
and frequency-locked loop based clock and dataveegd PFLL-CDR) integrated circuit,
as well as the Verilog-A modelling of an asynchmasmicerial link based chip to chip
communication system incorporating the proposedcepih The proposed design was
implemented and fabricated using the 130 nm CM@Bnelogy offered by UMC (United
Microelectronics Corporation). Different PLL-basedDR circuits topologies were
investigated in terms of architecture and speede8an the investigation, we proposed a
new concept of quarter-rate (i.e. the clocking dpieethe circuit is 2.5 GHz for 10 Gb/s
data rate) and dual-loop topology which consistpludse-locked and frequency-locked
loop. The frequency-locked loop (FLL) operates petedently from the phase-locked loop
(PLL), and has a highly-desired feature that oheeproper frequency has been acquired,
the FLL is automatically disabled and the PLL wdke over to adjust the clock edges
approximately in the middle of the incoming datasbior proper sampling. Another
important feature of the proposed quarter-rate ephis the inherent 1-to-4 demultiplexing
of the input serial data stream. A new quarter-pdtase detector based on the non-linear
early-late phase detector concept has been useghieve the multi-Giga bit/s speed and to
eliminate the need of the front-end data pre-pmiogs(edge detecting) units usually
associated with the conventional CDR circuits. Aghestage differential ring oscillator
running at 2.5 GHz frequency centre was used fewtiitage-controlled oscillator (VCO)
to generate low-jitter multi-phase clock signalfeTtransistor level simulation results
demonstrated excellent performances in term ofiteckpeed and power consumption. In
order to verify the accuracy of the proposed quagte concept, a clockless asynchronous
serial link incorporating the proposed concept emaimunicating two chips at 10 Gb/s has

been modelled at gate level using the Verilog-Ayleage and time-domain simulated.
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Chapter 1 Introduction

1 Introduction

1.1 Background and Motivation

Due to continuing progress in integratecircuit technolog, syster-on-chip (SOC) is
becoming larger requiring many long-chip wires to connect modules. However i
becoming increasingly hard to communicate synchusndata between high spe
modules.To take advantage of the increased processing spyeddble and to improve ti
ovemll system performance requires t-speed inte-chip communication network
Higher I/O bandwidth requirement has led to the afsgoin-to-point serial links. As we|
as increasing the I/O bandwidth these links carefos@source costs such as power
area, and reduce the impact of problems assoadthdntel-chip communication such |
skew and crosstalk. The mt-bit parallel bus and the source synchronous -to-point
parallel link have been widely used in sl-distance applications such asltiprocessol
interconnections. However, in a high performanceCS® long parallel link suffers froi
several problems. An asynchronous serial link ie solution that can overcome st
problems since it occupies less area owing to lgav@wer communiceon wires A
dedicated poir-to-point asynchronous serial link is shown in Figu-1(b).

a) bus b) point-to-point

Figure 1 -1: Example of communication in system on chip, (a) traditional bu s-based
communication and, (b) dedicated point  -to-point links.
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Serial links have been widely used for long-haubrdi optic and cable based
communication medium (e.g. WAN, MAN and LAN) and some computer networks,
where the cable cost and synchronization diffiesltimake parallel communication
impractical. Serial links have recently found aajee number of applications in consumer
electronics, such as USB (Universal Serial Busi ¢banects peripheral electronic systems
to computer, and SATA (Serial Advanced Technolodiaéghment) which communicates
the computer motherboard with mass storage de\iegs hard disk) and PCI-Express
(Peripheral Component Interconnect) normally cohoaods (sound, video or other) to the
motherboard. Therefore serial communication hasiecthe solution to higher and more
efficient data transmission in order to meet thealeds and trends of the higher capacity
of communication technology. A relatively recentatical study has been conducted by
R. Dobkin [81] in which comparing in term of powand area serial to parallel links that
have been implemented in various feature size ofDGMechnologies. The result of that

study is illustrated in Figure 1-2 and providesfiblowing important remarks:

1. For any particular feature size of the CMOS tecbgyl there is a limiting value of
the link length above which, it is better to implemh the link as serial rather than

parallel because it is more advantageous in terpower and area.

2. The limiting value discussed in 1 which defines fitoatiers between the two types

of the link implementations is scaling down as te&tive scaling down of the

)

CMOS technology feature size.

~

o kr M W & U @ N ® ©

12

serial link dissipates less power serial link requires less area

1
08
06

04

parallel link dissipates less power

Area Length (mm)

parallel link requires less area

Link Length (mm)

02

0
180 165 150 135 120 105 920 75 60 45 30 180 165 150 135 120 105 90 75 60 45 30

\ Technology Node (nm) Technology Node (nm) /

Figure 1-2: Area and power for serial and parallel links versus technology node [81].
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Therefore, for a particular CMOS technology featsize and link length, a serial link may

have the following advantages over the parallet one

1. A serial link generally occupies less area; heheecommunication and area cost
is reduced due to decreased number of pins angp®ctarea. The saved area can
be used to isolate the link better from its surbog components and to integrate

more units.

2. The presence of multiple conductors in parallel elode proximity as in bus and
point-to-point parallel links implies cross-talkcaespecially at higher frequency.
In a serial link the undesired cross-talk is mirzed.

3. The skew between the clock and data signals noyroatiurs in bus and point-to-
point parallel links is irrelevant in a serial linkecause the transferring of data is

carried out without a clock signal.

4. A serial link can provides reliable intra/inter philata communication at multi
Gbl/s rate.
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1.2 Research Objectives and Summary of Contribution s

The processing speed of chips in a PCB (Printedu@iboard), or modules within an SOC
is normally higher than the speed at which thoses umormally communicate. In this thesis
we attempt to make the communication speed (e.GHI6) few order of magnitude higher
than the processing speed of units (e.g. 1.25 Giwshselves by using a SERDES based
serial link. The contributions of this thesis candummarized as follows.

» Areferenceless quarter-rate PLL-based clock atal &overy has been proposed
in which the deserializer does not need a cloclkregice, the deserializer is
clocked at quarter-rate (2.5 GHz) of the incomiagadate (10 Gb/s) and the input
data stream is 1-to-4 automatically demultiplex@dfdéirther processing.

* In order to verify the accuracy of the proposedcemt, a 10 Gb/s serial link based
chip-to-chip communication medium incorporating theposed concept has been
implemented using the Verilog-A language and sitealan Cadence.

1.3 Organization of the Thesis

The reminder of the thesis is divided into six deap
1.3.1 Chapter 2

In this chapter we first present the limitationsl ganoblems associated with the use of the
traditional multi-bit parallel bus and point-to-poi parallel link as communication
mediums, and second we present a review of theatitee relevant to the design of

different architectures of clock and data recowerguits.
1.3.2 Chapter 3

The PLL theory will be presented in this chapted amnalytical expressions will be
developed. The resulting equations will relate Bid. parameters such as stability and

bandwidth to the low pass filter components values.
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1.3.3 Chapter 4

This chapter will focus on the current-mode logansistor level design and optimization
at 10 Gb/s of the different parts of the proposedcept Those parts are the voltage
controlled oscillator, the proposed quarter-ratagghdetector and proposed quarter-rate

frequency detector.

1.3.4 Chapter 5

Once all the circuits are designed and optimizettaatsistor level, their parameters (i.e.
delay, rise and fall times) will be extracted amdpiemented in their correspondent
Verilog-A description. This chapter will be dediedtto implement a complete 10 Gb/s

serial link in Verilog-A language using the propgds®ncept.

1.3.5 Chapter 6

This chapter will concentrate on the layout implatagon, post-layout transistor level
simulations and characterization of the proposencept of quarter-rate clock and data
recovery circuit as well as its comprising blocks.

1.3.6 Chapter 7

This chapter draws conclusions and offers someesiigos for future works.
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2 Introduction

This chapter contains a review of literature ddsog the problems associated with the
of traditional multi line parallel busses as a camnimation medium in today syst-on-
chip (SOC). One solution tt has been proposed is the p-to-point source synchronoi
parallel link that is briefly described here. Aeahative approach that is proposed in
thesis is clockless serial link. It has the potdntio be a hig-speed, low cost, and ske
insensiive solution to the problems of communication inCSased upon a shared bus.

2.1 Conventional Bus Limitations

Interconnects in SOC have followe( the bus paradigm. In a t-based system, ¢
illustrated in Figure2-1, theintellectual propertiesIP)! are interconnected through a se
parallel wires. A separate wire is distributed ldR’'s carryin¢ a global clock signal use
for synchronous transmission and reception of dkgan a digital system, improvirSOC
performance requires enhancing IP’s processing speed and increa the bandwidtt of

the interconnec.

4 ™)
P P 1 P ]
e} & o ] & I
] — 5
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ﬂ , Bus lines
/
Bus clock
\ y

Figure 2 -1: SOC based upon a shared bus.

Advances in Integrated Circuit (IC) fabrication Haeoclogy have led to an exponen
growth of IC speed and integration level [1]. Howr, in a mult-IP basecSOC the bus

becomes a communication bottleneck. As more prougssits are added to it, the ene

1 |P is a creation of the mind with a commercial value, the holder of the IP has exclusive right to it.
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dissipation pebinary transition growand the overall system speed is reduced due t
increased number of attached units Ing to higher capacitive load.s shown in igure
2-2, themulti-bit bus als hasother problems such as sk, crosstal® and large area [2
Since the data signal carried by the bus must behsgnized with the global clock sign
skew has become a piary limit on increasintthe operationi frequency. Moreover, tF
crosstalk between adjacent bus lines causes datal gslelay and noise and hence me
the onehip communication unreliable. The costusing abusis also a serious issue si
they occup a large area of silicon. Thereforthe use ofmulti-bit buses for on-<chip

communicatio, with aglobal clocl, will limit further improvement of futurnSOC.

e ), O
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cost

Ce ) | Cr )

problems
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X I
multi-bit : ; : : T
bus data ",’ ,; victim
| X X X : p—
D ¢ X \ A
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- [
setup-time L hold-time
skew  Vviolation violation crosstalk: delay, noise
. J

Figure 2-2: Problems as sociated with multi -bit shared busin SOC.

2 skew is defined as the difference in arrival time of bits transmitted at the same time.

% Crosstalk refers to the undesired effect created by the transmission of a signal on one channel in
another channel.
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2.2 Point-to-Point Links

The physical and electrical constraints of bussakerthem viable for only small scale
systems that incorporate few IP’s, such as memonyedpheral busses. For larger scale
systems such as multi-processors or communicatidiclees an alternative and attractive
solution is to replace the bus by a point to pbitk as a medium of communication. This
approach has advantages from both circuit andtaathral points of view. From a circuit
design perspective, a point-to-point link has énergcommunication bandwidth than a bus,
due to its reduced signal integrity problems. Megrp a point-to-point transmission line
offers greater flexibility in the physical consttion of the system. From an architectural
perspective, the bandwidth demands of high-spesttisys make the shared bus medium
the main performance bottleneck. For this readwm hierarchical bus has been gradually
replacing single busses as a medium of communitaitigh performance multi-IP SOC
[3], while the architecture of most high performareommunication switches is based on
point-to-point interconnection [4, 5].

2.3 The Key Elements of a Link

There are three key components in a link: the tréiter, the channel and the receiver. The
transmitter converts the digital data stream into amalog signal; the channel is the
transmission medium in which the signal is travgjjiand the receiver converts the analog
received signal back to a digital data sequengrrgi2-3 illustrates the block diagram of a

typical link and its primary components.

The transmitter comprises an encoder and a modulatoile the receiver contains a

demodulator and a decoder. Generally, the bit sempes first encoded, by inserting some
redundant bits to guarantee signal transition a@se ¢he timing recovery operation. But, in
this work, the data is not coded and sent diremtlyhe channel using a simple non-return-
to-zero (NRZ) format, and the signal levels (higid &ow) are represented by two different

electrical voltages.
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—
Clock Received Clock
Transmitter Channel Receiver
Timing
Recovery
\ J
Figure 2 -3: A basic link with its three components: transmitter, channe [, and receiver.

The conversion of a discr-time data sequence into a contint-time analog signal i
called modulatior The transmitted signal is binary, ais synchronized to the transmitt
clock. The smallest duration between any two sigicesdges of the signal is called
bit time. Moreover, in order to reduce the powemnstomption ssociated with th
signaling, lov voltage logic swing, such #hat uséd in currentmode logic (CML) is use
for the transmitted signi The channel a cable or fiber optic based lirandis the
physical medium that carries the signal from tlasmitter output to the receiver inp
The channel generally filters the trmitted signal and causes freque-dependan
channel attenuation and signal distortion, leadingeduced received signal amplitude .
interssymbo* interference (ISI), i.e. a symbol is distorted yise introduced by earlic
symbols or by the reflecins of earlier symbols due to termination mismatchrpedance
discontinuities in the channel. Channel attenuagiodiSI are present in all links, but the
magnitudes depend on the characteristics of thenghand the signal frequencies rela
to the channel bandwidth. The receiver recovers the ste¢am from the received anal
signal. The conversion operation from the contirs-time analog signal back to t
original discret-time digital signal is called demodulation. Anotheportant task othe
receiver is to amplify and sample the received aigrsinga timing recovery or cloc|
recoverycircuit. This circuit automatically adjusts ttedges ofextracted clock in th

middle of the bits to properisample it

* A symbol in digital communication is the smallest number of data bits transmitted at one time, it
could be one bit (i.e. 0, or 1), or few bits transmitted simultaneously resulting in symbol rate.
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2.4 Point -to-Point Parallel ver sus Serial Link

Point-topoint link architecture can be divided into two sdas, namely serial links a
parallel links. In a serial link, the clock is endoed in the data stream and has tc
extracted in the receiver from the stream itseihgis clok recovery circuit, while in .
parallel link an explicit clock signal is transrettt separately from the data signal ov
single interconnec Figure 2-4 shows a conventional sou-synchronous poi-to-point
parallel link. Transmission of all data sids and the reference clock signal is trigge
synchronously by the transmitted clock. P-to-point parallel link have been widely us
in shortdistance applications such as n-microprocessor inrconnection [-10] and
consumer products with extene multimedia applications [11, 1. Improving the
bandwidth of poir-to-point parallel links is achieved by increasing Hiiterate per pin an
integratingalarge number of pins to the system. The link architecture shain Figure2-
3 is a serial link.Parallel o-chip data streams are serialized into one dataeset. As
described earlier the receiver uses the signasitians to recover the embedded clock

eventually align its local clock edges accordinfgliyoptimal data detection.

( A
Transmitter Receiver
JUL
[ _rerson ) M1
Transmitted Received
Clock Clock
Timing
Recovery
. J
Figure 2 -4: Source- synchronous parallel link, the clock is sent along for timing recover y.
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Serial links are the design of choice in any agpion where the cost of communication
channels is high and duplicating the links in langenber is uneconomical. Its application
spans every sector, including short and long distasommunication and the networking
markets [13-16]. The principal design goal of deliigks is to maximize the data rate
across the link and to extend the transmission eamdthough, serial links requires
serializer and deserializer circuits, but they arere advantageous over parallel links

because they occupy less area and they are inlyeresgnsitive to delay and skew.
2.5 Point-to-Point Serial Link Block Diagram

Exchanging high speed serial data involves thramagry components as previously
described: transmitter, channel and receiver. Astrdtter gathers low rate parallel data
and serializes it into high speed serial data. Sigeal is then transported through the
channel to the receiver. The receiver must thenodieihate the signal, extract the clock and
demultiplex the data. The received information adl but of the receiver as low speed
parallel data for further processing as illustratefigure 2-5.

Transmitter or Serialiser Receiver or De-Serialiser
Channel 1 Channel 1
— ——
—> —

Line DEMUX
Receiver
Transmission
Medium
— —
Channel N Channel N
PLL Based Clock
PLL & Data Recovery
Ref. Clock
\ J

Figure 2-5: Simplified top level block diagram of a serial link.
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2.5.1 Serializer or Transmitter

The transmitter’s role is to accept several pdraléa streams with a specified rate and
then serialize and drive the data into the chanAslan example, a 10 Gb/s serializer
would require eight parallel streams of 1.25 Glashe Serializing involves multiplexing

the data into an ordered bit stream using a NR&d&br

Driving the channel requires adding a @utput load amplifier, or in certain cases may
require adding a sophisticated circuit that is tégaf driving an optical driver. In most
communication systems, the data is first encoddwe @&ncoding process may include
compression, encryption, error checking and franjiif. Another important role of the
encoder is to introduce additional transitionshi® data stream to help a phase-locked loop
(PLL) in the receiver acquire the correct clockgfrency of the transmitter. The 8B/10B
encoding scheme is the most popular and it guagardeleast one transition every 5 bits
[18]. A PLL in the transmitter clocks the multipkrxand the multiplexer then performs the
serialization function. Multiple clock frequenciase needed in order to properly perform
the multiplexing operation. The PLL in the trandmmitis responsible for generating the
multiple clock frequencies, often known as the @ieacy synthesizer or the clock
multiplier unit. The frequency synthesizer is reqdito have low phase noise and jitter to
generate a similarly low phase noise data stredma.FLL locks the phase of an internal
high speed clock to an externally supplied low dspesference. For example, a 10 Gb/s
system may have a 156.25 MHz reference clock, ah@ &Hz internal clock. The PLL
must then compare and match the two frequencies diftiding the internal clock by 64.
The multiplexer is generally unable to drive thensmission medium directly, so a line
driver is needed [19, 20]. The line driver matchies internal circuit impedance to the
transmission line impedance and amplifies the sigmaa suitable voltage swing. An
important figure of merit of the transmitter is tbatput data jitter. The internal voltage-
controlled oscillator (VCO), the multiplexer and ather circuits create and add jitter to

signal. The VCO jitter is normally partially filted out by the PLL.

12
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2.5.2 Transport Channel

The channel carries the data signal from the trétemio the receiver and could be
electrical, optical or a combination of both. Fong-haul communications the channel is a
dominant source of phase noise and jitter. Howéweshort-distance communications, the

channel is considered as a negligible source afenand jitter.

2.5.3 Deserializer or Receiver

The receiver must extract a clock from a noisy gitefed high frequency signal, and the
extracted clock is then used to sample the recalatal stream. This process is called clock
and data recovery (CDR) and it is difficult becatis® extraction process is based on the
data signal transitions, the presence of whictotsgunaranteed. A line amplifier with a 50
Q input impedance amplifies the signal to a suitdelel for internal circuits while
minimizing the distortion. Noise injection from shamplifier must be minimized because

the received data signal is already saturated jiktith coming from the transport channel.

If the data is of the NRZ type, then the PD musbdie able to handle random data that
has random transition locations. Moreover, the f@yameters of the PLL must be tuned to
a signal with high noise content as compared td°tte in the transmitter which has a low
noise reference at its input. Additional circuite ameeded to sample the data using the
recovered clock unless the PD does so automaticllysome cases, a low frequency
reference clock may be used to bring the frequefdlye receiver’'s VCO close to the data

rate before clock extraction occurs.

The architecture with a reference clock enhanceseration range of the receiver’'s PLL.
Its drawback is that two separate PD’s are needéddaacircuit that can switch between
them is necessary. This introduces two loops spar@mmon components which must be
able to operate independently. A common compomeatdual loop PLL is a lock detector
circuit that determines if phase lock is lost ie thata loop. If lock is lost the loop switches

back to the external reference loop.

13
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The dual loop architecture is useful in a high aasvironment where the data jitter can
cause the PLL to become unstable. Once the cloektiacted from the serial signal, the
data can then be demultiplexed through a serigsuitiplexers at decreasing clock rates.
For example, in a 10 Gb/s system the first re-sathplata would pass through a 1-to-2
demultiplexer driven by a 5 GHz clock. The secotmhs would consist of two 1-to-2
demultiplexers driven by a 2.5 GHz clock, and solba multiphase clock is used, then
multiple samples can be taken with separate sampléis allows the use of a clock at a
fraction of the data bit rate, hence reducing tbergr consumption associated with clock
switching.

2.6 CDR Based Serial Link Applications

Much of this work focuses on the design of circaitgl architecture development that will
eventually leads to the implementation of a 10 Giiia-chip and inter-chip high-speed
interconnections in system-on-chip (SOC). The #&echures and circuits presented here
have a wider applicability to any high-speed comitation system; such applications

include the following [21]:

LANs (local area networks), for broadband data comication links between

computers over optical fibers such as Fiber-Diated Data Interface (FDDI).

*  WANSs (Wide Area Networks) for multimedia applicat®

» High-speed read/write channels for magnetic daieage devices.

» High-speed serial data communication on metal@gmission media, such as
coaxial cables and twisted pairs.

» Fiber optic receivers for long-haul optical comnuation networks.

14
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2.7 CDR Principle and Architectures

A figure of merit in data signal detection proc@ssthe presence of noise is called f
signal-tonoise raio (SNR); the SNR is depernt on the location cthe sampling instance
If the sampling point or instant is synchronizedlsthat the peak value of the bit puls
sensed, then the value of ISNR factor is maximal as illustrated in Figi2-6.

n(t) T

Din(t) D1(t) O/ Dout(t)
- > O

Noise Added to the Signal

D o ut(t) > t

Figure 2- 6: Detector with peak value sampling.

Synchronous sampling requires two conditions tosipeultaneously satisfied. First, t
frequency of the generated sampling clock signaltbebe equal to the data rate. Sect
the clock signal is sampling the data at its peaiktp Satisfaction of the two condition:
is commonly referred to as the process of clockdatd recovery

CDR architectures are generally categorizeto two major groug: openioop CDRs and
phaselocking CDRs. The former one will bbriefly described in Section 2.9, | thefocus
will be on the leter exampl as it is robust, reliable arcan bemonolithically integrate:

with other circuits
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2.8 Properties of NRZ Data Signal

When the incoming data has a spectral energy atltto& frequency, a synchronous clc
can be obtainedy passing the data stream through a -pass filter, often realized as
LC tank or surface acoustic wave (SAW) device, tuttethe nominal clock frequency.
most signaling formatsuch as NRZthe data signal has no spectral energy at the «
frequency making it necessary to use the clock recoypeogcess. The power spect

density of an NRZ data signal is given by the fwileg relationship

sin(wT, /2)

PO 2
b

1* (2.1)

The spectral densitvanishes a(f = m/Tp) as shown in igure 27.

( ™)
Power Spectral Density
Px(f) of an NRZ Signal
A /
NRZ Data Signal
— T =
—_—>t » f
1/T, 2T, 3T,
Time Domain — Frequency Domain
\ J

Figure 2 -7: Spectrum of an NRZ data signal.

Due to the lack of a spectral component at thedig of NRZ format, a clock recove
circuit may lock to spurious signals or simply notk at all. Thus, NRZ data usua
undergoes a n«linear operation at the front end of the circuit so asriate a frequenc
component at the bit rate. A common approach @etect each transition and genera
corresponding pulse, this technique known as tige éetectior

16
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2.9 Open Loops CDR Architectures

An edge detection system is illustrated in Figui-8(a). First, the NRZ signal

differentiated with respect to time, thus creatiogitive and negative pulses at each ¢
of the data waveform. Second, the differentiatath gignal is rectified, hencenerating
only positive pulses at the location of the daggail transition. The resulting spectrum v
contains power at the frequency equal to data fdte.precise frequency component
be extracted using a narr-band filter, thus generating a iodic signal with a frequenc
equal to the data rate. Using the edge detectiatmaode a CDR circuit can be realiz
according to the block diagram of Figur-8(b). The phase shifter in the recovered cl
path is used to guarantee an optimum phase g of the clock with respect to tl

incoming data. Thus the bit error rate (BER) dudiadga recovery is minime

y
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Figure 2- 8: Open loop CDR architecture using edge detection technique.
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2.10 Phase-Locking CDR Architectures

In this approach, the clock and data recovery isedwy synchronizing the random datze
a clock signal generated by a voltage controlledllator (VCO) in a phase locked lo.
During each data transition, the location of tmahsition with respeco the clock edge i
detected. If the data leadse clock, the clock speed is incree. If the data Igs the clock
the clock isslowed down. If the zero crossings of the datathedtlock coincide, the cloc
frequency is kept constt to ensure phaseck. Figure2-9 shows a generic CDR circu
The VCO generates a clock signal. The phase aqddrey of this signés compared tc
that of the incoming data in the phase detectanegging an error signal that is pas
through the charge pump and tow pass filter to set the voltage required by tl&0Ovto
oscillate athe frequency of interest. Ph-locking of the clock to the data means that t
phases are different by a smbut constant offset. The generated clock signal is ats®
to retimethe data in the decision circuit. As the incomiradedis regenerated in this blor

its additive noise is suppressed while the ampditisdsignificantly magnifiec

Data In Data Out
—l

Decision
Circuit

Phase

Low Pass Voltage Clock Out
Detector i

Filter Controlled
Oscillator

Figure 2- 9: Generic phase -locking CDR circuit.
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2.11 Full -Rate and Half -Rate CDR Architectu res

Phasdocking CDR architectures can be divided into twajon group; full-rate and ha-
rate. In a ful-rate circuit the location of the data transitionc@mpared to the fang or
rising edge of the clock which has a frequency etjuttie dat rale as illustrated in Figui
2-1Q(a). Therefore, data retiming can be performedguflip-flops that operate either «
rising or falling edge of the clock signal. In alftrate circuit, the location of da
transition is compared to that of both trising and falling edges of clock athown in
figure 210(b). For this architecture the clock frequency gua to one half of the da
rate, and the retiming of the data signal is pentat using fli-flops triggered on both tr
falling and rising edges of t clock signals. The main advantage of using-rate CDR
circuit is the reduction of the clocking frequenwmy a factor of two. Hence, reducing 1
dynamic power consumptionsodated with the switching activity of the clock. THEC
power dissipation ialso reduced because the biasing current is le«circuits working a

lower operating frequenci.

rj><g><><><><1

o T fLFLFLS

j:a><§><g><><é><

Clock f | f |

Figure 2 -10: (a) Full -rate and (b) half -rate data recovery.
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2.12 Periodic Data Signal Phase Detector

In a CDR circuit, the hase information between the data signal and th@ ¥Iock signa
is provided by a key component called the phasectlmt The phase detector provi
information about the spacing between the zerosangsof the data and the clock in te
of width moduated pulses. This information is used to set th®©¥Control voltage to

value required by the VCO to oscillate at the firy of interest. When the phase loc
state is achieved, the control voltage remains amgéd and the phase detector outpes
not alter that. A commonly used type of phase deteused with periodic data is

exclusve OR (XOR) gate. As shown inigure 2411(b), if (4¢) is the phase differenc
between its two inputs, the output of the XOR gailié carry pulses as wide adg. As
illustrated in Figure -11(a), the average value of the XOR output sigsalinearly
proportional to the phase difference of its twounpignal whereKpp) is the gain of thi

phase detectc
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V1 V1
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Figure 2 -11: XOR gate ope rating with periodic data  signal.
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Although this simple approach proves to be usedulapplications where the two inputs
have identical frequencies and different phasefgllg short in providing frequency error
information as the two inputs frequencies stagrtmv apart from each other. The reason is
that if the two frequencies are not equal, the aetegenerates a beat frequency with an
average value of zero (Figure 2-11(c)). The begnhdai can still provide efficient
information about the phase and frequency diffezeifiche two frequencies are slightly
different. To improve the capture range of the phdstector, phase locked loop circuits

use additional means of frequency acquisition.

A circuit that can detect both phase and frequeliitgrence is extremely useful because it
significantly increases the acquisition range axul Ispeed of PLL’s. The sequential phase
and frequency detector (PFD) proves to providegelaange for periodic waveforms [22].
Figure 12-2 shows the implementation of this cir@and the corresponding waveforms
when the two inputs have different frequencies pimases. As shown in Figure 2-12(b), if
the frequency of input A is greater than of inputtiBen the PFD produces positive pulses
at Qa, while Qg remains zero. Conversely, K & fg, positive pulses appear @ while Qa

= 0. If fa = fg, then the circuit generates pulses at ei@eor Qg with a width equal to the
phase difference between the two inputs as illtedran Figure 2-12(c). Thus the average
value of difference Qa-Qg) is an indication of the frequency or the phasiéedince
between A and B. The sequential PFD is a major kblaged for phase detection in
frequency synthesizers and clock generators. Itspast and power-efficient structure
makes it attractive for low power applications. Hmer, this circuit cannot be used to
provide phase error information for random dataalise in contrast to periodic data a zero
crossing at the end of each bit is not guarant€eshsecutive ones and zeros are very

likely to appear in a random sequence hence prodwironeous pulses @k andQg.

If for instance, the PLL is in locked state theokidrequency and the data rate will be the
same, and the clock edges will be in the middlthefdata bits, hence no error pulses will
be required to adjust the phase and frequency @MBO clock signal. However, the
sequential PFD produces pulse®atand (¢ driving the VCO clock signal away from its
locked state. Therefore this type of PFD is notadlé for random data sequences.
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Figure 2 -12: (a) Sequential PFD detector. Its response for (b) f A > fg,

(c) A leading B, and (d) for random data signal
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2.13 Random Data Signal Phase Detectors

Binary data is commonly transmitted in the NRZ fatmin this format each bit has
durationT, (bit period), is equally likely to be zero or oramd is statistically independent
of other bits. A NRZ data signal has two propertiest make the clock recovery task
difficult. First, data may exhibit long sequencésonsecutive ones or zeros, demanding
the clock recovery circuit to “remember” the biterauring such an interval. This means
that, in the absence of data transitions, the cteckvery circuit should not only continue
to produce clock, but also cause only a negligibift in the clock frequency. Second, the
spectrum of NRZ data has nulls at frequenciesatratnteger multiples of the bit rate. Due
to the absence of a spectral component at theatatin the NRZ format, a CDR circuit
may lock to spurious signals or simply may not latkall. Phase detectors operating with
random data sequences are generally categorizesoirgroups, linear and binary. In a
linear phase detector, the phase error signatéstly proportional to the phase difference,
falling to zero in the locked condition. In a bipgrthase detector, an early or late (binary)

signal is generated in response to a phase differeaetween the clock and data.
2.13.1 Full-Rate Linear Phase Detector for Random Data

In a linear PD, such as the one proposed by Hog8k fhe phase error information is
generated at each data transition and producedkinygtthe difference of two pulses. One
of them is width modulated the width is linearlyoportional to the phase difference
between the clock and data, whereas the other phdsea fixed width. Gate-level
implementation of Hogge’s phase detector is shawkigure 2-13. The NRZ input data
signal is sent through two D-type flip-flops. Thesf flip-flop samples the data signal on
the rising edge of the clock, whereas the secdpdlfips samples the output of the first
one on the falling edge of the clock. If the thsggnals,Di,, A, andD,,; are applied to two
XOR gates, the resulting output signals will halve properties of a linear phase detector.
The Error output signals will appear at each datasition with a width proportional to the
phase difference between the clock and the data.ré&terence output will always have
pulses as wide as half the clock period. An impdrteature of the Hogge PD is the

automatic retiming of the data sequence.
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In the lock condition, the clock signal zero crogsi will appears in the middle of the b

meaning that the bits are sampled at their optimpomts.
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Figure 2 -13: (a) Hogge PD implementation, (b) operation and (c)
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2.13.2 Full-Rate Binary Phase Detector for Random Data

In a binary phase detector, a binary error sigeajenerated in response to an arbitrary
phase difference between the clock and the data& Bihary error signal determines
whether the clock phase is “early” or “late” witespect to the data phase. A commonly
used binary phase detector is the one proposed léyaAder [24], in which the zero
crossings of the data are measured as early orelaats when compared with the
transitions of the clock signal. The structure lvé ¥Alexander phase detector allows for
automatic retiming of the data. During any paréeutlock interval, this binary phase
detector provides three binary samples of the sigtaal: the previous bit), a sample of
the current bit at the zero crossimg);(and the current biQ) (Figure 2-14(b)). Figure 2-14
(a) depicts the value of these samples for thedate early clocks. The retimed data is
taken from A. The location of the clock edge witsspect to the data edge can be

determined based on the following rules:
« IfA=B#C,clock is early.
« IfA#B=C,clockis late.

« |f A=B = C, no data transition has occurred

Using the above observations, the three sampledearsed to produce a phase error in a
CDR circuit. The early signal can be formed a8l EC and the late signal is generated as
A [0 B. The desired phase error can be obtained byasinlg the early signal from the
late signal. Figure 2-14(d) shows a CDR circuit Eymg an Alexander phase detector.
The XOR gate outputs drive voltage-to-current coters so that the two signals can be
summed in the current domain, and the result isiegpo the loop filter. The high gain of
the Alexander PD vyields a small phase offset inltlb&ed condition. CDR circuits using

similar PD are described in [25-27].
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Figure 2 -14: (b) Alexander PD, (c) waveforms operation and, (d) its CDR circuit.
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2.13.3 Half-Rate Binary Phase Detector for Random Data

Literature Review

Let us now consider the Ea-Late method for ha-rate operation. Since the Alexander

already requires sampling on both clock ecfor full-rate detection, it then necessary -
useadditional phases of the clock if itto operate in the herate moe. Shown in Figure
2-15 the solufon involves sampling the date both the i-phase and quadrature phase
the clock, Ck and Ckq respectively. Now ,, B and ( play the same role as t
consecutive samples in a -rate ®unterpart. As depictt in Figure 15, the

implementation incorporates th flip-flops sampling the data usi CK; and Ckg, and

two XOR gatesthat produc A 00 B and BO C. In the locked condition, the rising edge

CKg occurs in the vicinity of the data zero cross.

-

A

(a)

» D Q
% Early

Din c
-D Q
CKq L_
B
> D Q
B C

(b)

o

(c)

A
b Q > Vil

vCco

W\
—f—

Din C

\.

Figure 2 -15: (a) Half -rate binary PD implementation, (b) use of
guadrature clocks for half -rate phase detection, and (c) its CDR circuit
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2.14 Frequency Detectors

Data communication standards require operation pteaise data rate. Therefore the
frequency of the VCO should be equal to the data tdowever, the VCOs in the CDR
circuits are generally designed with a large tuniagge to accommodate for the process
and temperature variations. On the other hand,ptmese-locking CDR circuits have
narrow capture range. This range is primarily deieed by two factors: the PLLs
bandwidth and the phase detector topology. The loapdwidth is a communication
standard dependent and does not exceed normaflw atHz. The capture range of the
linear PD is a fraction of one percent of the incapdata rate, and it is typically a few
percent for binary a PD. Therefore the CDRs captaregge is much smaller than the
VCO'’s tuning range. For this reason, it is unlikéiyat CDR circuits will acquire lock to
the data when the circuit turns on and the VCQstascillating at a frequency that is very
different from the data rate. This limitation caftsr an aided acquisition mechanism.
Various frequency detection techniques have beed tsat operate with or without a
reference signal. The idea is that as the cirautuined on, the frequency detector (FD)
pushes the VCO frequency close to the data ratenwtne frequency difference between
the VCO and the data rate is small enough to fadl the capture range of PD, the FD is
then disabled and the PD takes over. A frequentgctte must generate an output the
average of which represents the polarity and madeiof the frequency difference at its
inputs. Considering the block diagram of the ciraliown in Figure 2-16, and assuming

for instance that all input signals are periodi@raple:

X (t) = A cosat,
Xy (1) = A, coswit, (2.2)
XZQ('[) = Ajsinat,

Then the output at each of the two multipliers is:

(0 D (0 = (2205 + @)t + cos@ - @)
(2.3)
(0 Do (0 = (A22)[sin@ + a2t + siney = )]
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The component aw;+w,) can be removed by Ic-pass filtering, thus the above equati

simplify to:

X, (t) = (%) [cosi@ - )]

(2.4)
(0 = (2) [sin(@ - )1
Hence the signixc(t) at the point C is given b
(0 0 () ey - ) = 0 B (25)

Eq. 2.5 shows that the signxc(t) issued from the FD is directly proportional to

frequency difference at its inputAw) and changes sign with that difference. The topo
of Figure :-16(a) is called a “quadricorreor” [28]. This technique requires that the sig
x1(t) contains a spectral line or component, thus cincwist then be proceeded by an e

detector for operation with an NRZ random data aigRigure :-16(b)).

LPF J—A>[ didt
Xa(t) Xai(t) C
O—> ’:‘ Xout(t)

Xaa(t)
(a)
A
LPF H d/dt
Data
Edge Xal(t) C

Xaalt)
(b) Y % :»' P [P

L J

Figure 2- 16: Analog quadricorrelator  FD for (a) periodic signal and, (b) random data signal.
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Vout
o)

& J

Figure 2 -17: Digital quadricorrelator FD, (a) waveform for fast, (b) for slow,
(c) Implementation.

It is possible to construct a digital version of analog quadricorrelator, thus eliminati
the need for an analog edge detector and achiewbgst operation. As illustrated
Figure 247(c), using two doub-edge triggered fli-flops that sample the quadrat
phases (¢ and clg) of the clock by thedata edges generates two beat waveforms w
90° phase shift [29]. As shown in Figur-17(a), the rising edges of the sigixs(t) are
used to sample the level xa(t). The result of this sampling will be high for a @&
frequency that is higher thane data rate, and it will be low for a VCO frequenbsgt is
lower than the data rate. Other examples of FDsleseribed in [30, 31]. A herate FD is

presented in [3Z
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2.15 CDR Architectures

After studying the design and analysis of PD and fBD periodic ind random signe
complete CDR architectures can now be developadbAst architecture must perform f
following operations: phase and frequency acqoisito ensure lock despite process
temperature variations of the VCO frequency anda detimin¢ inside the phase detec

to avoid systematic skew [2

2.15.1 Full-Rate Referenceless CDR Architecture

Using random data based FD eliminates the neeelxternal reference frequencies. Fig
2-18 depicts a referenceless architecture contatmmndoops: arequency loop employin
a digital quadricorrelator FD from Figur-16, and a phase loop incorporating one of
phase detectors studied in Sections 2-2.13.3. Upon ste-up or the loss of phase loc
the FD produces a DC voltage that drives the Vtequency toward the input data re
When the frequency error is small and falls witthia capture range of the phase loop,

PD then takes over, phi-locking the clock to the data.

r )
m i )
A A
Frequency
Loop
-
Data cki v
Input
VCO LPF
o +)
o ® A
Q .
\ 4 Phase
| i Loop
‘ e a
- Retimed
PD Data Output
> —>
~—
\. J

Figure 2- 18: Referenceless CDR architecture incorporating PD and FD.
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2.15.2 Dual-Loop CDR Architecture with External Reference

As illustrated in Figure-19, the PD and the FD are connected to the lotgr tihrough ¢
multiplexer (MUX). When the circuit’'s power is twed on, the multiplexer activates 1
frequency loop firs and the circuit locks to the reference clock bmiggithe VCOs
frequency close to the data rate. Once the requdmegglency is reached, the frequel
detector is then disabled reducing the power copsiom and the MUX switches to tl
phase loop. The erating mode of the multiplexer is determined bk detector the
measures the frequency difference between theeraferclock and the VCOs frequer
[33].

4 )
y T
Data H
PD Phase Loop
................. Areerrrmrmereerresseerss e araanes
( N
MUX CP LPF VCO
N y
\
N
_F’fi> PFD Lock i Frequency Loop
Detector i
S M et
[ I Y ) -
Frequency
Divider [
/N
\ J

Figure 2-19: Dual loop CDR architecture with an external reference clock
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2.16 Summary of Prior Art

State of the art works on CDR circuits are sumnearin Table 2.2. The indicated data rate
corresponds to the data speed at the CDR inputcldo& frequency is the frequency of
the clock signal that is used to transmit the dathhas to be extracted by the CDR circuit.

Ref. Technology Supply | Datarate| Architecture | Clock rate | Architecture
Voltage Gb/s Loop Number GHz Type
V)
[gz]r 0.13um CMOS 1.2 10 2-loop PLL 25 Quarter-Rate
[25] 0.18um CMOS 1.8 3.125 2-loop PLL 1.56251 Half-Rate
[26] | 0.18m CMOS 1.8 10 2-loop PLL 5 Half-Rate
[27] 0.18um CMOS 1.8 10 1-loop PLL 5 Full-Rate
[35] | 0.18um CMOS 2.5 10 1-loop PLL 5 Half-Rate
[36] | 0.35um CMOS 3.3 0.622 2-loop PLL 0.622 Full-Rate
[37] Si-Bipolar 5 2.488 2-loop PLL 2.488 Full-Rate
[38] | 0.35um CMOS 3.3 1.25 1-loop PLL 0.625 Half-Rate]
[39] Si-Bipolar 4.5 15 1-loop PLL 15 Full-Rate
[33] Si-Bipolar 5.25 2.488 2-loop PLL 2.488 Full4ea
[40] 0.4um CMOS 3.3 2.5 1-loop PLL 2.5 Full-Rate
[41] 0.18um CMOS 1.8 5 1-loop PLL 2.5 Half-Rate
[42] 0.18um CMOS 1.8 9-16 2-loop PLL 4.5-8 Half-Rate
[43] | 0.35um BICMOS 3.3 10 2-loop PLL 10 Full-Rate
[44] 1-um BiICMOS 3 2.5 2-loop PLL 2.5 Full-Rate
Table 2-2: Summary of the prior art, including the work done in this thesis.

We presented in this chapter the problems anddtmoiis associated with the use of busses
as a medium of synchronous communication in todaygmplex SOC. To alleviate
previous problems an asynchronous link based on®DR circuits has been proposed as
a high performance alternative solution. Furtheemare reviewed the current state of the
art of PLL-based CDR; from the literature it is apgnt that there is considerable scope of
improvement in their designs for asynchronous lialsed communication in SOC. This

thesis therefore presents a detailed study of gueate PLL-based CDR circuit.
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3 Introduction

In this chapter, a mathematical development ofRhe will be carried out covering the

following subjects:

1. Simplified time-domain analysis of the PLL in thecked state. In other words,
studying the tracking property of the PLL, in whiahy change in the frequency
input will be tracked by the output through the gdharror signal [Eq. 3.10]

2. Frequency-domain stability analysis of the PLL wahsimple RC filter and
without a charge pump. We will find analytical egpsions relating the value of
the filter componentR andC to the stability parameters such as, the phasgimar
(@), damping factord), and bandwidth-sq4s) [EQ. 3.19-3.22].

3. Same as in (2), but for a charge pump PLL (CP-HEQR) 3.33-3.35].

4. Stability parameters comparison of the PLL andG@RePLL [Table 5.1].

(62

. CDR jitter specifications and its relation to theL fbarameters [Eq. 3.49, & 3.58].

A phase-locked loop (PLL) is a circuit that synatires the phase and frequency of a
signal generated by a local oscillator with thata&ference signal, by means of the phase
difference between the two signals. PLLs are prigpnarsed in communication systems.
For example, they recover clock signals from digiaa signals, recover the carrier from
satellite transmission signals, perform frequenag phase modulation/demodulation, and

synthesize exact frequencies for receiver tuning. [4
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3.1 Simplified PLL Block Diagram

As shown in figure -1, the PLL circuit consists basically of three Ik

Input Signal Output Signal

ﬁ(ref (t) rad \
‘CO(t)
—

—_—
Phase Detector Low Pass Filter Voltage Controlled
Oscillator

Figure 3 - 1: Simplified PLL block diagram

1. Phase detector (PCa simple one can be realized using an analog retti®ince the
PD is performing a multiplication, hence the outpiginalvy will have the following

form:

(3.1)

VCO)

Vd = kpd |:If(q)ref _CD

Wheref is a function of the phase difference between #ference and the oscillat
signals andkyq is the conversion gain of thPD measured in units of volt per radi
(V/rad).

2. Low pass filter LPF. Its output voltage is denobstv;.

3. Voltage controlled odllator VCO, the VCOs angular frequenc wy is controlled by

the output filter voltagv; according to the following expressi

(")vcc = (*)0 + kvco'Vf (32)
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Whereuwy is the free running angular frequency, correspandov; = 0, andkyc is the

VCO conversion gain, expressed in units of radians/pkmper second (rad/V.sec).
3.2 PLL time-domain operation in the locked state

In this section, the time-domain operation of thd Rvill be studied. When the PLL is
operating in the synchronized state, the angulkegquency of both the input reference
signal (uer) and the VCO’s output signalw(,) will be equal. Let the following

expressions represent, respectively, the inputeeée and the VCO output signal:

Xref (t) = XO'Sin(wreft + ¢O)

(3.3)
Yueo(D) = ¥o-COSE,cot + W)
As the PD is performing a multiplication, the sigatits output is giving by:
Vg = B Xeer (1):-Yueo(t) = BXo.Yo-SiN(yool +5)-COSEues T + B5) (3.4)
Vd = kpd{Sin[(a%/co + a)ref )t + (wo + ¢0)] + Sin[(%co T Wt )t + (‘/’o - ¢O)B .
Wheref is a constant. After filtering we obtain the fallmg signal
Ve = KoodSin(@eo = @i U+ @ = 8) ]} = Ko SIN6, (1)
(3.5)

X,
where Ky, = A720 and 6,(t) = (@ = @)t + o = 40)

At the start, there is no voltage)(applied to the input of the VCO, thus,{o = Wref). AS
shown in equation 3.5, the signal issued from tler fv; carries information about the
frequency error dyco-Wrer) and the phase errod-q), between the input (reference) and
the output (VCO) signals.

Since;-1<sing, <1 06, then -k, <v; <k, and, based on the Eqg. 3.2, the angular

frequency @ico) of the VCO will be limited by the rangesin, Wmay such that:
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amin < avco < amax
Where w,;, = @, =Kk, and (3.6)

wmax = wo + kpd 'kvco

Since the VCO'’s angular frequency is limited by thege funin, anay, then in the locked
state, there exist a value in that range whichgisakto the reference angular frequency
(wxe). Therefore, based on the equation 3.1, the faigwlouble equations are fulfilled in
the locked state of the PLL:

(3.7)

The above equation shows that in the locked statechange that may occur o) or
(arco), Will be tracked by the PLL, and the filter vaj@a ;) will change accordingly. As an
example, if for instance a random signal decreéses/CO frequency by an amount of
(Awyco), then the filter voltage (v will be increased by an amount dv) and the VCO
will be controlled by the total voltage:(¥ Av;) and hence the VCO angular frequency will

be increased to compensate for the action of stenthance. The result will then be:

A, =K, AV, (3.8)
Therefore, as soon as the VCO angular frequendgivien away from the reference one by
a random signal, or a temperature variation, agleasor signal is generated and hence a
voltage will also be generated, forcing the VCOb® synchronized with the reference
angular frequency. As shown in Eq. 3.5, the sigggled from the filter is giving by:

Vi = Kog{Sinl(@ye0 = e )+ @0 = B0) | = Ky SING, (1) (3.9)

For a small phase error, the last equation carnaifed to:
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Vi =K,4.0,(t) then
Avi =k 4.A8,(1)

Av, :% and (3.10)
16, (t) = 2%
kpd'kvco

The last expression of the phase error signal shtbatsthe VCO is forced to shift its
angular frequency to become identical to the refezeone through the phase error signal

A641).
3.3 Frequency-domain PLL stability analysis

In the previous section, an elementary time-doraaalysis of the PLL in the locked state
was performed, and an approximation expressiondeaeloped relating the phase error
signal to the required change of the VCO’s angditaguency in order to maintain
synchronization. Since the PLL is a feedback loggtesn, a stability analysis of that
system is necessary in order to guarantee itslisgabtherwise the PLL may oscillate and
never reach the required steady state. In thisoseat frequency domain analysis will be
carried out to determine the stability limits arahditions of the PLL circuit, as well as a
calculation of the low pass filter components (iRe.and C) based on the previous
conditions results. In order to transform the tidoenain PLL block diagram of figure 3-1
to the frequency domain, a simple case will be m@med, and its results will be

generalized.
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3.3.1 PLL with a simple RC filter and without a charge pump

Let us consider the filter illustrated in figur-2. According to Ohm’s law, one can wr

!

Vg A"

from phase
detector
@)
to VCO

Figure 3 -2: RC filter .

dv, ,
Vy (t) = RCF + Vi (t) (311‘

Taking the Laplace transform of equation 3.11 gis

V,(S) = RCs\, (s) +V, (s) =[RCs+1] V, (s), then

Vis) . 1 1

= = (3.12
V,(s) RCs+1 sr+1

TFier (S) =

Where TF(s) is the transfer function of IRCfilter of figure -2 and7 (=RC) is the time

constant of the filter. By integrating with respextime Eq. 3.2, one can obt

t t t t
[ oot = [ apdlt + Koo [V (1) dt Then, @ (Ot = gt + K, v (1) dt anc
0 0 0 0

[@ealt) = &) = Ko V¢ (1) dt, henc
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8,..(t) = kmjvf (t) dt (3.13

Taking the Laplace transform of equation 3.13 gigehe following

K
0O,..(8) = ;Cc V, (9)

evco(s) - &

Rearranging the last equation, we obtTF,(S) =
V() S

(3.14

TFR.dS) is the transfer function of the VCO. Taking the lame transform of the fir:
equation of 3.10, one can obt:

_ Vi _ :
Vi (s) =k,4 Oc(s), thenTF ,(s) = =Kyg (3.15

O.(s)

TFu4(S) is the transfer function of the phase detector. now have thes or frequency
domain transfer function of all the PLL blocks; tei®re we can redraw the PLL blo

diagram in frequency doma

Tthase detector

®VCO

Figure 3 -3: Frequency -domain PLL block diagram
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Based on the definition of the feedback systemantrol theory, the open loop transfer

functionG(s) of the PLL is giving as follow:

k., [k
(9) TF(9) = kg Ot e = 700 e

G(s)=TF_,(s)OF =
(8) = TFpa () st+1 s s(sT+))

filter

Setting K4 [K,, =k which is measured in sécthe open loop transfer functicB(s)
becomes:
k , [k

_ ‘pd vCo __ k
(9= s(st+1) s(sr+1) (3.16)

And the closed loop transfer function of the PH(s) will be defined as follow:

_ G(s) _ %(sr+1) _ kit (3.17)

H(s) = = =
(s 1+G(s) 1+%(sr+1) s?+s/T+k/T

Since the denominator of the functisif{s) is a polynomial of second order, the loop is

second order and it has the following general form:

a)2

n (3.18)

H(s)= s*+20F o, B+ )

Comparing Eq. 3.17 with 3.18, we obtain:

20 [, :ianda)f L
r r

. (3.19)

JRENDr:

Where §) is the damping factor of the loop and is unitlggs,) is the natural angular
frequency of the loop and is measured in radianseeond (rad/s). From Eg. 3.19, we
notice that increasing the fact§rand hence the loop stability, requires a decreasing

design parameterg)(and ().
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3.3.2 Bode stability analysis of the PLL

For convenience, we rewrite the open loop tranfection of the PLL without a charge

pump by substituting with (j &).

: k
Gljw)=————
jwd+ jor)
The functionG(ja) is a complex function. Its magnitude and phaseyaiag as follow:

and tang = _ 1 (3.20)

k
w1+ W’r?) wr

G(iw)| =

The angular frequency for whi¢®(ja)| = 1 is called the cut-off frequency of the PLL and
is denoted byW-34g).

k

a)—3dB QI (1+ wadB lj-z)

|G(jw—3dB)| = =1 thenk® = @y [+ Wiy [F7)

Rearranging last equation and using equation i€ can obtain:
4 2 4
Wagp t o wﬁw—ZSdB —w, =0

Solving the last equation with respect to.£g), the cut-off frequency of the PLL can be

determined in terms of the damping faci®): (

0.5 = W1+ 47 - 287 (3.21)

Substituting equation 3.21 in 3.20, one can obth& phase of the open loop transfer

function G(jay at the cut-off frequencyv-zs Which correspond to the phase margin

((Qnargin)-
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]

Q= _T_ arctan(i) =T arctan(%) =7 arctanf %
2 Tw—BdB 2 a)—SdB 2 \[1+ 4(4 - 2{2

Then,p= —g—arctan[ %

J41+4(4—252]

The phase margin of the functi@(j«) is defined as@, .4, = @lg +180°

—arctanf % ] (3.22)

JL+ac" - 262

Then’q”margin =

NN

The PLL is normally stable when the phase margiegual to 45and higher. Thus to find

the corresponding value of)( the following equations should be solved with extpo

(€):

2
—arctanf <

]
NI+ ag" - 282
1= %

J1+azt - 28

i
4

Ny

(3.23)

The solution resulting from solving 3.23§s0.42. Figure 3.4 illustrate the Bode diagram,

and it corresponds to the amplitude and phaseeodplen loop transfer functidb(j ).
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20 log|G(jo
gG(o) Slope = -20 dB/decade

A Due to the first pole at ®=0

Slope = -40 dB/decade
Due to the first pole at ®=0
and the second at =1/t

» log®

1/t

=

» log o

-2 | == ——— =

Phase margin

Figure 3 -4: Bode diagram of a PLL with a simple RC filter

Though this filter is simple, it does not allow e@mendent optimization of the bandwic
and damping factor of the PLL. Reducing, for ins@rnthe bandwidthw z4g) in order tc
reduce he noise of the output signal requires a reduatibthe damping factor) and

hence compromising the stability of the P
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3.3.3 Charge pump PLL (CP-PLL) with a simple RC filter

In a previous section, a PLL without a charge pump been studied to deterr its
principal parameters such as the damping fac), and the natural angular frequen )
in terms of its design parametelk) and 7) as illustratec in Eq. 3.19. Bode stabilit
analysis has been also performed on the same PdlLaamanalytical expression for
bandwidth wsqg) and its phase margit¢gmargin) in terms of the damping factog) have
been found. In this section, a charge pump PLL witimple RC filter will be studied an
compared to its counterpart without the charge pumpus consider the simple RC fill

with a charge pump of currerly) as shown in figure-5.

pumping current to the
filter when the VCO is
lagging the reference

switches controlled

by the phase detector sinking current from

the filter when the VCO

x\$ ’ is Ie‘adlng the reference

up 1Y
w ),
- - DN
_§ down ‘ ’ |
i | e g .
£ 3
.g g é V¥ >
< s E ; : e
a -  C :
\_ J

Figure 3 -5: A simple RC filter with a charge pump
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With this type of circuit, the linear expressiontbe phase detector will be modified by
incorporating current flowing into or from the &t Based on the first expression of Eq.

3.10 and figure 3-5, one can write:

=21 B0 @.2)
2

Where {4(t)) is the current that has been delivered (pumpingpken from (sinking) the

filter in response to a phase err@({)). The sign in the last expression represent the

polarity of the frequency difference-being positaenegative depending on the difference

between the reference and the VCO signals. Comsgléne filter of the figure 3-5, the

voltage at its output can be written as follow:
Vi () =g () [Z ey (3.25)

Where, Zsiter) is the total impedance of the filter. Taking thaplace transform of the
equation 3.25, we obtain the following equation:

_ _,; 909 1. |, RCs+
Vi(9) =149 Zope =1, 2 2R+ ) = LI o) 0,9 (3.26)

Thus, the transfer function of the combined phasteador and the charge pump filter

blocks will be:

Vi () =|_pEQRCs+1 st = R g5+1 (3.27)

TFig fiter = =
O.(s) 2mr sC 2r S(rIR)y” 2m 13

The transfer function for the VCO is unchangedhiat bf the previous section, we rewrite

it for convenience:

Oueo(9) _ Kieo

TFVCO(S)= V (S) S
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Based on the previous development, one can redrairequency domain block diagre
of the CRPLL

( )
output
Vs ]
Tthase detector & charge pump filter TFVCO —
®VCO
J
\ J

Figure 3- 6: Frequency domain block d iagram of the charge pump PLL

The operG(s)and closed looH(s) transfer functions of the PLL will be giving aslto:

I R
G(jw) =TF., (TF, = 3+ Ko _p (fS*1 (3.28
pdrep =¥ on T s s 1s?
k/T(l+
H(@:M (3.29
s“+ks+k/T

I
Wherek = kVCOZ—p R, settingk = 2w, and% =
m

Equations 3.28 and 3.29 beco

(klal)s+1 _ks+af

G(s) =k (len)s > (3.30!
W +2ws :
H(S)_sz+2fwns+w§ (3.31
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3.3.4 Bode stability analysis of the charge pump PLL

Substituting s byj @) in the open loop transfer functi@s) of the charge pump PLL (CP-
PLL), the magnitude of that function will be giviag follow:

. k2a? N
1G(jw) ,/% (3.32)

Solving the equatiofG(jaw)|=1 with respect tog) give us the cut-off frequencyusgyg) of
the CP-PLL.

0.5 = WL+ 47 + 267 (3.33)

The phase margin of the functi@{s)is giving as follow:

¢margin = arCtan{ZE\/ \ll+ 4Z4 + 252} (334)

For convenience we rewrite the equations describegmain characteristics of the CP-
PLL in term of the design parametd®s Candl,, and in term of the stability parameter
such as the damping factgrand the natural frequencyy). The openG(s) and closed
loop H(s) transfer functions, the cut-off frequenayd4is) and the phase margigfargin) are

giving respectively by the following relationships:

G(s) =k ks;“’f . H(9) =

W +2éw,s
s* + 26w s+ )

(3.35)

W_3g5 = W, \/W + 252 ' (amargin = al‘Ctan{Zf\/W + 2{2}

I
Where,k =k, —~R, k=2éw,, k- «f and7 =RC
2 T
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20 log|G(jw)| Slope = -40 dB/decade
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two poles at ®=0
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Figure 3 -7: Bode diagram of the CP-PLL with a simple RC filter .
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3.4 Phase Noise and Jitter in PLL -Based CDR Circuits

The design of reliable communication circuits and systenormally concerns tt
reduction of phase noise and jitter. These two sindele effects are closely related, :

sought to be considered in the context of osciitatmd PLL’s

3.4.1 Oscillator Phase Noise

In order to study and estimate the impact of phasse on an oscillator’'s output, let
consider, for instance an ideal oscillator prodgcin sinusoidal signal at frequer
wo=2rfy = 21Ty Its output waveform can be expressedVoyu(t) = Vo coswd and its
frequency spectru-as illustrated in Fig.-8(a)-consists of two impulses w =xay. Since
this sinusoid is an ideal one, its z-crossing points occur at integer multiples

(To). Also, the spectrui indicates that the signal carries no energy atfesgyuency othe

than ().

Fourier
Transform

> Ty e T
i | T _
i l t | Lol f

+mg

(@)

\

‘
top i

O —t—

\}UU\/\/\/\/

> T, le
(b)

wo+tA®

Figure 3- 8: (a) Spectrum of a noiseless sinusoid, and (b) noisy sinusoid

In real oscillator, its internal devices and theswits surrounding it will randomly vary i
osdllation period-as if the oscillator occasionally operates at fegtues other thawy- as

shown in Fig. -8(b). In this case, the z¢crossing points do not necessarily occu
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integers multiples ofTp) and the output spectrum spreads out around thkspeevealing

that the signal carries finite energy ab* 4.

In order to find a mathematical expression for tpisase noise, we suppose that the
amplitude of the output signal is constant and fecééd by the noise. Since the

instantaneous frequency varies randomly, the asarllsignal can be written as:

Vou (1) =V, coslat + ¢, (t)] (3.36)

Whereg(t) is a small random phase component with zero agerBuus, the zero crossing

points of the signaV¥,,(t) occur randomly because they appear at instanés @is:

_k(7/2)-g,®)
= -

t

(3.37)

Where K) is an odd number. Equivalently, the oscillatiaripd varies from one cycle to
the next. The frequency spectrum of the sigmé) is called the phase noise and is denoted

by Sn. Sinceg(t) is typically very small, we therefore can assume:

¢,(t) <<lrad, thencos¢, =landsing, = ¢, (3.38)

Thus, simplifying Eqg. (3.36) to

V, . () =V, cosa,t.coslg, ()] .—V0 sinat.sinfg, ()] (3.39)
=V, cosw,t =V, @, (t) sinayt
Eq. 3.39 dictates that the spectrum\gf; consists of impulses ab=+wyand that the
spectrum ofg(t) translated totay as illustrated in Fig. 3-8(b). To quantify the pba
noiseS,, we measure the average power carriedfig 1 Hz in the phase noise area of
Fig. 3.8(b). Since the intensity ¢f is frequency dependant, the power must be measured
at a consistent specified frequency offsét) from (w) as shown in Fig. 3-9. Also, the

measured power in 1 Hz 4tw must be normalized to the carrier powey (i.e. the power
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carried by the impulses iw), this normalization allows comparison betweerfedént

oscillators. Based on Eq. 3.39, the carrier powegjual tcV2, =V, /2.

rms

Pinz

> f
+wg mgtAm

Figure 3 -9: lllustration of phase noise

The relative phase noise will be ded as

. . R
Relative Phast Noise|,,,= 10Iog“*|;—|“’ dBc/ Hz (3.40

C

Where the unildBc/H: denotes the decibels with respect to the carrigshasizing the

normalization [29]. As an example, suppose the @hasse spectrum of an oscillator

giving by

_ Bomv,,)°

I:?I.HZ IA!A) Aa)z

If the oscillation amplitude is equal to 0.,y the relative phase noise at 100 kHz of

will be
Sn (27rx100kH2) = 6.333x10°V?/Hz

Normalizing this value to the carrier power, (Oims)?, we obtair
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S, (271x100kH2)

05V )2 = 2.533x10™. Thus,

Relative Phase Noise10log(2.533x10™) = -136 dBc/ Hz

3.4.2 Oscillator Jitter

The signal jitter is defined as the deviation @ #ero crossings from their ideal position in
time, or alternatively could be defined as the deon of each period from the ideal value.
Consider a noisy oscillator operating at a nominadjuencywy= 2rfg = 2r/To with its

output compared against an ideal square wave &itloghT, [Fig. 3.10(a)].

To estimate the jitter, we measure the deviatiomaxfth positive (or negative) transition
point of x%(t) from its corresponding point in the ideal sign&(t), i.e., 47,

AT, ..., ATy This type of jitter is called “absolute jitter” bmase it results from
comparison with an ideal reference. Since the nredsuleviations are random, we
therefore measure a very large number of deviatfpes47) and evaluate the root mean

square value of absolute jitter as:

rms

AT = lim [%JATf +AT? +... +AT?] (3.41)

Another type of jitter which does not require aerehce signal and is called “cycle-to-
cycle” jitter. It is obtained by measuring the diftnce between each two consecutive
cycles of the waveform, and taking the root mearasg of the values [Fig. 3.10(b)]:
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-— To —»

. (a) P
AT4 AT,

«-— T —p>et— T —prat— T —rat— Ts——»
(b)

Figure 3 -10: (a) Cycle -to-cycle jitter, and (b) variable cycles

O | .
AT = MLV =T+ (T -T) o (T -Tw)’] (342

Absolute and cyc-to-cycle jitters are generally used to characterizeghality of signal:
in time domain. A third type of jitter called “ped jitter” is defined as the deviation

each cycle from the average period of the sigf:

ATJQS=|Ni[QO[%JCT—T1)2+(T—T2)2+ ...... +(T-Ty)?] (343

3.4.3 Relationship Between Oscillator Phase Noise and Jitter

The oscillator phase noise can be more easily simdland measured in the laborat
compared to the jitter. It is therefore desiralleestablish aelationship between the tv
guantities. For absolute jitter, a comparison betwéhe actual signal and an id
reference is required noting that the deviatioreath zero crossing A4T; = (277To) ¢nj,

whereg ; denotes the value ¢, in radians of te zero crossing numbegj). Thus

2 -
AT, =lim
absrms N oo

N N
QAT = (%T)Z,Lirflo 2
=1 =1

Z|H
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The summation can be approximated by an integral:

o1 T2
2 — (2m)2 -
ATabs,rms —\T ) .!.ITO T J.—T /2(412 (t)dt

The limit represents the average power gofand, from Parceval’s theorem [29], is

equivalent to the area under the spectrum,of

AT s = (27 [ S, (F)dlf (3.44)

3.5 Jitter in CP-PLL Based CDR Circuits

CDR circuits used for wireline, optical and othemununication systems must satisfy
certain jitter criteria specified by the standardsaciated to a particular type of
communication system. In this section, a descrpémd estimation of the CDR jitter
characteristics will be carried out. The main CDiyj characteristics are, jitter transfer,
jitter generation and jitter tolerance. Each typdgtter will be studied and related through

analytical expressions to the PLL paramegersh, wsqs, R, C,andl,.
3.5.1 Jitter Transfer

The jitter transfer function of a CDR circuit repeats the output jitter as a function of the
input one, when the input jitter is varied at diéfet rates. If, for example, the input jitter
varies slowly and therefore the waveform zero-argspoints move slowly around their
ideal positions then the output can follow the infpuensure phase locking. On the other
hand, if the input jitter varies rapidly, the CDRcait must filter the jitter, i.e., the output
tracks the input to a lesser extent. Thus, therjitinsfer exhibits a low-pass characteristic,
as in the case of the PLL. The jitter transfersumegl by communication standards must
generally meet difficult specifications. First, ttd®R bandwidth should be small enough
to attenuate jitter components above the CDR batiitwSecond, the amount of peaking
in the jitter transfer (jitter peaking) must beaasmall to avoid any eventual instability.
Reducing the CDR bandwidth requires a reductio@RsPLL bandwidth dsqg), giving as
(Eq. 3.35)
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I
W =a)n\/w/1+4Z4 + 282 ,Where,k:kVCOZ—pR, k =2éw,, E:wf and7 =RC
Vs r

Or, @, = /1 K /(27€) and, & = (R/2),/1 ,Ck,, /(277) (3.45)

To reduce {usqg), either ) or (w,) must be reduced. However, loop stability requibed

¢ stays higher than 0.707, leavingy,) as the only parameter which may be reduced.
Lowering kvco) and (p) will reduce (o), but will also reduceg). Thus,C is the principal
parameter that can be increased to decrease thédémmwidth {34g) While increasing the

damping factorg).
For,{>> 1, the CP-PLL bandwidth expression (Eq. 3.45) carebeced to

RI_k

_ _ p Mveo
Wagp = wan - 2T

Now, in order to reduce the jitter peaking, the darg factor should have a large value,
and careful attention must be paid to the poles zsmds of the closed loop transfer

function. The closed loop transfer function of @e-PLL is giving by (Eq. 3.35)

__ W +2ws
H(S)_52+2§(&)ns+a)§

Its zero is given by
W =——"t=—— (3.46)
And the poles are equal to
Wppe = (~E£/E ~D, = (12 1-5—12)56%
For a large damping fact@re. £ >>1), the square root function can be approximated as
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l-e=1-———
2 8
1 1
Wy 0o =[-1% (1‘2—52 _8_54)]&0”
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Figure 3-11 (a) Poles and zeros position of the CP  -PLL, (b) corresponding jitter transfer
function .

The poles and zero are illustrated graphically ig. B.11(a). The expressions 3.46
3.47 vyield several interestinesults. First, the zero appears always before tlesj
leading to an inevitable peaking in the jitter sfam function. Second, since the damg
factor is large (i.eé&>>1), the zero and the first pole differ in magnitualdy by a smal
value (i.e.ar/8&). Third, foré>>1, the pair w,-wy1) falls well below the second pola,))
because ¢n/2¢)<< Zéan. Fourth ay is slightly lower than wsqeg) by an amount equal
the magnitude oap:. Figure 311(b) shows a Bode plot of the magnitude of thesex-

loop transfer functioH(). At w = w;,, the magnitude starts to rise at 20 dB/decade, itt
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assumes a constant value for w,1, and begins to fall at 20 dB/decadeuwat wyy,
dropping to -3 dB atv = 2§w. With logarithmic scales, the value of jitter peak(J,) can

be written as [29]

20logJ, =20loga, —20loga,

That is, J =

Expressing the jitter peakindy in decibels, we can write

20logJ, =20In J, og, e = 8.686In(1+ 4;2)

Which, for é>> 1. Hence &%>> 1, can be reduced to

8.686 2172
g(2 - 52

20logJ, = (3.48)

Using expression 3.45, Eg. 3.48 can be expresseterms of the CP-PLL design
parameter&,,, R, C,andl,

8.686

2000995 = e i
p co

(3.49)

If the resistor valuR is lowered to reduce the jitter bandwidtasgg), then the capacitor

valueC must be raised substantially to maint3jeonstant.
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3.5.2 Jitter Generation

Jitter generation refers to the jitter producedthg CDR circuit itself, when the input
random data is jitter free. The source of jitterGDR circuits can be summarized as

follow:
* VCO phase noise due to the electronic noise aftsstituent devices
* Ripple on the VCO control voltage issued from titterf
» Coupling of data switching to the VCO through ttege and frequency detectors
» Power supply and substrate noise

To estimate the VCO noise contribution to CDR fjiti@n expression relating PLL jitter to
the jitter of the free-running VCO must be deriv@dhe phase noise and cycle-to-cycle
jitter of the free-running VCO are related by tbédwing equation [45]

AT? = 4—737 S,(Aw) A’ (3.50)
wO

Whereay denotes the oscillation frequency &) represents the relative phase noise
power at an offset frequencyd) [45]. The jitter given by Eqg. 3.50 will be shaped due to
the PLL effect. As illustrated in Fig. 3.12, it che assumed that for a loop bandwidth of
2, the jitter rises with the square root of timeiltite instantt; - 1/277f, and saturates
thereafter [46]. The total jitter accumulated owene t; by a free-running oscillator is
equal to [45]

f
AT, = 70 AT, At (3.51)

Substituting (3.50) in (3.51) yields the closeddgitter

1 Aw
ATPLL = ET S¢(AC()) Z (352)

0
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Now, if the value of ATp. ) must be less than 0.25 ps at 40 GHz f, = 20 MHz, ther
S4dAa) must not excee-79 dBc/Hz at -MHz offset [29]

4 ™)
closed-loop j
jitter
Vi
f = ! >
! 2rf,
(a)
VCO
output
>t
t=0 t
(b)
\ J

Figure 3 -12 Accumulation of cycle -to-cycle jitter in a phase -locked oscillator: (a) actual
behavior and (b) resultant waveform

Another jitter source in CDR circuits is the ripe the control voltage. Any mismatch
the charge pump design circuit can lead to a natgehinjection into the loop filter ¢
every phase comparison instant even if oop is locked, hence modulating the VI
control voltage and generating jitter. Random dedasitions can also generate ripple
the VCO control voltage through the phase and feaqu detector. Thus, modulati
resulting from the ripple may be signifnt thus yielding large jitte

For a simple case of periodic modulation of a V@QAs possible to estimate the outj

jitter. Assuming a sinusoid modulatiVcosant, the cycl-to-cycle jitter is giving by [4£

V K ‘
AT, =S |1 cosm (3.53)
0 fO

If the modulation frequency is much smaller than thallation frequency (i.e.m << fo),

the expression (3.53) can be reduc

AT, = —m e (3.54
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3.5.3 Jitter Tolerance

The analysis of jitter properties in the previoest®ns has been sar focused on the
effects on the recovered clock. However, as tha dieam at the CDR circuit output v
be used for further processing, hence, the retida¢d quality is also important. The CI

circuit should normally behave with respect tojittered input data stream as follc

» For slowly varying jitter at the input, the recosdrclock usually tracks the phe
variations, always sampling the data in the midafighe bit [Fig. -13(a)] anc
guaranteeing a low bit error rate (BE

* For rapidly virying jitter, the clock cannot completely track tlmput phast
variations, failing to sample the data optimallyglF3-13(b)] and hence creatinc

large BER
(~ ™
JSHHHHHHHH U
(a) —
Din
Ck A 4 Y A 4 A 4 A 4 A 4 Y +
(b) —t
\ J

Figure 3 -13: Effect of (a) slow and (b) fast jitter on data retimi  ng.

The above two propers are natural for the CDR circuits but they muskt sbnform to
certain requirements posed by the communicationdstals. Communication standa
often express jitter in terms of the bit periodsacalcalled the unit interval (Ul). F
example, a jitteof 0.01 Ul (10 mUI) refers to 1% of the bit periothe jitter tolerance i
defined as how much input jitter a CDR circuit mtaderate without increasing the BE
As illustrated in Fig. -14, the specification is typically described by askas a funcon
of the jitter frequency. For example, the CDR direcaust withstand a pe-to-peak jitter
of 15 Ul if the jitter varies at a rate below 10@.H he tolerance test is normally perforn
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with a random bit sequence whose phase is moduddtdiiferent rtes for different part

of the mask.
s ™
jitter
Tolerance in Ul
A
15
-20 dB/dec
1.5
-20 dB/dec
0.15
p- jitter frequency
f f2 fa fa log scale
\ J

Figure 3- 14: Example of jitter tolerance mask

In the next section, the jitter tolerance of a ¢gbiCDR circuit will be quantified ar
compared with the mask shown in Fi-14. At, a given jitter frequency, the magnitude
the input phasi@, must be increased until the BER begins to rises Digiurs when the
phase errorg.-@u, approaches o-half unit interval, bringing the sampling edge bé
clock close to the ze-crossing points of data. Thus, an approximate d¢mmlio avoid

increasing the BER

1
@, _¢out< EUl
. 1
Or, equivalntly, @,[1-H(9)]( EUI
Where H(s) = @uf ¢n, and henc
05Ul
W (——— (3.55
* -H )

We, therefore can express the jitter toleran
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05
G — 3.56,
& (G (356,

Where, G;1(s) denotes he largest phase modulation at the in@ititicreases the BE
negligibly. For a CDR loop based on the-PLL studied in the previous section, he

18 +28ws+f ,
Gy (s) = > " (3.57

Where, the closed loop transfer functH(s) is giving by (Eq. 3.3¢

_ @h+280S
H(S)_Sz_'_szns_'_a)s

The functionGy(s) contains two poles at the origin and two zeros a@dent with the
poles ofH(s). Consequently, as depicted in Fi-15, the Bode plot of the functioG;+(s)|
(i.e. 20logG;r(s)) falls at a rate of 40 dB/decade 1w < ap; and at 20 dB/decade f
Wh1< W<y, approaching 0.5 Ul fcw> ;.

jitter
tolerance
Ul
A

CP-PLL

m
mask

jitter
~ frequency

Mp1 ®p2

log scale

Figure 3 -15: Jitter tolerance for CP -PLL.

Some few interesting remarks could be deduced ftoen previous results. First, t

magnitude of the functioG;r(s) ats = j|aps| can be calculated
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1 (o —wl)? +4&%ai ),

|Gyr(s=]lawy I)IZZZ

),

4
pl

But, using Eq. (3.47), we ha'w, = 2§ |w, | for § >> 1 and henc

That is,

|Gy (s= j |y =86

1G,r(s=jlay )=2v2 &2 Ul

Also, Eq. (3.47) yield| w,, | = 2éa), for & >> 1.

(3.58

Figure 3.16(a) plot|G,1(s)| for two different values o, revealing that i¢ increases an

an remains constant, the required jitter toleranceadsily met. Moreover, Fig. 3.16(

suggests that ¢, increases whilé remains constant, jitter tolerance impro\

jitter
tolerance
Ul
A

jitter
tolerance
Ul
A

®n1 ®n2 > On1
jitter jitter
— — - > flrequenlcy » frequency
" 26,0, 260, D O, : -
1 og scale Tl B 2w, 200, log scale

[

<

(b)

Figure 3 -16: Jitter tolerance for different values of (a)

& and (b) w,.
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3.5.4 R, C, and |, Value Optimization Algorithm and Performance
Comparison of the PLL and the CP-PLL

After studying the time domain tracking propertytoé PLL, and the stability analysis of
the PLL and the CP-PLL incorporating a simple Ritefj we will now look for the
optimized value oR, C andl, to obtain reasonable value of the loop paramés<, and
w-3gg). Once the optimized value is obtained, a perfoxeea comparison of the PLL and
the CP-PLL will be carried out. To do this, we wsliart from initial value of the design
parameter®, C, andl,. The VCO'’s conversion gaik, is taken from the transistor level
design of the PLL.

Equations for the PLL are:

W_3q8 = wn\/\/1+4ZA =27, Goagin :£_ar0tan[ 2 ]
2 \/ l1+ 4(4 _2‘;(2

y W, =

Where, 20L& [, -1
T

And for the CP-PLL are:

a)—3dB = wn\/\/1+ 4Z4 + 252 ' qomargin = arCtan{2$\/V1+ 454 + 252
I, K
Where,k =k, —~R, k=2w, —=af andr=RC
2ir r

We have ko = 277(1.7x16) rad/V.sec.The values of the parameters resulting from the

optimization are the followingR = 37002, C = 2.3 nF, }, = 30 tA.
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Parameter W.3ds Gmargin Jitter Jitter
£ o, (rad/sec)| (rad/sec) | (degrees)| Peaking (dB)| Tolerance (Ul)

PLL 0.0312| 18.86x10 | 18.84x16 58 2.24x16 2.7577x10

CP-PLL 2 4.71x16 18.84x10 86.48 0.543 11.314

Table 3-1: PLL and CP-PLL loop parameters for the optimized value of R, C and Ip.

Table 3-1 shows clearly that the CP-PLL is muchdrahan the PLL in term of damping

factor, phase margin, jitter peaking and jitteetahce.
3.6 Summary

In this chapter, a simplified time-domain analysighe PLL in the locked state has been
carried out illustrating the tracking property bétPLL. In order to properly select the low
pass filter components (i.B.andC), a frequency-domain stability analysis of the Rind
the CP-PLL has been carried out, this analysislteeguanalytical expression relating the
stability parameters tB andC. Finally, as the jitter is predominant parameterhe CDR
circuits, a study of the jitter in the CP-PLL anslrielation taR andC has been carried out.
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Initial Value of
The Input Parameters
Kico, R, Cand I,

( CP-PLL
N\ -

calculate stability calculate stability
and jitter parameters and jitter parameters
e ¢ e ¢
¢ @y @y
° ¢m ° ¢m
o JP e JP
o JT e JT
\_ W, \_ ,

obtained values
comparison

meet stability
and jitter
requirements ?

no

use obtained values
of Kveo, R, C and |,
for final design

Figure 3 17: Optimization algorithm for selecting the value of R, C, a nd Ip.
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4 Inter Chip Communication and Verilog-A System

Modelling

The Verilog-A language is relatively new. It is extension of SPICE; hence they have a
compatible simulation environment. In this work, heave adopted an efficient bottom-up
extraction approach to build and simulate a gatetlenodel for the clockless SerDes-
based serial link for an asynchronous inter-chipmmmnication system [34, 65, 66, 67].
First, the dynamic (e.g. Latch, DFF, DETFF) andistgates (e.g. AND, OR, XOR) were
designed at transistor level using the resistiv@ded MOS current mode logic, then the
characteristic parameters (e.g. delay, rise andtifak) of those gates were extracted.
Finally all the extracted parameters were incorgaldnto the behavioral model of the
reciprocal gates. In order to verify the accuraéyhe quarter-rate concept, a 10 Gb/s
point-to-point based serial link interfacing twds chips will be implemented using the
Verilog-A language [34]. The proposed serial linkllvibe incorporating the proposed
guarter-rate PLL-based CDR circuits. Based on tagrdm illustrated on Figure 4-2, the

optimization implementation and simulations of tin&k will be carried out as follow:

1. Optimization, implementation and time domain siniola of the 8-to-1 serializer,
the serializer data input is 8 parallel PRBS ddtaasms at 1.25 Gb/s each, its
output will be a single data stream at 10 Gb/stized.2.1).

2. Optimization, implementation and time domain siniolas of the 1-to-8
deserializer, the deserializer data input is alsid® Gb/s PRBS data stream, its
output will be 8 parallel data streams at 1.25 Gdash. The quarter-rate circuit

will be incorporated in the deserializer circuggson 4.2.2).

3. Optimization, implementation and time domain siniolas of the complete serial
link involving the serializer and the deserializ&he link input at the serializer
side will be 8 parallel PRBS data streams at 1.BE@ach, whereas its output at
the deserializer should 8 parallel data streantks3& Gb/s each, if the 8 parallel
data streams at the input are the same as theaBepalata streams at the output,
hence the serial link is working properly and tliere the concept of quarter-rate
PLL-based CDR is a working one. (section 4.2.3)
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4.1 Dedicated Point -to-Point Serial Link

In a seral bus or link, a circuit called SerDes (Serialibeserializer) interfacing fc
example two VLSI chips is used to transmit and irecelata over clockless serial link

shown in Figure -1.

e ~\
) i )
———— System-on-Chip ——

SerDes SerDes
> ) <
' = () -§

»| N Q|-

a © D | g
> = = |-

) e |-
>\ J -

Module 1 Module 2

—_
fo) g >
it ? >
(] @ e
= <l - 3 -
G [ > 5 >
z Multi-Gigabit E‘Q >
Inter-Module g
Serial Link -
—— ———
— \_)
\ J

Figure 4 -1: SerDes system as used in chip-to- chip serial da ta communication .

In essence, a SerDes is a serial transceiver wianokierts parallel data into a serial d
stream on the transmitter side and converts thel sata back to parallel on the recei
side. The timing skew problem encountered usuin a parallel bus is eliminated
embedding the clock signal into the data streamceSihere is no separate clock signal
serial link, timing skew between clock and datdarger exist. As a result, a serial bus
link can usually operate at a mi higher data rate than a parallel bus in a compa
system environment. Since the data is sent withmitlock signal, one therefore neec
circuit in the receiver to extract that clock sigfimm the serial data stream itself ¢
sample the last seam using the extracted clock, the clock extractiod data retiming |
actually refer to the clock and data recovery (CDpgration
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4.2 Serializer/Deserializer (SerDes) System

As discussed earlier, a SerDes circuit performs fwmactions, serialization and des-
serialization in a lossy and noisy environment. gk®wn in Figure 4-2, the serializer
converts the 8 bits parallel data streams intaglsiserial data stream. The conversion is
done with the clocks generated from the transmsttelock generator. Usually a high
speed clock running at the serial data rate isirequA practical and cost effective
solution is to generate this high speed clock feanoff-chip low frequency quartz crystal
oscillator. As a result, a PLL based frequency iplidtr is required in the transmitter side;
another important design challenge for the PLLoisngintain a minimum amount of clock

jitter despite all the switching noise generatedh®/surrounding circuits.
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Figure 4 -2: Simplified SerDes block diagram.
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4.2.1 Serializer Principle and time domain simulations

As illustrated in Figure -2 and -4, the serializer in this work contains 7 units2-to-1
multiplexers and a PLl-based frequency multiplier circuit. A singleto-1 multiplexer
comprises 5 latches and elector (Figure -3). The lathes guarantee the synchronize
of data edges to the clock edges for proper omeratf the multiplexer. As shown in tl
timing diagram of Figure -3, a -to-1 multiplexer generally combines 2 |-speed (i.e
input bit widtr is equal to 800 ps) parallel channels into a higpered stream of ser
data (i.e. output bit width is equal to 400 ps

Dm1 A B
Latch Latch Latch

input bit width = 800 ps clock period = 800 ps

data edges are

i 1 not aligned to the
clock edges
— ‘ |

data edges are
aligned to the
clock edges

-
<\

Deut | 1.1 1|0 0|1 1[0 0 0

iutput bit width = 400 ps

Figure 4 -3: A multiplexer (a) and, its timing diagram (b).
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8 channels data input 4 channels data output
at 1.25 Gb/s each at 2.5 Gb/s each
2 channels data output
/ / at 5 Gb/s each
D1 _| L1 L2 L3 serial data output
at 10 Gb/s
D2 — | L2 L3
L1 L2 L3
retimed 10 Gb/s
L2 L3
(\
L1 L2 L3
—1 L2 L3

L1 L2 | L3
)
L2 | L3
(

_| L1 L2 L3

— L2 L3

L1 L2 L3

Y

D7 _| L1 L2 L3 : /
Dg — L2 L3
+2 =2 T2 |-
Freq. = 1.25 GHz Freq. =2.5 GHz Freq. =5 GHz Freq. =10 GHz
rank 1 rank 2 e N rank 3

Figure 4 -4: A tree architecture of the 8 -to-1 serializer.

Basal on the -to-1 multiplexer developed above, one can use thiitacture tc
implement a multiplexer with a larger number of uhghannels. Most multiplexers &
based on the topology of tree structure. As ithtsd in Figure -4, the tree structures a
natural extension of the-to-1 multiplexer, the idea is to group the input ch&lann pairs
and multiplex each pair, reducing the number byadr of two after each rank. In tt
architecture, the fli-flop is driven by a clock frequendck, the nultiplexer in rank 3 i
driven by a clock frequencfck/z, the multiplexers in rank 2 are driven by a cl

frequencyfck/4, and those in the rankl are driven by a clockuesgyfck/8

73



Chapter 4 Chip-to-Chip Communication and Verilog-A System Modelling

Seridlizer 8tol

Data_cut_1EGbps )

8x1.25Gbps_prbs_v{ ing

I ck_out_T8GHz

122
. in8
N <
- 3
o gl o =
1 ol PLL Baged
N 4, vde=500.8 "L'{ . Freq. Multipler
= gty
‘ -y
o .t 19
‘ L — pam
N
N
I
e| 2 =
|
]
|
W
L v

Figure 4-5: Serializer test bench circuit.

The test bench of the serializer circuit is shownFigure 4-5. The input signal of the
serializer circuit is 8 parallels channels of PR@Seudo-random bit sequence generator)
at 1.25 Gb/s data rate each representing for exathploutput of an 8-bits microprocessor,
this former communicates with a hard-drive dislkaanemory. The serializer output should
be a single data stream at 8X1.25 Gb/s (=10 Gbl&.serializer time domain simulations
results are shown in Figure 4-6, once the PLL endérializer reached the steady state, and
for data input bits width of 800 ps (red signalFigure 4-6(a)), the serializer data output
bits have a width of 100 ps (blue signal in Figdré(b)), and the clock issued from the
PLL in the serializer has a period width of 100 (p=d signal in Figure 4-6(b)) which

confirms the operation accuracy of the serializer.
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Figure 4- 6: Serializer time domain results, data bit input width is
800 ps (a) and, (b) output bit width is 100 ps.
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4.2.2 Deserializer Principle and Time Domain Simulations

Since our proposed CDR will automaticallymultiplex (1-to4) the serial data streal
hence an additional demultiplexel-to-8) will be required. Figure-7(a) show the bloc
diagram of the -to-8 de-multiplexer that will normally be driven by the CDRigEre <
7(c) show the timing diagram of the-to-2 demultiplexer implemented in fi-latch

architecture (Figure-7(b)).

Chip-to-Chip Communication and Verilog-A System Modelling
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Figure 4 -7 Block diagram of the 4 -to-8 demultiplexer (a), five -latch architect ure
of the 1 -to2 demultiplexer (b), and timing diagram of the demultiplexer (c)
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As shown in Figure 4-8, the deserializer circuamprise our proposed quarter-rate PLL
based clock and data recovery circuit. Its inp# @e PRBS serial data stream at 10 Gb/s
data rate without any clock signal associated.tdhie VCO frequency in the CDR was
2.45 GHz, which is 50 MHz below the required fregeeof 2.5 GHz (i.e. quarter-rate of
the data rate). The task of the deserializer igttracts the clock signal embedded in the
data stream, demultiplexes (1-to-4) the former and simultaneously retime (sample)
them for further processing. In our case an adhfiolemultiplexing (4-to-8) is required in
order to compare the 8 inputs of the serializect{se 4.2.1) to the 8 outputs of the
deserializer. As shown in Figure 4-9(a,) the PLIthia deserializer reached the steady state
within 2.3us, and extracted clock has a frequency of 2.5 Gltaue 4-9(b)).

l ‘ ‘ Desericlizer 1o 8

| d1
P

d3

] Seral12Gbps
‘ . .

my Chip cdr_1to4

L

Additional DEMUCing 4to8

l'I
o

peor

Figure 4-8: Deserializer test bench circuit.
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4.2.3 Complete Serial Link (SerDes) Time Domain Simulations

The test bench circuit of the serial link is shoinnfigure 4-10. This circuit includes 8
PRBS parallel data channels at 1.35 Gb/s eachPlliebased 8-to-1 serializer and the
PLL-based 1-to-8 deserializer (our proposed 1-t€GBR plus an additional 4-to-8
DEMUX). The VCO minimum frequency in the CDR wa$ %Hz, which is mean 100
MHz below the required one (2.7 GHz). Figure 4-alafid b) illustrates the transient
simulation results. The serializer reaches thedgtastate within 1.2us, followed by the

deserializer in less than i later. As shown in Figure 4-12(a) the serial iskvorking

properly, because the deserializer outplitsand d2 are the same as the serializer inputs

inl andin2.
f 3
a By
912|323 _
L T
Sericlizer 8tal SPO_1t48. |
. . - Legerializer 1to 8 .
int
ini o
in2 Ir-.?l dt
Ind . . . : (. . —r .
I |
BX1.25Gbpeprba i in I 0 —
L i
inG - in# 3 - I d
in? I cil_18p@ =| 1 e 7I7
n8 NS 5 & "
ER ] ser.Mat ser_dat * 1 2 7
14 I Serxaia REr_datg a =
in6 i % 45
‘3 1 3 .
= K d6
— = —
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b, a7
‘ Ida
2 |
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Figure 4-10: SerDes circuit test bench.
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In this chapter, we proved using the serial linkesnatic view and the Verilog-A language
that our proposed quarter-rate concept PLL-BaseR G working concept for a point-
to-point clockless based serial link interfacingptehips communicating serially at 10 Gb/s

data rate.
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5 Building Blocks Circuit Design

This chapter describes the transistor level desgjng the complemerry meta-oxide-
semiconductor (CMOS) curremode logic (CML) of the blocks comprising the F-
based CDR circuit, such as the ELPD, the DQFDMBO and the char-pump

5.1 Static and Dynamic Logic Gates Design

In this work the static logic gates (e.g. ANDR, XOR and MUX) and the clocke
dynamic elements (e.g. Latch, DFF, DETFF) were giesi using CML in CMO:t
technology. The CMC-CML (MCML) circuits were first used in [48] to im@ment
gigahertz MOS adaptive pipeline technique. Sinantht has been extsively used tc
implement hig-speed buffers [49, 50], latches [51], multiplexansl demultiplexers [52
and frequency dividers [53]. CML circuits use therent switching concept to repres
the digital binary states. This type of circuit idek the ogic states, high or low by tt
presence or absence of the current in the outauiches. The basic MCML gate struct

is shown below in Figure-1.

- ™
R
Qut
s -
Ing 3 € In,
Ing — 3 — E
A /
: Pull
Inputs I Down
Network
\ v

Figure 5 -1: Basic CML gate .
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The MCML gates are fully differential and steerreunt between the two pull-up resistors.
The total voltage swingdV = R.k,, is set by adjusting the resistance of the pull-up
devices for a given current. The voltage swif\jis not rail to rail but in fact is much less,

of the order of several hundred millivolts.

5.1.1 CML Circuit Design Advantages and Comparison

CML circuits are widely known to have advantagesraheir CMOS counterparts which
are especially useful for this application. FiSML circuits operate differentially; hence
inherently rejecting any common-mode noise intr@duby the power supply and the
surrounding environment. Also, due to its reducedidal voltage swing, propagation
delays are shorter [54], which will be translatedat faster switching circuit. Although
CML logic style is known to suffer from more stapower dissipation than the CMOS
logic, properly designed CML gates can consume fesger than the CMOS style at
higher frequency of operation [55]. Especially, Cigates reduce current spikes and peak
during logical transitions, which in turn reducee thffects of power supplies bouncing.
CML circuits are mainly designed for low power dmdh frequency applications such as
communication transceivers and serial links; thiesy @sually incorporating resistive load
rather than PMOS active load devices because th®3%Mansistors severely limit the
maximum operating frequency of the circuit [56, .57here are generally several
techniques to implement logic circuits and funcsiom CMOS technology such as
complementary MOS logic (CMOS), the MOS current sméafjic (MCML), folded source
mode logic (FSCL), domino logic, and complementaags logic (CPL). The most popular
design styles are based on the CMOS logic for aigitrcuits. The CMOS logic design
style is known for being robust to the variatiorisfabrication process, hence producing
reliable integrated circuits. In the other hand tesistively loaded MCML circuits are
sensitive to process variations and mismatch. Kkamele, certain type of resistors can
vary up to 30% in CMOS technology, which may affdet proper functionality of the
logic circuits. Due to the popularity of using t&®#OS logic style in VLSI systems, the
MCML characteristics will be compared to it. The imgparameters to be compared
between the two logic styles are generally theyjdl@e power consumption and power-

delay product.
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Let's assume that our circuit is composed of amgat number N of identical gates
connected in series, all with load capacitance & tbtal propagation delay through the N

gates will be given as follow [82]:

C-AV

Dyem. = NRC = NC2L = N

tail Itail

While the CMOS logic gates dissipate static andadyic power, the MCML gates are
drawing constant current over time and independegtite switching activity. Based on the

above assumption, expressions for power, powerygeladuct can be written as follow:

Pycmr = N+ ligi  Vpp

C-AV

PDycmr = N - Itqir - Vpp * N =N?-C- AV -Vpp

Itail

The delay of static CMOS logic gates is given by:

_ Vbpp
Dcmos =N - C - Teat

Where lsq is the saturation sourcing or sinking current pded respectively by a
PMOSFET or NMOSFET transistor in the CMOS gate.e @are advantage of CMOS is
that it draws minimal power under quiescent coonddi However, for our application of
high speed data transfer we make the assumptiarttbaCMOS is never quiescent, but
continually switching. Under these conditions, @&OS gate is continually charging or
discharging a capacit@ between 0 andfpp, and we can write the following expression:

C-Vpp =1-Dcumos

cv
Hence, = —22
Dcmos

CVpp _

Pemos =N -1-Vpp =N -Vpp -

Dcmos

1
PDcmos = Pemos * Demos = N°C'VD2D°D—'DCMOS =N-C-Vgp
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This CMOS power-delay product, under conditioncafitinual dynamic load, is higher
than that for the MCML gate by a factdpp/4V, wheredV is the lower voltage swing of
the MCML system. In effect the MCML circuit trade®ise margin for a significantly
improved power-delay product. If for instance th€ML tail currently; is equal to the
PMOSFET (NMOSFET) saturation current in the CMO$&gane therefore can compare
the delay in both logics.

Dcmos =N.C.VDD. 1 _ Vbp
Dycmi I . C-AV AV
Itai

As an example, for the CMOS technology providedUMC (United Microelectronics
Corporation) and having 130 nm feature sizgp ¥ 1.2 Volts and\V = 0.2 Volts, hence,

Demos _ 1.2 _

6

The selected value akV above is the minimum voltage swing required tokendghe
NMOSFET differential pairs in the MCML gate switpinoperly between on and off. The
example above clearly shows that the delay is tamgeCMOS than its counterpart in
MCML logic and hence the operation frequency ishkigin MCML, thus retaining only
the delay (or frequency) parameter and ignoringather, the MCML logic style is more
suitable than CMOS logic for our particular highesd applications [82]. Another
interesting point to be compared between the tvgiclstyles is actually the common
supply lines fluctuations during the bits transiBan digital integrated circuits. Since the
voltage swing in MCML is much less than its CMOSucterpart, therefore the supplied
lines current fluctuations for the CMOS inverter gxample is higher than those in the
MCML buffer. This reduced fluctuations in commonpply lines, decrease in turn the

amount of jitter propagated throughout the intespatircuit.
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5.2 Oscillator Fundamentals

Oscillators are an essential part of many eleatra@ystems, and they are gener.
embedded in the PLL circuits. They have a wiange of applications, such as clc
generation in microprocessors and frequency syiziesin cellular telephones, thereft
requiring different oscillator topologies and penfimnce parameters. In the followi
sections, the analysis and CMOS desigoscillators and more specifically the VCO v

be carried ou

5.2.1 Negative Feedback Based Oscillator

The oscillator is a negative feedback system hasmpuat and producing a periodic outp
usually in the form of voltage. Let us consider thety-gain feeback system shown
Figure 52, comprising an amplifier represented by its tr@anfunctionH(s), the close-

loop gain of that system is then giver

V H(s
Vi . 1+H(9)
s N
frequency dependant
phase shift
............................. .>
Vin + H (S) Vout
." -
180° low f;equency
phase shift
\_ J

Figure 5 -2: Negative feedback system.

If the amplifier introdues a frequency dependant phase shift such thattrall feedbac|
becomes positive, then oscillation may occur. Mmecisely, if fors = jay, H(jawy) = -1,

then the close-loop gain approach infinity .
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Under this condition, the circuit amplifies its ownise components «y indefinitely. As
conceptually illustrated in Figure-3, a noise component wy having a total gain of unit
and a phase shift of 1° returning to the subtractor as a negatiplica of the input
Upon subtraction, the input and feedback signatslyece a larger difference. Thus,
feedback system amplifies continuously the noismpmment and hence generating

periodic signal awy.

AV

Figure 5 -3: Oscillator and generation  of periodic signal .

In summary, if a negative feedback circuit has pamoloop gairH(jw) that satisfies th

following two conditions

H(jw,)|=1

lD H((J 1(33)' =180 (5-2)
Then oscillation may occur . The conditions described by Equation 5.1 normally
called Barkhausen criteria, these conditions acesgary but not sufficient [29]. To ens
the starting of oscillation in the presence of temapure and process variations, the ¢
loop gain should be at least twice or three times tequird value. The oscillatio
normally occurs when the total phase shift arodmedloop is equal 3¢; this total phas
shift is composed of two components, a low freqyesitase shift of 1&° represented b
the subtractor, and a frequency dependant compof 1807 introduced by the amplifie
transfer functiorH(j ). CMOS oscillators of today’s technology are tyficanplementec

as ring or LC oscillators; we focus more on ringehyas it will be used in our CDR syste
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5.2.2 Negative Resistance Based Oscillator

An alternative way of generating oscillation is émploy the concept of negative
resistance, as the Colpitts oscillator [70-74] @-hased oscillators [78-80]. To properly
explain this concept, let us consider a simple tamkposed of a coil with an inductance
L,, a capacitor with a capacitan€y, and a resistor with a resistanBg connected in
parallel and excited by a current impulse as degdiat Figure 5-4(a). The tank responds
with a decaying oscillatory behavior because, iergwycle, some of the energy that
transferred between the capacitor and inductarssih the form of heat in the resistor. As
shown in Figure 5-4(b), if a negative resistor édoaR,; is placed in parallel witR, and
the experiment is repeated, now sinBg|-R,) = o, then the tank will oscillate
indefinitely. One of the methods to produce negatresistance is to use a positive
feedback around a source follower [29]. As shownFigure 5-5(a), the feedback is
implemented by using a common gate stage and aldutrent sourcé, to provide the

bias current oM,. From the equivalent circuit in Figure 5-5(b), have
Iy = 0mVs = ~OmVs

Where, g1 and gy, are the transconductance of transisidrsandM, respectively.

Anda VX :Vl —V2 :—I—X— IX :_lx(i"'i)
gml gm2 gmj_ 9m2

And, if gm1= Om2 = dm, then
Z, =—= _2 (5.3)

Sincegm> 0, thenZx < 0. In other word, if the input voltage in Figus-5(a) is increased,
so does the source of the transidiby, reducing the drain source voltage Mp thus
reducing the drain current ®,, and allowing part ofy, to flow back to the input source
hence reducing it. One of the negative resistaasedboscillator design is shown in Figure
5-6(a). HereL, provides the bias current td, and R, denotes the equivalent parallel

resistance of the tank and, for oscillation to ed@y— 2/g, > O.
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Figure 5 -4: (a) Decayin g impulse response of a tank,
resistance to cancel loss in R

Building Blocks Circuit Design

L1
SR

(b) addition of negative

p-

If the small signal negative resistance presd by M; andM to the tank is less theR,,

then the circuit experiences large swings suchehah transistor is nearly off for part
the period, thereby yielding an average resistaf-R,. The design of Figure-6(a) is &

single ended and it can modified to obtain a differential design as showrFigure -

6(b), merging the two tanks into one, we obtaindbsign shown in Figure-7. In order tc

generate oscillation in the circuit of Figur-7, the cross coupled paM; and M;) must

provide anegative resistance R, between the nodeX andY. As proven earlier, th

cross coupled pair resistance is equé-2/gm and hence it is necessary to hiR, > 1/gm

for the oscillation to occu

VDD

(a)

.

Figure 5-5: (a) Source follower with positive feedback

to create negative

impedance, (b) equivalent circuit of (a).
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Figure 5 -6: (a) Single and, (b) differential ended negative resistance based oscillator.
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Figure 5-7: (a) Oscillator and, (b) its equivalent circuit.
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5.2.3 Ring Type Oscillator

A ring oscillator consists generally of a numbegain stages in a closed Ic [75-77] For
the proper operation of our CDR circuit, eight élquzhases separated by 2° and theit
complement will be required; obtaining such clock phases ires a differential ring typ
oscillator comprising eight gain stages as showrigure !-8(a). To simplify the analysi:
let us consider the hecircuit equivalent depicted in Figure-8(b), and calculate tr
minimum voltage gain that is necessary fhe oscillation to occur. In this oscillat
design, the eight gain stages are identical, inciwhRy and C_ represents the tot

resistance and total capacitance seen by the ooutplat of each gain stag

S

frequency dependant
phase shift

§2RD
180° DC

phase shift

Figure 5 -8: Differential eight gain stages rin g oscillator (a) and
(b) its half circuit equivalent.
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If the transfer function of each gain stageHigs), then the open loop transfer function of

the eight gain stages will be given by

H(S) = Ho (9 Ho () Ho (92— 0 =A g =A = A
>y D) ) @y

0 0 0 0

1

1
Wherew, =

Hence, H(s) = i (5.4)
1+

0

The oscillation will start only if the total freqney dependant phase shift equal °1 &0 if
each stage contributes 22(5180/8). The frequency at which this occurs is given by

tan Lese = 2o 5° (5.5)
wO
And hence, Wose = 0450, (5.6)

The minimum voltage gain per stage must be sudtthleanagnitude of the open loop gain

at uoscis equal to unity:

A =1 (5.7)
L1+ (D)7
(‘00

It follows from Eq. 5.5 and Eq. 5.6 that

Agmin =11 (5.8)
In summary, an eight-stage ring oscillator requadsw frequency gain of 1.1 per stage,

and it oscillates at a frequency of Qug5wherewy is the -3dB bandwidth of each stage.
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The waveforms at the eight nodes of the oscillatdfigure -8 are depicted on Figure-
9. Each stage of the oscillator contribute a fregyedependant phase shift of 2° as well
as a low frequency signal inversion, hence the Veamre at each utput node is 202°
(=180 + 22.2°) out of phase with respect to its previous andt mexies. The ability ¢
generating multiple phases is a very useful prgpeftring oscillators, because thc

phases are required for the proper operation oC@R crcuit.

22.5° frequency
dependant phase shift

out1

out1b

out2

180° DC phase shift

out2b

out8

out8b

Figure 5 -9: Waveforms of an eight -stage ring oscillator.

One of the practical implementation of eight stageg oscillator is depicted on Figur-
10 and called the current steering based diffementig oscillator. If the gain per stage
well above 2 (hmir=1.1), then the amplitude grows until each difféi@rpair experience
complete switching, that is , until the currilsis completely steered to one side every

cycle. As a result, the swing at the output nodegisal tclsRp.
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4 \ AV = RDIS
S Voo - Rols
—Tp U
VY2 _

p)
X[

y

TDK

one complete cycle

«—16 Tp——>

N4

. J

Figure 5 -10: Differential current steering ring oscillator and its wav eforms.

If the number of stages is N and the delay perestaTp, thus the circuit completes o
period of oscillation in a lap of time equal 2NT, and hence the circuit oscillates a
frequency equal t1/2NTp, In summary, an eig-stage (N = 8) differential ring oscillat
has a sme-signal oscillation frequency equal to Cuwy (Eq. 5.3) and a lar-signal value
equal to 1/16Tp. Since wy is detemined by the sme-signal output resistance a
capacitance of each stage wherTp is results from the large signal, nonlinear cur
drive and capacitance of each stage, thereforédatige-signal frequency is less than 1
smallsignal one. In other ord, the eigl-stage ring oscillator stis oscillating with &
frequency of 0.4wyp but, as the amplitude grows and the circuit beconwdinear, the

frequency shifts to the lower value1/16Tp.
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5.3 Voltage -Controlled Oscillators

Most applications require at oscillators betunable, i.e., their output frequency is
function of a control input, usually a voltage. slsown in Figure -11, an ideal voltag
controlled oscillator is a circuit in which the put frequency is a linear function of

input contrd voltage and it is described by the following et
wvco = (*)O + kvco'Vf (59)

Where,uy is the frequency correspondingV; = 0 andK,¢,denotes the sensitivityf the

VCO expressed in rad/V. The linear rangew,-wy, is called the tunir range

Wout A ®out A

2 2

Voltage
Controlled
Oscillator

Veong Wout

M1 feens
f 1
Mo

g |

2 V?Vcon

=V(:Ol']

(a) (b) (c)

Figure 5 -11: Definition of a VCO (b) ideal and, (c) real.

5.3.1 Tuning in Ring Oscillators

As seen earlier, the oscillation frequency of &-stage ring oscillator is equal to ND,
where T represents the large signal delay of each stagareldre to tune the frequenc
Tp should be varied. As an example of tuning, consiterdifferential pair of Figure-
12(a)as one stage of a ring oscillator. HeM3 andM, are operating in the triode regi
and are acting as voltage variable resistors clled by Vcont AS Veont becomes mor
positive, the o-resistor oMz andM, increases, thus raising the time consz and henct

lowering the oscillation frequendyse If M3 andM, are and remain in deep triode regi
therefore
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1
Ronsa = W (5.10)
upcox(f) 34 (VDD _Vcont_ |Vthp |)
Where, Rn34is the on-resistance of the PMOS transiskdsandM,. Thus
C
T =RysiCi = . (5.11)

W
H PCox (T) 34 (\/DD _Vcont_ |Vthp |)

Where, C. represents the total capacitance seen by eachitawtgground including the
input capacitance of the following stage. The tdt&lhy in the circuit is proportional to the
delay in each stage, hence

w
1 “pcox(T) 34 (VDD _Vcont_ |Vthp |)
f. = = (5.12)
2NT, 2NC,

Eq. 5.4 shows that the frequency of oscillatigpof anN stages ring oscillator is linearly
proportional to the control voltagé.n: and inversely proportional to the number of stages

N of the oscillator.
5.3.2 Delay Variation by Positive Feedback

An alternative tuning technique is based on theeturcontrolled negative resistance. As
seen earlier, a cross coupled transistor pair shahof Figure 5-7 exhibits a negative
resistor of -2/g, a value that can be controlled by the bias ctiroérihe cross coupled
transistors. If a negative resistarRgis placed in parallel with a positive resistaiRgethe

equivalent resistor & will be given by

R R

=R, [|R, = — NP
Ra =RulIRy =™ 2

If for exampld R, |)|R- |, then R is less negative and it has therefore a highareval

This concept can be used in each stage of a ricifabsr as illustrated in Figure 5-12(b).
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Here, the load of the diffential pairM;-M; consists of resistoiR; andR; (R1 = R, = R)

and the cross coupled pM3z-Ma.

As I increases, the small signal differential resiste-2/gns 4 becomes less negative a
from the half circuit of Figure -12(c), the equivalent resistan

R, =R ()= "¥

increases, thereby lowering the frequency of aseilh
m3,4 1- Omaalp

Voo
e
M; M,
VOut
=
C.
Vin
(o
\L’ Is
Voo
Voo
R, Ro T
S SR

o—l l__L/h MZI AiT_I I_V; Yo °_| I—Ti’ gnaa

b v) s Vcomo_}% lec
(b) E T ©

\.

Figure 5-12: (a) Tuning with voltage variable resistors, (b) d ifferential stage with varia ble
negative resistance load, (c) half circuit equivalent of (b ).
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A drawback in the circuit of Figure 5-12 is thatlgasvaries, so does the current steered by
the pairMs-M, throughR; andR,. Thus, the output voltage swing is not constarmssthe
tuning range. To reduce this effelgtcan be varied in the opposite directiod @such that
the total current steered betwe& and R, remains constant. In other words, it is
preferable to vary.. andls differentially while their sum is fixed, this pregy is normally
provided by a differential pair. As illustrated Figure 5-13, the idea is to use the
differential pairMs-Mg to steerlt between the two pairsl;-M, and M3-My4 such that the
expressionr = |5 + I is always verified. Sincer must flow throughR; andRy, if M3-My
experience complete switching in each cycle ofladmn, thenlt is steered t&; (through

M1 and Ms) in half a period and t&, (throughM, andM,) in the other half, giving a
differential swing of2Rlt. The control voltage¥contiandVeonr2 in the circuit of Figure 5-
13 can be viewed as differential control lineshigy vary by equal and opposite amounts.
Differential topology provides normally higher neisnmunity for the control input than if

Veont IS Single ended.

As Vconrz InCreases andqon1 decreases, the transconductance of the crossecbyir
increases, increasing the time constaamhd hence reducing the frequency of oscillation. A
drawback of circuit in Figure 5-13 is that when therentl is completely steered biylg
through the paiMs-M4. Since the paiMi-M; carries no current at all, hence the gain of
each stage will fall eventually to zero, preventosgillation. To avoid the occurrence of
this situation, a small constant currésys is added to the paM;-M,, thereby ensuriniyl;
andM; remain always on. We calculate the required mimmwalue oflpias in Figure 5-13

to guarantee a low frequency gain of 1.1 (for N)=v8en all ofl+ is steered to the cross
coupled paiMs-Ma. The small signal gain of the circuit 5-13 is givey [29]

Amn — gleRp - Rp\jp‘ncox(%)],zlbias > 11
1- gm3,4Rp 1- Rp \ p‘ncox (%) 34 IT

121[1- R Ju,C, (%), 1,12
That is, I > 17 Ry Y1 Cor()salr ] (5.13)

bias = W 2
anox (T) 12 I biast
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( )
Voo
R R:
! § § 2 Qe«——— Vot ——»9
o—” M, MZ_I l— le }_><_{ I:M"
Vin
o
V Ibias
..... v s lee
Vconﬂ _| E/’s Ma I— Vconl?
Ir
. J

Figure 5 -13: Differential pair used to steer current between M

1-M, and M 3-Mgy.
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5.4 A Novel Quarter-Rate Early-Late Phase-Detector

Before presenting our novel quarter-rate earlysRide(ELPD), we will briefly explain the
concept of full-rate (i.e. the clock frequency gual the data ratdgLPD that is originally
proposed by Alexander [24]. Figure 5-14, illusteatee concept of early-late detection
method. Using three data samples taken by thresecaotive clock edges, the PD can
determine whether a data transition is presentvdrether the clock leads or lags the data.
In the absence of data transitions, all three sasngte equal and no action is taken. If the
clock leads (it is early), the first sampfe, is unequal to the last two (i.& and S;).
Conversely, if the clock lags (it is late), thesfitwo samplesS, and S;, are equal but

unequal to the lasgs. Thus,S [0 S, andS, [0 S provide the early-late information:

o If S 0Sishighands O S is low, the clock is late.
e If S 0OSislowandS, O Ssis high, the clock is early.
e If §0Sisequal tds [0 S, no data transition is present.

Based on the above observations, the Table 5-2-@ude 5-14 can be constructed.

S S S | Y=50% | X=50% Detection (Action)

0 0 0 0 0 no decision (no action)
0 0 1 0 1 early (slow down)

0 1 0 1 1 no decision (no action)
0 1 1 1 0 late (speed up)

1 0 0 1 0 late (speed up)

1 0 1 1 1 no decision (no action)
1 1 0 0 1 early (slow down)

1 1 1 0 0 no decision (no action)

Table 5-1: Truth table representing all states of the Alexan der ELPD.
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s ~
Sz Ss clock early S1 S clock late
o[ s,
(a) P PoEd
S S,

Ck LT 1L
=Pl
3 3 NN N
Data | Ck 1 ! So
! i S L
Y | s@ss |
SO D Q Sz X
S1®Sz
(b) (c)
L J

Table 5-14: (a) Three points sampling of data by clock, and (b) an Alexa nder ELPD.

The proposed quar-rate (i.e. the clock frequency is one quarter of theadate)phase
detector is an ELP (Alexander) based desi. As shown in Figure -15, he ELPD
samples thdnput data stream at’, 45, 9C, 135, 18C, 225, 27C and 31 of the clock
phase, producing e eight signal:Dg, Dss, Dgg, D135, D1go, D225, D270 andD3;: at theDFF
outputs. The last eight signals are used to gené¢naUP andDN signalsthatindicatethe
relative clock edge positis with respect to the data ed¢ The required logic to prode

the UP andDN signals are afollow:

UP, =D, 0D, UP, =Dy, U D5 UP, =D, O D,,,and UP, =D,,, 0 D,..

DN, =D,e U Dgy, DN, = Dyg5 [ Dygg, DN = Doy U Doy, @nd DN, = Dy 0 Dy

In order to simplify the charge puncircuit design, the signals ;-UP, and DN-DN4 are
serialized using the clock phases °, 67.%°, 112.°°, 157.8, 247.5, and 292.° as
illustrated in Figur 5-15. When the CDR is in the locked state, the -quadrature cloc
signal edges are aligned with the data transitamts henceDo, Dgo, D1go and D270 will be

the recovered demultiplexed di
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Figure 5 -15: (a) Block diagram of the proposed quarter

ELPD, and (b) its operation.
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5.5 A Novel Quarter -Rate Frequency Detector

The loop bandwidth of the PLL based CDR circiwsgg) is generally has to be small
improve the noise performances -60]. However it results in small pu-in range PLL.
CDRs without frequency acquisition techniques meaguire additional reference clo
[59] or external off chip tuning [60]. Digital quadorrelator frequency detectors (DQF
[62-63] have been widely used in frequy acquisition loops because they are n
reliable and tolerant to process, voltage and teatpes variations. However, tl
conventional DQFD [63] could be used only for fudite clocks. To lower the pow
consumption, clock relaxing techniques -60] have been used to achieve higher bit
transmission with lower clock rat

e A
- clock period >
Vi o IV oI IVl i
o A A
ck O
ck 22.5°
ck 45°
ck 67.5°
slow data J
fast data

1) | 11

IV (00) | 1(10)

\

(b)

\. J

Figure 5 -16: Timing diagram for (a) slow and fast data, (b) state repr  esentation and,
(c) finite state diagram.
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In this work, we propose a quarter-rate DQFD [34], @he proposed architecture
comprises eight DFFs, two XOR gates, and combinatitogics as shown in Figure 5-17.
The combinational logics truth table of the prombgearter-rate DQFD is shown in Table
5-1. Clocks 6, 22.5, 45 and 67.5 are first sampled by input data, each half ofackl
period (i.e. 200 ps) is divided into four stated),l1ll, and IV as shown in Figure 5-16(b).
In the proposed DQFD four DFFs triggered by risamgl falling edges of the clock @il
store the sampled values and record the statesarfbe in Figure 5-16(b) represents the
rising or falling edge of the clocK @ appear at the boundary between the statesdV.an
the operational Principle of the proposed quamge-rDQFD will be discussed in the
following. For a slow periodic data stream as showifrigure 5-16(a), suppose that the
first rising edge of the data appears at the baynoketween the states Il and IV. Then the
second rising edge crosses the boundary betweestates IV and | and appears in state |.
The state transition rotated from state IV to | Wdobe detected. This state transition
indicates that the clock is faster than quarterdai rate and frequency down pulses are
generated. For a fast data periodic data as showigure 5-16(a), the first rising edge
appears at the boundary between the states | ahddh the second rising edge crosses the
boundary between the states IV and | and appeassate IV. The last state transition
indicates that the clock is slower than quarterdb& rate and frequency up pulses are
generated. The truth table 5-1 represents thesstatasition of the proposed quarter-rate
DQFD.

QsQs6 State | State I State IlI State IV
—>
l Q:Qs 10 11 01 00
State | (10) X X DOWN DOWN
State Il (11) X X X DOWN
State Il (01) uP X X X
State IV (00) UP UP X X

Table 5-3: Truth table of the proposed quarter-rate DQFD.
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To find the required combinational logics circuie write the equations describing 1

frequency up and down pulses. From tal-3:

Freq. DOWN=Q,.Q,Q, +Q..Q,.Q = Q..Q, Q.Q,

2 i (5.14
Freq._UP =Q.Q,Q, +Q,Q:Qs = Q.Q,.Q.Q,

From the above equations, the implementation ofrélgeiired combinational logic circt

is shown in Figure-17.

(——————

P25
D225 A D Q
A DETFF
N\

e

Pys B (M)
Das — D Q
DETFF
-~ AN

double edge
triggered Flip-Flop

Qsp | selector
Q; — }— Freq. _up b Q /7))
Lor Q
Qs — Data L \out
- ou
Qs — -
8 Datab
L¥q
Qs — Freq._down T
s - D ar Q
Q] /@2 T e

Figure 5-17: Schematic of the proposed quarter -rate DQFD.
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5.6 Charge-Pump Principle

A better understanding ofthree-state charge pump is achieved when it is considier
conjunction with a periodic signal based converdlotinre«-state phase and frequer
detector as shown in Figur-18. The charge pump circuit itself consists of svatched
current sources ctrolled by the signalQa andQg that are issued from the PFD. In t
circuit, the switchS; and the current source are implemented using a PMOSF
transistor, whereas the swit¢<S; and the current sourcl, are implemented with &
NMOSFET transistollf a pulse of widtlT appears 0iQa, |1 deposits a charge equall. T
on the capacitcC,.

'd A
----- VDD
PFD
v) h
Sy
vout
S, / Y o
%h —
Vref
Vin
o LT
Qs
VOMJ—/_ﬁ
> t
\ J

Figure 5 -18: Charge pump and its output signal in conjunction with a periodic
signal based phase and frequency detector.
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5.7 Charge -Pump and Loop Filter Circuit Design

As shown in Figure -19, the phase and frequency detectors output sigr@itrol &
chargepump and a loop filter (R and C) to provide theuiegf input differential voltag
(Vup-Vdowr) to the VCO. Transistors ; and V; are controed by the phase detector out
signals and transistorss and N, are controlled by the frequency detector outpubalig
These transistors determine the current soulyy and lyy through the loop filte
Transistor Ms and Ng provide the pu-up curren I.. The relationship between t

magnitudes of the above current sources is giv:
lc >> ltg > lpg (5.15

The common mode voltage oy and Viowr is compared to a reference voltag.s by the
comparator. If the common mode voltage levelincreased, the drain currents
transistors N, and Vg are decreased and the common mode voltage is puidaly the

current sourcee.

Vbp Vop Vop

comparator — —
v ,JI—-| 4" "
p = q[

9

Vref Vup | | Vdown

—

Figure 5 -19: Schematic of the charge -pump and loop filter.
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6 PLL-Based CDR Circuit Implementation

The results of design and transistor level simafabf a novel architecture for PLL-based
clock and data recovery (CDR) circuit are presermtethis chapter. The proposed PLL-
based CDR is a referenceless quarter-rate desmgn tie clock frequency is quarter the
input data rate), comprising a novel quarter-rat@se detector, a novel quarter-rate
frequency detector and can be used in a deseria@gz@art of the Serializer/Deserializer
(SerDes) device usually utilized in inter-chip coomication networks [34]. The proposed
CDR circuit is designed in a standard Q8 CMOS technology, and simulated at
transistor level to verify its accuracy as well ts evaluate its characteristics and

performances.
6.1 Voltage Controlled Oscillator

For proper operation of the phase and frequencgctiats, eight clock signals and their
complements (separated by Zp#re required. Due to its wide tuning range amtesgage
ring oscillator structure was chosen. As shown igufe 6-1, the VCO consists of eight
stages, each one of them comprising a delay cell aarcontrol circuit for generating
differential control voltage¥i,. andVyec for the delay cell. The controlling signalg,Mand
V4ec CaN be viewed as differential control lines anddeeproviding higher noise immunity
to the VCO controlled input. The dimensions ohsigtorM7 and the voltage at its gate
Vpias Should be carefully adjusted such that proper 2@, linearity and tuning range
will be obtained. The tuning technique in this aietture is already described in 5.3.2 and
based on the concept of bias current controllectmnegyresistance [64]. As the bias current
of the cross-coupled pair of transistoké3(andM4) increases, their negative small-signal
resistance becomes less negative; hence the ¢siatance seen by the outputs nooles
and outb increase, thereby lowering the oscillation freguenThe eight clock signals

generated by the VCO are shown in Figure 6-2(a).
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ﬂd%\l\l\\\\ﬁ\\
')I)\\\||I>\

Pos 180 P22s& 20205 Pasa2s Perse 2475 Poog270 Prins & 2025 Pissa3is Pis7563375

Figure 6 -1: The eight -stage voltage -controlled ring oscillator.

In summary, and based on the post layout simulagsnlts, the proposed VCO has
following features

* A+ 18% tuning range around the cerfrequency 2.75 GH
* A conversion gain of 492 MHz/
« Generating eight clock signals separated by a reduihase shift of 22°,

« The generated clock signals are differential whighes it a good supply ar
substrate noise rejection and yield 50% dutye in the oscillating signals.
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In any MOSFET technology, ttparameters of individual components such as capag
resistors and transistors vary from wafer to wéfger-process variations) and from die
die (intraprocess variations). The random distribution ofnicmlly drawn devices i
caused by the vetions in process parameters, e.g., impurity canagon densities, oxid
thicknesses and diffusion depths. The change irptbeess parameters causes elect
parameters to vary, such as sheet resistance,i@amscand transistors threshold voli,
which in turn alters the performance of circuitenfr their desired values. Figure3
illustrates the dependence of frequency and anaditof oscillation of the VCO to tt
corners process of the transistors and resistong Maximum relative change.e.,
max(Af/f)) of frequency due to the variations of the isés corner process from tl
minimum to maximum corner is about 21% of the ceftequency, whereas the same t
of change due to the variations of the transistoner process is less tha% of the centrt
frequency. Therefore the proposed VCO is more #easp the resistor than the transis

corner process. Figure4 illustrates the layout of the proposed VC

Transistor corner {typical (t) slow (s) and fast (f)}
JTL—Resistor corner {minimum (m), typical (t) and maximum (x)}
321 (s,m)
(t,m) 3.1 «<——frequency (f,m)
3.06 [ |
] 3..03
3 L
=
S )
=2.8f (st
> (1) 2.72 (£
5 2.65 u 2.66
z | = [ ]
= 2.6F
=
£ (s,x) (£x)
= (tX) &t 2.38
5241 2.34 n
o |
2.2¢
2 1 i 1 1 i 1 i 1 L 1 1 A 1 i 1 i 1 . 1 i 1 1 i 1 1 i 1 i I
751 680 813 539 486 586 874 804 928
Signal Amplitude (mV)

Figure 6 -3: Process variations effects on the fr equency centre and amplitude of the VCO.
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Figure 6-4: Layout of the proposed VCO.
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6.2 Novel Quarter -Rate Three-State Early -Late Phase -

Detector

The jitter generation of a Pl-based CDR is a function of the phase detepropagatior
delay [39]; hence it is desired to have a phasecti@t with a low propagation delay
improve the jitter performances of the F- based CDR circuit. Though a two states pt
detector has generally less propagation delayl8g]ts two sttes behaviour increases 1
data dependant jitter for long periods of data authany transitions. The proposed ph
detector is shown in Figure-5; it is a thre-state quarterate earl-late based design (i.
the data rate is four times the clockquency). The operation of this phase detect:
already explained in sectior-4. Figure 6 shows the phase detector output when
clock signal is leading the data by 10 ps. The dayaf the proposed phase detecto

shown in Figure -7.
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6.3 Novel Quarter -Rate Digital Quadricorrelator

Frequency Detector

The communication standards generally require dl $owgp PLL-Based CDR. This resul
in a narrow capture range, hence a-basecfrequenc' detector is required to increase
capture rangeOnce the frequency has been acquired the frequdatgctor must b
disabled, hence generating no outputs, and thephhsedetector must automatically ta
over to adjust the clock phase to the data progaddj; The proposed frequency detectc
a quarterate i.e. the data rate is four times the clock freqy) is shown in Figure -8,
its operationPrinciple is explained in section 5.5. As illustrated in Fgw-9, the
frequency detector generates a traiifreq_downpulses when the clock frequendyy) is

higher than one fourth the input data rate (ick > 0.25 data_rate)

Pers
D
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triggered Flip-Flop
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Figure 6 -8: Architecture of the proposed frequency detector.
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To determine the operating range of the proposedu&ncy detector, we apply two
periodic signals to its inputs. One of them is cdexed as a reference and has a quarter-
rate constant frequency (2.5 GHz) and the otherasig swept in frequency at a constant
rate of 5 MHz/ns starting from 9 GHz and stoppindh GHz. The transfer curve of the
proposed frequency detector is illustrated on FEgH10. It exhibits a 1 GHz operating
range around the nominal frequency of 10 GHz.
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Figure 6-11: Layout of the proposed frequency detector.
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6.4 Transistor Level Simulation of the Proposed PLL -

Based Quarter-Rate Clock and Data Recovery Circuit

The proposed quarter rate PLL-CDR has been designetddMC 0.13im CMOS
technology and simulated at transistor level usirggschematic view of the CDR circuit
[64]. Since we are using a quarter-rate based GipBlogy, the input data rate should be
four times the VCO centre frequency. Based on th&OVschematic simulation
characteristic curve of Figure 6-12, the VCO ceifteguency is about 5.5 GHz, therefore
the data rate should be about 22 Gb/s. As showkiguare 6-13, the input data signal is
PRBS (N=32) with a data rate of 21.85 Gb/s. Tha date is 160 MHz below the required
centre frequency of the VCO (i.e. 5.35 GHz). Figérd4(b), illustrates the transient
simulation results of the circuit locking procetise PLL reaches the steady state within
500 ns. As shown in Figure 6-14(a), once the dedirequency has been acquired the
frequency detector is disabled, hence generatingutputs. Table 6-1 summarizes the

PLL-CDR circuits performances based on schemagie dimulation results.

test_bench cdrited_tb schematic : Jan 25 15:55:05 2028
Transient Response
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Figure 6-12: Frequency tuning range of the schematic view of
the VCO for (a) V pias = 0.75 V and (b) V s = 0.6V.
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Figure 6-13: Block diagram of the proposed quarter-rate PLL-Base d CDR circuit.

Table 6-2 : CDR characteristics table.

Parameter Simulation
Input data rate 21.84 Gb/s
PRBS 31
VCO frequency range 4.9-6 GHz
VCO conversion gain 1.7 GHz/V
CDR bandwidth 3 MHz
Lock-in time 750 ns
Pull-in range 5.284-5.71 GHz
CDR power 97 mwW
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( test_bench cdrito4_tb schematic : Feb 3 15:21:24 2028
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Figure 6-14: Frequency detector outputs (a) and output of the

low pass filter showing the PLL locking process.
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Based on the schematic view simulation resultstitated on Figure 6-14 (a) and (b), the
quarter-rate PLL-based CDR is a working concepthdlgh the schematic view of the
CDR circuit is working at around 22 Gb/s data r#te,fabricated chip is expected to work
at about 10 Gb/s, because the VCO centre frequenexpected to be lower than the
schematic one due to the presence of parasiticctaaand resistors associated to the

fabricated chip.

/2&@%’342&9‘%&&%?%&4%%%%ﬁ@&ﬁ %
<— The clock recovery and output buffers circuits —l<——— The clock recovery blocks circuits |

\ J

OO
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=
“i'ﬂ
P T ~\\
R\
o ‘:\
m L

<

Figure 6-15: Layout of the complete PLL-Based CDR circuit and its constituting circuits.

As shown in Figure 6-15, the design occupies aa af®20um x 315um and is expected
to dissipate approximately 97 mW, excluding thepatitbuffers, at a supply voltage of
1.2 V according to the transistor level simulatiesults [64].
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7 Conclusion and Future Work

In this thesis, we considered the design, modekind implementation of a referenceless
guarter-rate PLL-based clock and data recovengrated circuit. Up to a certain extent
this has been achieved at transistor level desgnulation and Verilog-A modelling,
despite the fact that the chip was not working sTdhiapter will review the findings of this

study and present some suggestions for future work.

7.1 Conclusions

Serial data communications are widely used in teddgta communication systems such
as fibre optic and wireline based communicatiokdjnthey as well as are aggressively
substituting the communication based on the soayrehronous parallel links and the
multi-bit parallel bus because they are more poavet space efficient. Higher volume of
transmitted data requires higher and higher bantiwi@dMOS technology is largely used
and highly desired for monolithic implementationchese of its advantages of low cost
and wide availability. The primary goal of this sistation is to implement a new concept
of a clock and data recovery circuit in 130nm CMt@&hnology for 10 Gb/s operation,
modelling it with the Verilog-A language and ultitely using it as part of the receiver in a
chip-to-chip serial link transceiver, another adege of the proposed concept is that, the
serial data stream is inherently 1-to-4 demultiplex

The existing works of Gb/s clock and data recoveirguits are full, half data rate,
reference or referenceless based architecturesprbip@sed architecture of this circuit is a
referenceless quarter-rate PLL-based clock andrdatevery circuit, it means that first, the
circuit does not require a reference clock sigrauise it is internally generated from the
VCO and, second for a 10 Gb/s incoming data ra&ie,iternal parts of the circuit (i.e.
VCO, DFFs and primitive gates) are actually workiaga clock speed of 2.5 GHz.
Working at quarter-rate relaxes the timing constsaiof the dynamic elements and the
static gates as well as reducing the dynamic poszgrsumption resulting from the

switching activities in the circuits.
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The proposed topology contains two loops operaimdgependently, the phase and
frequency-locked loops; the frequency detectooidrequency acquisition only. Once the
frequency lock is acquired (i.e. the clock frequeiscequal to quarter of the data rate), the
frequency detector is disabled and the phase detedt take over to properly adjust the

clock phase with respect to the data stream fieeclock edges occurs in the middle of the

data bit). When the lock is lost, the frequencyedtdr is automatically activated.

The proposed quarter-rate frequency detector has ddvantages, first because the
frequency detector is completely disabled whenldbk is acquired, it does not contribute
any jitter to the system, second because the gaiheooperating range of the frequency
detector is reasonably large, hence the proceBgaiency acquisition is faster while the
loop dynamics of the phase locked loop and therjperformance of the system are not
disturbed. From the transistor level simulation® frequency detector demonstrated a
detecting range +25% of the data rate. The proppbade detector is a symmetric quarter-
rate and nonlinear; because it is nonlinear, hénbas a large gain and therefore it is
suitable for Gb/s data rate. An 8-stage differémtiray oscillator was used for the voltage
controlled oscillator (VCO). The differential artdcture is widely used because it rejects
noises from both the power lines and the substigght phases and their complements
separated by 22%ire produced from the 8-stage ring oscillator madly to use for proper
operation of the phase and frequency detector. CFig was designed, transistor level
simulated, modelled with the Verilog-A language daldricated using the CMOS UMC
130nm technology process. The simulation resultaveld that the circuit has excellent
performance in term of locking time (500 ns), snslicon area and power consumption
(97 mW), having short acquisition time reduce thenber of preamble or training bits
required and results in higher efficiency. Unfodtely the fabricated chip was not
working because the VCO was not generating anyasigormally required for the proper
operation of the phase and frequency detector.VI®@® was not oscillating because the
measured DC voltage level at the output of the @& much lower (0.2 V) than the
simulated and expected value (0.8 V). Since the \&BgDitecture is a current mode based
design, hence between the power supply (VDD) aedgtbund (GND), there is one load
resistor cascoded (stacked) with two stacked tséorsi below it. Having low DC voltage
level at the output of the load resistor makedibitom two transistors below it completely

off and hence preventing the VCO from oscillating.
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7.2 Future Work

In semiconductor industries and research, the magsortant figure of merit of any new
circuit design and system architecture is a worldiigon implementation of the proposed
circuit. Although our proposed concept or approaththe PLL-based clock and data
recovery is a working concept at transistor leweluation and Verilog-A modelling, but
we still need to have working silicon of such nemcept. For a better chance of having a

successful implementation in the future, we propbseollowing steps:

1. As a preliminary proof of concept the proposed ideald be implemented
using an FPGA such as Altera DE2-70 or other.

2. Implementation of the new concept in a widely usedl a well reputed
technology such as Austria Mikro Systems (AMS) aiwlan Semiconductor

Microelectronic Corporation (TSMC).

3. Implementing of the new idea at lower data ratg.(&.Gb/s) using the rail-to-
rail CMOS logic and using as much as possible pmilogic cells and
dynamic gates already available in the librariesvigled by AMS or TSMC.
Using the rail-to-rail logic alleviates the problewh proper biasing normally

encountered in current mode logic.

4. Once the concept is proved to work in silicon, &veer data rate using rail-to-
rail logic, we can eventually move forward and ierpent the idea using the

current mode logic for higher data rate (e.g. 10s§5b
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