
ON NON-HOLOMORPHIC FUNCTIONAL CALCULUSFOR COMMUTING OPERATORSSEBASTIAN SANDBERGAbstract. We provide a general scheme to extend Taylor's holo-morphic functional calculus for several commuting operators toclasses of non-holomorphic functions. These classes of functionswill depend on the growth of the operator valued forms that de�nethe resolvent cohomology class. The proofs are based on a gener-alisation of the so-called resolvent identity to several commutingoperators. We give a concrete interpretation of the general resultin the case when the spectrum is contained in a convex set in C n .1. IntroductionLet X; Y be two Banach spaces. We denote by L(X; Y ) the Banachspace of all continuous linear operators fromX to Y and we let L(X) =L(X;X). We denote by e the identity operator of L(X). For a subsetA � L(X) we let A00 denote the bicommutant, that is the Banachalgebra of all operators in L(X) which commute with every operatorb 2 L(X) such that ab = ba for all a 2 A.Suppose that a 2 L(X). The spectrum of a is then de�ned as�(a) = fz 2 C : z � a is invertibleg ;where z � a is the operator ze � a. If f is a holomorphic function ina neighbourhood of �(a) then one can de�ne the operator f(a) by theintegral f(a) = 12�i Z@D f(z)(z � a)�1dz;(1.1)where D is an appropriate neighbourhood of �(a). This expressionde�nes a continuous algebra homomorphismf 7! f(a) : O(�(a))! (a)00;such that 1(a) = e and z(a) = a, called the Riesz functional calculus.We want to extend this algebra homomorphism to functions not nec-essarily holomorphic in a neighbourhood of the spectrum. In order to1991 Mathematics Subject Classi�cation. 32A25, 47A10, 47A13, 47A60.Key words and phrases. functional calculus, resolvent identity.1



2do this, we de�nef(a) = � 12�i Z �@f(z) ^ (z � a)�1dz(1.2)for all f 2 Sa, where Sa is de�ned bySa = �f 2 C1c (C ) : kfka := 

�@f(z) ^ (z � a)�1dz

1 <1	 :It is evident that f(a) is a bounded linear operator on X which com-mutes with each operator that commutes with a, that is f(a) 2 (a)00.By Stokes theorem the de�nition of f(a) only depends on the behaviourof f near �(a). Suppose that D is an open set such that �(a) � D andthat f 2 O(D). Then if � 2 C1c (D) is equal to 1 in a neighbourhoodof �(a), we have that �f 2 Sa and �f(a) de�ned by (1.2) equals f(a)de�ned by (1.1).We now prove the basic theorem of this non-holomorphic functionalcalculus, that is it is an algebra homomorphism and the spectral map-ping theorem holds.Theorem 1.1. (Dynkin) The mappingf 7! f(a) : Sa ! (a)00;where a 2 L(X), is a continuous algebra homomorphism that continu-ously extends the holomorphic functional calculus. Moreover, if f 2 Sathen �(f(a)) = f(�(a)).Proof. The map f 7! f(a) is obviously linear and continuous. We havethe so-called resolvent identity,(w � z)(z � a)�1(w � a)�1 = (z � a)�1 � (w � a)�1(1.3)where z; w 2 C . The multiplicative property then follows,f(a)g(a) = 1(2�i)2 Zz Zw �@f(z) ^ (z � a)�1dz ^ �@g(w) ^ (w � a)�1dw= 1(2�i)2 Zz Zw �@f(z) ^ (z � a)�1dz ^ �@g(w) ^ (w � z)�1dw+ 1(2�i)2 Zz Zw �@f(z) ^ (z � w)�1dz ^ �@g(w) ^ (w � a)�1dw= � 12�i Zz g(z)�@f(z) ^ (z � a)�1dz� 12�i Zw f(w)�@g(w) ^ (w � a)�1dw = fg(a);by Fubini-Tonelli's theorem.Suppose that D is an open neighbourhood of �(a) and that fn 2O(D) is a sequence such that fn ! 0 uniformly on compacts. Then if� 2 C1c (D) is a function equal to 1 in a neighbourhood of �(a) we have



3that kfn�ka ! 0. Thus the mapping f 7! f(a) continuously extendsthe holomorphic functional calculus.If w 62 f(�(a)) and � 2 C1c (C ) is equal to 1 in an appropriate neigh-bourhood of g(�(a)), then �w � f 2 Sa;and hence w � f(a) is invertible and thus w 62 �(f(a)). Therefore wehave the inclusion �(f(a)) � f(�(a)). Suppose that w 2 f(�(a)) andassume that w = 0. Then 0 = f(�) for some � 2 �(a). Letg(z) = f(z)z � � :Then f(a) = � 12�i Zz(z � �)�@g(z) ^ (z � a)�1dz= (� � a) 12�i Zz �@g(z) ^ (z � a)�1dz� 12�i Zz(z � a)�@g(z) ^ (z � a)�1dz:The last integral equals f(�), which is 0, and hence 0 2 �(f(a)) sinceotherwise � � a would be invertible. Therefore f(�(a)) � �(f(a)), andhence the theorem is proved.Furthermore, we have a rule of composition for this functional cal-culus.Theorem 1.2. (Rule of composition) If g 2 Sa and f is a holo-morphic function in a neighbourhood of �(a), then � (f � g) 2 Sa andf(g(a)) = � (f � g) (a), if � 2 C1c (C ) is equal to 1 in a neighbourhoodof �(a).Proof. Suppose that  2 C1c (C ) is equal to 1 in a neighbourhood of�(g(a)). There is a function � 2 C1c (C ) such that � is equal to 1 in aneighbourhood of �(a) andh = �w � g 2 Safor each �xed w 2 supp ���@ ��. The function �(f � g) is in Sa since@ (� (f � g))@�z = f � g@�@�z + �@f@w @g@�z :We have thatf(g(a)) = � 12�i Zw f(w)�@w (w) ^ (w � g(a))�1dw



4 = 1(2�i)2 Zw Zz f(w)�@w (w) ^ dw ^ �@zh(z) ^ (z � a)�1dz= 1(2�i)2 Zz �@z Zw f(w)�@w (w) ^ �(z)dww � g(z) ^ (z � a)�1dz= � 12�i Zz �@z (�f � g) ^ (z � a)�1dz = �(f � g)(a);and hence the theorem is proved.For further results regarding this functional calculus, see Dynkin [6].Now to the notion of spectrum of a commuting tuple of operators.Suppose that a = (a1; : : : ; an) 2 L(X)n is a commuting tuple of oper-ators, that is aiaj = ajai for all i and j. Denote by� = �np=0�pthe exterior algebra of C n over C . If s1; � � � ; sn is a basis of C n then �has the basiss; = 1; sI = si1 ^ � � � ^ sip; I = fi1; � � � ; ipg;where i1 < � � � < ip and 1 � p � n, and we denote � = �(s) in thiscase. We let K�(a;X) be the Koszul complex induced by a,� � � ! Kp+1(a;X) �p+1��! Kp(a;X) �p�! Kp�1(a;X)! � � � ;where Kp(a;X) = �p(s;X) = X 
C �p(s)and �p(xsI) = 2�i pXk=1(�1)k�1aikxsi1 ^ � � � ^ bsik ^ � � � ^ sip:If K�(a;X) is exact then a is called non-singular, otherwise singular.Then the spectrum is de�ned as�(a) = fz 2 C n : z � a is singularg :One also de�nes the split spectrum assp(a) = fz 2 C n : K�(z � a;X) is not splitg ;where split means that for every integer p there are operators h andk such that e = �p+1h + k�p. If X is a Hilbert space or n = 1 thensp(a) = �(a). In general we have that �(a) � sp(a), but not the reverseinclusion, see Müller [11].We will consider operators parametrized by a variable z, such asz 7! z�a. In that case the boundary map �p depends on z and we willhenceforth suppress the index p and write �p as �z�a for every p. Wealso let si = dzi.



5Now suppose that T 2 L(X; Y ) has closed range and let k(T ) be thenorm of the inverse of T considered as a map from X=KerT to ImT .The next lemma is Lemma 2.1.3 of [7], and it implies that if a0 is anon-singular tuple then a is non-singular if ka0 � ak is small enough.Lemma 1.3. Suppose that X; Y; Z are Banach spaces, �0 2 L(X; Y ),�0 2 L(Y; Z), Im�0 closed and Ker �0 = Im�0, that isX �0�! Y �0�! Zis exact. Let r be a number such that r > max fk(�0); k(�0)g. If � 2L(X; Y ), � 2 L(Y; Z), Im� � Ker� and k�� �0k ; k� � �0k < 1=6rthen Im� = Ker� and k(�) � 4r.Hence �(a) is closed. Furthermore, the spectrum has the projectionproperty, see Theorem 2.5.4 of [7].Theorem 1.4. If a 2 L(X)n and a0 = (a; an+1) 2 L(X)n+1 are com-muting and � : C n+1 ! C n is de�ned by �(z; zn+1) = z then �(�(a0)) =�(a).It follows that �(a) � �(a1)� � � � � �(an)and hence �(a) is bounded. Thus �(a) is a compact subset of C n .Conversely, any compact set K in C n can arise as the spectrum of acommuting tuple of operators. This one sees by letting the operatorsak to be multiplication by zk on the Banach space C(K) of continuousfunctions on K � C n .The next theorem says that pointwise exactness is equivalent to con-tinuous exactness, see Corollary 2.1.4 of [7].Theorem 1.5. Suppose that X; Y; Z are Banach spaces and that 
is a paracompact topological space. Furthermore suppose that � 2C(
; L(X; Y )) and � 2 C(
; L(Y; Z)) such that Im�(�) is closed andKer �(�) = Im�(�) for all � 2 
. ThenKer �C(
; Y ) ��!C(
; Z)� = Im �C(
; X) ��!C(
; Y )� :Moreover for each point � 2 
 and vector x 2 Ker�(�) there is afunction f 2 C(
; X) with �f = 0 and f(�) = x.Thus the complex K�(a; C(C n n �(a); X))is exact. The next theorem is more complicated to prove, see Taylor[14], Theorem 2.16 and Eschmeier and Putinar [7], Section 6.4.



6Theorem 1.6. Suppose that U is an open subset of C n , Yp are Banachspaces, �p 2 O (U; L(Yp; Yp�1)) and that� � � ! Yp+1 �p+1(z)����! Yp �p(z)���! Yp�1 ! � � �is exact for all z 2 U . Then the complex� � � ! C1(U; Yp+1) �p+1��! C1(U; Yp) �p�! C1(U; Yp�1)! � � �is exact.Hence the complex K�(a; C1(C n n �(a); X))is exact.This notion of joint spectrum for a commuting tuple of operator wasintroduced by Taylor, [13], in 1970. Furthermore, he proved the holo-morphic functional calculus and the spectral mapping theorem for thisspectrum in [14]. His �rst proof of the holomorphic functional calcu-lus was based on the Cauchy-Weil integral. Using homological algebrahe generalized the construction to not necessarily commuting tuplesof operators in [16]. See Kisil and Ramirez de Arellano [9] for morerecent developments of non-commuting functional calculus. In [1, 2]Andersson proved the holomorphic functional calculus for commutingoperators using Cauchy-Fantappie-Leray formulas.The purpose of this paper is to study generalisations of Theorem 1.1to the case of several commuting operators. In [5] and [3] results of thiskind are obtained in the case when the spectrum is contained in Rn ,or more generally, in a totally real submanifold C n . Our main resultsare contained in Section 3. The basic tool in the proof of these resultsis a generalisation of the resolvent identity (1.3) to several commutingoperators, this is proved Section 2. In order to explain the ideas of theproof in Section 3 we apply the resolvent identity to give a simple proofof the multiplicative property for Taylor's holomorphic functional cal-culus. Our construction of the holomorphic functional calculus followsthe ideas in [1, 2] and in Section 2 we recollect the basic ideas.Finally I would like to thank my supervisor Mats Andersson forvaluable discussions about the results of this paper.2. Holomorphic functional calculusRemember that X is a Banach space, a 2 L(X)n is a tuple of com-muting operators on X, and z 2 C n is a variable. Remember also thefact that if the complex K�(z � a;X) is exact for every z in an openset U then there is a smooth solution u in U to the equation �z�au = fif f is a closed and smooth X-valued form in U .



7We now construct the resolvent on C n n �(a). We have that�z�a �@Xk fkdzk = �2�iXk;l (zk � ak)@fk@�zl d�zl = ��@�z�aXk fkdzk;and therefore �z�a �@ = ��@�z�a for 1-forms and hence for all forms since�z�a and �@ are anti-derivations. Suppose that K�(z � a;X) is exactand x 2 X. Then we can de�ne a sequence ui in C n n �(a) by�z�au1 = x; �z�aui+1 = �@ui;(2.1)since �@ and �z�a anti-commute. If this sequence starts with x = 0 thenthere is a form wn such that un = �@wn, this follows from the fact thatwe successively can �nd wi such thatw1 = 0; �z�awi+1 = �@wi � ui:(2.2)Thus if one has two sequences ui and u0i as in (2.1) then the di�erenceun�u0n is exact. Hence un de�nes a Dolbeault cohomology class !z�axof bidegree (n; n� 1), which is called the resolvent cohomology class.Suppose we have two cohomology classes, !z�ax and !w�bx, wherez; w 2 C n , a; b 2 L(X)n, corresponding to sequences ui and vi, respec-tively. Then one de�nes the X-valued cohomology class !z�a ^ !w�bxas the class of c2n, where ci solvec1 = 0; �z�a;w�bci+1 = �@ci + vi � ui:(2.3)To see that this really is a well de�ned cohomology class, let u0i; v0i andc0i be other choices of sequences. Let wui and wvi be the sequences givenby (2.2) for the sequences ui � u0i and vi � v0i respectively. Then wehave that c1 � c01 + wv1 � wu1 = 0and �z�a;w�b �ci+1 � c0i+1 + wvi+1 � wui+1� = �@ (ci � c0i + wvi � wui ) :Hence, by (2.2) again, there exists a sequence wci such that c2n� c02n =�@wc2n.Now suppose that we instead have operator valued forms, ui, suchthat �z�au1 = e; �z�aui+1 = �@ui;(2.4)so that un represents the operator valued cohomology class !z�a. Thenwe have that !z�a^!w�bx is the class of un^vn, where vi is anX-valuedsequence de�ning !w�bx. This follows from the fact�z�a (u1 ^ vn) = vn; �z�a (ui+1 ^ vn) = �@ (ui ^ vn)and the following proposition.



8Proposition 2.1. If vi is a sequence de�ning !w�bx and�z�af1 = vn; �z�afi+1 = �@fi;then fn represents !z�a ^ !w�bx.Proof. Let ci be any sequence that de�nes !z�a ^ !w�bx, so that cisatis�es (2.3). Denote by ck;li the component of ci which is of degree kin dz and degree l in dw. We have that �z�ac0;ii = 0, so there is a formf such that c0;1i = �z�af . This gives�z�a;w�bci = �z�a;w�b �ci � c0;1i � �w�bf� ;and hence we can assume that the component c0;ii vanishes. We havethat �z�ac1;nn+1 = vn; �z�aci+1;nn+i+1 = �@ci;nn+i;and therefore there is a form wn such thatfn � cn;n2n + �@wn = 0:Since c2n = cn;n2n the proposition is proved.In one variable there is only one possible representative for !z�ax,a 2 L(X), !z�ax = 12�i(z � a)�1dz x;and we have that !z�a is operator valued. The key part of the proofof the holomorphic functional calculus in one variable is the resolventidentity (1.3), which we can reformulate as!z�a ^ !w�a + !w�a ^ !z�w + !w�z ^ !z�a = 0:We will now generalize this equality to several commuting operators.Let � = f(z; w) 2 C 2n : z = wg be the diagonal in what follows.Lemma 2.2. For every x 2 X, we have the equality!z�a ^ !w�ax + !w�a ^ !z�wx+ !w�z ^ !z�ax = 0;(2.5)on ((C n n �(a))� C n \ C n � (C n n �(a))) n�.Proof. De�ne the sequence mk bymk = 1(2�i)k @ jz � wj2jz � wj2 ^ �@ @ jz � wj2jz � wj2 !k�1 :(2.6)The equalities,�z�a;w�am1 = 12�i jz � wj2 �z�a;w�a@ jz � wj2 = 1;(2.7) �z�a;w�amk+1 = 1(2�i)k  �@ @ jz � wj2jz � wj2 !k = �@mk;(2.8)



9for all k � n, and mk = 0 for all k > n, holds on C 2n n �. Let uibe a sequence as in (2.1) that de�nes !z�ax. De�ne u1i and u2i byu1i = ��1ui and u2i = ��2ui, where �1(z; w) = z and �2(z; w) = w are theprojections. Let ci be a sequence that satis�es the equalitiesc1 = 0; �z�a;w�acl+1 = �@cl + u2l � u1l :(2.9)Using the equalities (2.7), (2.8) and (2.9) (for l � n), we get that��@ Xk+l=2nmk ^ cl = �z�a;w�a Xk+l=2n+1mk ^ cl � �@ Xk+l=2nmk ^ cl= 2nXl=n+1 �z�a;w�am2n+1�l ^ cl � 2n�1Xl=n �@m2n�l ^ cl+ nXk=1mk ^ ��@c2n�k � �z�a;w�ac2n+1�k�= ��@mn ^ cn + c2n +mn ^ �u1n � u2n� :Thus ��@ Xk+l=2nmk ^ cl = c2n + u2n ^mn +mn ^ u1n(2.10)outside the diagonal. We have that the component of mn without dwand d �w represents !z�w and that the component of mn without dzor d�z repesents !w�z. Since c2n represents !z�a ^ !w�ax, the lemmafollows from (2.10).Choose representatives e!z�ax, e!w�ax and e!z�a ^ e!w�ax for !z�ax,!w�ax and !z�a ^!w�ax respectively on (C n n �(a))� C n \ C n � (C n n�(a)). Let e!z�w = mn. Then (2.5) says that the form de�ned on((C n n �(a))� C n \ C n � (C n n �(a))) n�e!z�a ^ e!w�ax+ e!w�a ^ e!z�wx+ e!z�w ^ e!z�ax(2.11)is exact. We want this expression to be an exact current over � as well.Suppose that (2.11) holds on (C n n �(a))� C n \ C n � (C n n �(a)). Wehave that [�] = �@e!z�w, where [�] denotes the current of integrationover [�]. If we apply �@ to (2.11), interpreted as a current, we get0 = �e!w�a ^ [�] + [�] ^ e!z�a = [�] ^ (e!z�a � e!w�a) :Hence i� (e!z�a � e!w�a) = 0, where i is the function de�ned by i(�) =(�; �). The next theorem gives the desired equality in the case wherewe have i�e!z�a = i�e!w�a.



10Theorem 2.3. (Resolvent identity) Suppose that e!z�ax, e!w�ax ande!z�a ^ e!w�ax are representatives for !z�ax, !w�ax and !z�a ^ !w�ax,respectively. Let e!z�w = mn, where mn is de�ned in (2.6). Then thecurrent e!z�a ^ e!w�ax+ e!w�a ^ e!z�wx+ e!z�w ^ e!z�axde�ned on (C n n �(a)) � C n \ C n � (C n n �(a)) is exact if and only ifi�e!z�a = i�e!w�a, where i : C n ! C 2n is de�ned by i(�) = (�; �).Proof. The necessity of having i� (e!z�a � e!w�a) = 0 has already beenproved. Now suppose that i� (e!z�a � e!w�a) = 0. Let u1i , u2i , mi and cibe the sequences in the proof of Lemma 2.2. Let � = �z�a;w�a. Thenwe have that i�� = ���ai� by induction, sincei�� (fdzk + gdwl) = (�k � ak) f(�; �) + (�l � al) g(�; �)= ���ai� (fdzk + gdwl)and i��(u ^ v) = i��u ^ i�v � i�u ^ i��v = ���ai� (u ^ v) ;if u is a 1-form. Thusi�c1 = 0; ���ai�ci+1 = �@i�ciand hence, by (2.2), there is a form wn of � such that i�cn = �@wn. Forall test forms f we have the identity�@mn ^ cn:f = Z� i� (cn ^ f) = Z� �@wn ^ i�f = Z� wn ^ i� �@f:Therefore the calculation in the proof of Lemma 2.2 gives the equality��@ [�] ^ wn + nXk=1mk ^ c2n�k! = c2n + u2n ^mn +mn ^ u1n:(2.12)Since e!��ax and un represent the same cohomology class, there is aform q such that e!��ax� un = �@q. Let q1 = ��1q and q2 = ��2q. Thene!z�w ^ �e!z�ax� e!w�ax� (u1n � u2n)�= e!z�w ^ ��@q1 � �@q2� = [�] ^ �q1 � q2�� �@ �e!z�w ^ �q1 � q2��= ��@ �e!z�w ^ �q1 � q2�� :Thus, since e!z�a ^ e!w�ax � c2n is an exact current, the theorem isproved.Now we give the de�nition of f(a). If f is a holomorphic function ina neighbourhood of �(a) then we de�ne f(a) by the formulaf(a)x = � Z f �@� ^ !z�ax for all x 2 X;(2.13)



11where � 2 C1c is equal to 1 in a neighbourhood of �(a). This de�nitionis independent of the choice of �. To see this, suppose that ' 2 C1c isequal to 0 in a neighbourhood of the spectrum. Then we have thatZ �@' ^ !z�ax = Z �@' ^ un = Z �@ (' ^ un) = 0;if un is a smooth form in C n n�(a) representing !z�ax. Note also that,by Stokes theorem, we have the equality� Z f �@� ^ !z�ax = Z@D f!z�ax;where D is a small enough neighbourhood of �(a). We now prove thatf(a) 2 (a)00.Lemma 2.4. If f(a) is de�ned by the formula (2.13), then f(a) 2 (a)00.Proof. Suppose that x; y 2 X and c; d 2 C . Denote by uxi the sequence(2.1). Then �z�a �ucx+dy1 � cux1 � duy1� = 0and �z�a �ucx+dyi+1 � cuxi+1 � duyi+1� = �@ �ucx+dyi � cuxi � duyi� ;so ucx+dyn and cuxn + duyn de�ne the same cohomology class. Thereforethe resolvent is linear, i.e.,!z�a (cx+ dy) = c!z�ax + d!z�ay;and hence f(a) is a linear operator.The map �z�a is linear, continuous and surjective between the Frechetspace of all C1p+1;q(U;X) forms to the Frechet space of all �z�a-closedC1p;q(U;X) forms, where U = C n n �(a). Let K1 � C n n �(a) be a givencompact set and let t1 = 0. Then the open mapping theorem gives theexistence of a sequence of compact sets Ki � C n n �(a) and naturalnumbers ti such that the equation �z�au = v has a solution u, whichsatis�es kukKi;ti+1 � C kvkKi+1;ti+1for all closed v. Thus we can choose the sequence (2.1) so thatku1kKn;tn+1 � C kxkKn+1;tn+1 = C kxkandkui+1kKn�i;tn�i+1 � C 

�@ui

Kn�i+1;tn�i+1 � C kuikKn�i+1;tn�i+1+1 :Hence kf(a)xk � Z 

f �@� ^ un

 � C jf jsupp � kxk(2.14)and thus the operator f(a) is bounded.



12 Suppose that b 2 L(X) is an operator which commutes with thetuple a. Then �z�abux1 = bx; �z�abuxi+1 = �@buxi ;so buxn and ubxn de�nes the same cohomology class. Thereforeb!z�ax = !z�abxand thus f(a) 2 (a)00.We can now prove Taylor's theorem.Theorem 2.5. (Taylor) The mappingf 7! f(a) : O(�(a))! (a)00(2.15)is a continuous algebra homomorphism such that 1(a) = e and zk(a) =ak.Proof. The map f 7! f(a) is continuous by (2.14). We now prove thatf(a)g(a) = fg(a). Let ui, u1i , u2i and ci be as in Lemma 2.2. Bythe proof of Proposition 2.1 we can assume that the component c0;iivanishes. Since�z�ac1;nn+1 = un(w); �z�aci+1;nn+i+1 = �@ci;nn+i;we have that c2n represents !z�aun(w) and thus we have thatf(a)un(w) = � Zz f(z)�@�1(z) ^ !z�aun(w) = � Zz f(z)�@�1(z) ^ c2n:Multiplying this equality by g(w)�@�2(w) and integrating with respectto w we getf(a)g(a)x = Zw Zz f(z)g(w)�@�2(w) ^ �@�1(z) ^ c2n:The resolvent identity (2.12) then gives that the right hand side is equalto ZZ fg �@�1 ^ �@�2 ^mn ^ u1n + ZZ fg �@�1 ^ �@�2 ^ u2n ^mn;and hence we get, by the Bochner-Martinelli integral formula,� Z �fg�2 �@�1 + f�1g �@�2� ^ un = � Z fg �@ (�1�2) ^ un = fg(a)x;since u1n = ��1un and u2n = ��2un. Since the map (2.15) obviously islinear, it is an algebra homomorphism.It remains to prove that 1(a) = e and zk(a) = ak. The �rst equalityfollows by representing !z�a by1(2�i)n �jzj2e� �za��n @jzj2 ^ ��@@jzj2�n�1 ;



13cf. [1], and integrating against �@�, where � is a radial cuto� functionwhich is equal to 1 in a neighbourhood of �(a). The second equalityfollows from the �rst equality and(zk � ak) un = 12�i (�z�aun) ^ dzk = 12�i �@ (un�1 ^ dzk) ;where ui is a sequence that satis�es (2.1).The next theorem says what happens when one has a norm conver-gent sequence in L(X)n. Note �rst that if ak ! a0 in operator normand D is an open set such that �(a0) � D then�(ak) � Dfor all but a �nite number of k. Suppose that is not the case. The-orem 1.4 gives then that all the sets �(ak) are supported in a �xedbounded set, hence we would have a convergent sequence zk 2 C n nDsuch that zk�ak is singular. Therefore, by Lemma 1.3, this would con-tradict the assumption that �(a0) � D. Notice also that if �(a) = sp(a)then the conclusion in the following theorem would be that f(ak) !f(a0) in operator norm.Theorem 2.6. Suppose that ak 2 L(X)n are commuting for everyk � 0 and that kak � a0k ! 0 as k ! 1. If f is holomorphic ina neighbourhood of [k�0�(ak), then f(ak)x! f(a0)x for every x 2 X.Proof. Consider the Banach spacec(X) = n(xk)1k=0 : limk!1 kxk � x0k = 0owith norm k(xk)1k=0k1 = supk�0 kxkk and the tuple of n operators a0 2L(c(X))n de�ned by a0(xk)1k=0 = (akxk)1k=0. Suppose that ak is a non-singular tuple for every k � 0 and that f is a closed c(X)-form, that is�a0f = 0. Then �akfk = 0 for every k � 0. Hence there is a solution u0of the equation �a0u0 = f0 since a0 is non-singular. Lemma 1.3 gives auniform constant C and vk such that �akvk = �aku0 � fk andkvkk � Ck�aku0 � fkk � Ck�ak � �a0kku0k+ Ckf0 � fkk:Thus uk = u0 � vk solve the equations �akuk = fk and uk ! u0 ifk !1. Hence u = (uk)1k=0 is a solution of �a0u = f and the complexK�(a0; c(X)) is exact, and thus a0 is non-singular. That is, we haveproved the inclusion �(a0) � [k�0�(ak):Let ui be smooth c(X)-forms de�ned on C n n �(a0) by the equations�z�a0u1 = x; �z�a0ui+1 = �@ui:



14Thus (un)k represent !z�akx for all k > 0 and (un)0 = limk!1 (un)krepresents !z�a0x. Suppose that � 2 C1c is equal to 1 in a neighbour-hood the union of �(ak). Thenlimk!1 f(ak)x = � limk!1Z f �@� ^ (un)k = � Z f �@� ^ (un)0 = f(a0)xfor all x 2 X, and hence the theorem is proved.3. Non-holomorphic functional calculusIn this section we will extend the holomorphic functional calculus ofSection 2 to functions such that ���@f(z)�� tends to zero when z approchesthe spectrum. If f is a C1-function with compact support, we de�newhenever possible f(a)x = � Z �@f ^ uxn;where uxn is a form that represents !z�ax.Several problems occur. There is a problem with the possible de-pendence of the choice of representative uxn of the class !z�ax. Otherproblems are to investigate whetherf(a) 2 (a)00; f(a)g(a) = fg(a); �(f(a)) = f(�(a));g(f(a)) = g � f(a)and whether f(a) = 0 if f = 0 on �(a). We will prove that f(a)g(a) =fg(a), f(a) 2 (a)00 and �(f(a)) = f(�(a)) for a certain algebra Sa(3.7) of functions. In order to do this, we will need a slightly strongercondition on �@f than in the case n = 1. To begin with, we will seewhat is needed for the muliplicative property to hold.Suppose that E � �(a) is a compact set such that there exists asequence ui on C n nE satisfying (2.4). Then we have that un is operatorvalued and represents !z�a in C n n E. The de�nition of f(a) in thiscase is f(a) = � Z �@f ^ un:De�ne a sequence cl byc1 = 0; �z�a;w�acl+1 = �@cl + u2l � u1l ;(3.1)where u1l = ��1ul and u2l = ��2ul. Then we have that c2n represents!z�a ^ !w�a. We now prove the multiplicative property.Proposition 3.1. Let ui be a sequence de�ned on C n nE, where E ��(a) is a compact set, as in (2.4), and suppose that cl, n � l � 2n areforms that satis�es the condition,i�cn = 0; �z�a;w�acl+1 = �@cl + u2l � u1l ; c2n = u1n ^ u2n;(3.2)



15where i(�) = (�; �). Moreover suppose that f; g 2 C2c such thatZ 

�@f ^ un

 <1; Z 

�@g ^ un

 <1and Zz Zw 

�@f(z) ^ �@g(w) ^ cl

d (z; E) d (w;E) jz � wj2(2n�l)�1 <1;(3.3)for all l such that n � l < 2n. Then f(a)g(a) = fg(a):Proof. First note thatf(a)g(a) = � Zz Zw �@f(z) ^ �@g(w) ^ u1n ^ u2nand that, by the Bochner-Martinelli integral formula,fg(a) = � Z �g �@f + f �@g� ^ un= Zz Zw �@f(z) ^ �@g(w) ^mn ^ u1n � Zz Zw �@f(z) ^ �@g(w) ^mn ^ u2n:Let �" be the convolution of the characteristic function of the setf(z; w) : d((z; w); E � C n [ C n � E) � 2"gand the function "�4n�(�="), where � is a non-negative smooth functionwith compact support in the unit ball of C 2n such that its integral isequal to 1. Since

�@f(z) ^ �@g(w) ^ �u1n ^ u2n +mn ^ u1n �mn ^ u2n�

is integrable, we must prove thatlim"!0Zz Zw �" �@f(z) ^ �@g(w) ^ �u1n ^ u2n +mn ^ u1n �mn ^ u2n� = 0:The resolvent identity (2.10) gives that��@ Xk+l=2nmk ^ cl + [�] ^ cn = u1n ^ u2n +mn ^ u1n �mn ^ u2nin the sense of currents (note that the proof of this formula only madeuse of the forms cl for l � n). Hence, since i�cn = 0, we must provethat lim"!0Zz Zw �" �@f(z) ^ �@g(w) ^ �@ Xk+l=2nmk ^ cl = 0:(3.4)Integration by parts gives that (3.4) is equivalent tolim"!0Zz Zw �@�" ^ �@f(z) ^ �@g(w) ^ Xk+l=nmk ^ cl = 0:(3.5)Note that ���@�"�� � C"�1 and that ���@�"�� has support in" � d((z; w); E � C n [ C n � E) � 3":



16We also have thatd ((z; w); E � C n [ C n � E) � min fd(z; E); d(w;E)g� Cd (z; E) d (w;E)on a bounded set, where C > 0 is a constant (depending on the bound).Thus (3.5) follows sinceZz Zw 

�@f(z) ^ �@g(w) ^Pk+l=2nmk ^ cl

d((z; w); E � C n [ C n � E) <1by (3.3). Hence the proposition is proved.To be able to separate the condition (3.3) we will assume that uicommute with a. We can then choose the sequence ci in the followingway.Proposition 3.2. Suppose that ui is a sequence as in (2.4) and thataui = uia. Then ci = Xk+l=iu1k ^ u2lsatis�es (3.1).Proof. We have that c1 = 0, and since a and ui commute,�ci+1 � �@ci = Xk+l=i+1 ��u1k ^ u2l � u1k ^ �u2l �� Xk+l=i ��u1k+1 ^ u2l � u1k ^ �u2l+1� = u2i � u1i ;where � = �z�a;w�a. Thus ci satis�es (3.1).Unfortunately, the sequence ci in Proposition 3.2 does not necessarilysatisfy i�cn = 0. However, by the proof of Theorem 2.3 we have thati�cn is exact.We have an explicit choice of sequence that satis�es (2.4). Supposethat s satis�es the equalities �z�as = e and as = sa. Then�z�as = e; �z�a �s ^ ��@s�i� = ��@s�i = �@ �s ^ ��@s�i�1�and hence ui = s ^ ��@s�i�1 satis�es (2.4). The sequence ci of Proposi-tion 3.2 is thenci = Xk+l=i s1 ^ ��@s1�k�1 ^ s2 ^ ��@s2�l�1 ;(3.6)where s1 = ��1s and s2 = ��2s. Note that if s ^ s = 0 then s ^ ��@s� =��@s� ^ s and hence i�cn = 0.



17Let E � �(a) be a compact set and let s be a given form such thats is de�ned on C n n E, �z�as = e and as = sa. De�ne the class Sa bySa = �f 2 C2c (C n) : kfka <1	 ;(3.7)where kfka = nXi=1 




 �@f ^ s ^ ��@s�i�1d(z; E) 




1+ Xk+l=n




 �@f ^ s ^ ��@s�k�1 ^ s ^ ��@s�l�1d(z; E) 




1 :Note that the second sum vanishes if s^ s = 0. This is always the caseif n = 2 since then �z�a (s ^ s) = s� s = 0 and �z�a injective. If n = 1then Sa de�ned by (3.7) is a slightly smaller class than Sa de�ned inthe introduction. This is because the left hand side in the resolventidentity (2.10) is 0 if n = 1. If f 2 Sa then f(a) is de�ned byf(a) = � Z �@f ^ s ^ ��@s�n�1 :Of course we have that f(a) 2 L(X) if f 2 Sa. Note that Sa is analgebra. In the next lemma we will use Proposition 3.1 to prove thatf(a)g(a) = fg(a) if f; g 2 Sa.Lemma 3.3. If f; g 2 Sa then f(a)g(a) = fg(a).Proof. Let ci be the sequence de�ned by (3.6) and letdi = Xk+l=i s2 ^ ��@s2�k�1 ^ s2 ^ ��@s2�l�1 :By a computation similar to the proof of Proposition 3.2, we see thatthe sequence di satis�es the relation�z�a;w�adi+1 = �@di;and hence that �@dn = 0. For every l > n de�ne c0l by c0l = cl and de�nec0n by c0n = cn � dn. Then c0l satis�es the condition (3.2) since �@dn = 0and i�cn = i�dn. We have that jz � wj�2n+1 is a locally integrablefunction on C 2n and henceZz Zw 

�@f(z) ^ �@g(w) ^ ci

d (z; E) d (w;E) jz � wj2n�1� Xk+l=iZz Zw 


�@f(z) ^ s1 ^ ��@s1�k�1


 


�@g(w) ^ s2 ^ ��@s2�l�1


d (z; E) d (w;E) jz � wj2n�1 <1:Similarly, we have thatZz Zw 

�@f(z) ^ �@g(w) ^ dn

d (z; E) d (w;E) jz � wj2n�1 <1;



18since kgka <1. Thus the statement follows from Proposition 3.1.In order to prove that f(a) 2 (a)00 we construct the resolvent !z�a;w�band use the multiplicative property of the functional calculus of thetuple (a; b), where b 2 L(X) commutes with a.Lemma 3.4. If f 2 Sa then f(a) 2 (a)00.Proof. Suppose that b 2 L(X) is an operator such that ab = ba. De�nethe form v(w) = 12�i (w � b)�1 dwDe�ne the sequence ck byc1 = 0; ck = v ^ s ^ ��@s�k�2 :Then we have the equationsc1 = 0; �z�a;w�bc2 = s� vand�z�a;w�bck+1 = s ^ ��@s�k�1 � v ^ ��@s�k�1 = �@ck + s ^ ��@s�k�1 :Let � be a smooth cuto� function such that f�; 1� �g is a partitionof unity subordinate the coverff(z; w) : z 62 E; jwj < 3 kbkg ; f(z; w) : jwj > 2 kbkggof C n � C n E � fw : jwj � 2 kbkg. This is a special choice of function� used in Lemma 3.2 of [1] which enables us to avoid an integration byparts. De�ne the sequence ak outside E � fw : jwj � 2 kbkg bya1 = �s+ (1� �) v; ak = �s ^ ��@s�k�1 � �@� ^ ck:We then have that�z�a;w�ba1 = e; �z�a;w�ba2 = ��@s+ �@� ^ (s� v) = �@a1and that�z�a;w�bak+1 = � ��@s�k + �@� ^ ��@ck + s ^ ��@s�k�1� = �@ak;and thus an+1 = ��@� ^ v ^ s ^ ��@s�n�1represents !z�a;w�b. Choose � 2 C1c (C ) which is 1 in a neighbourhoodof fw 2 C : jwj < 3 kbkg. Then we have that(�f)(a; b) = � Zw Zz �@ (�(w)f(z)) ^ an+1(z; w)= ZZ f �@w� ^ �@z� ^ v ^ s ^ ��@s�n�1+ ZZ ��@zf ^ �@w� ^ v ^ s ^ ��@s�n�1 = � Z �@f ^ s ^ ��@s�n�1 = f(a):



19Let a1k = ��1ak and a2k = ��2ak, where�1(z1; w1; z2; w2) = (z1; w1) and �2(z1; w1; z2; w2) = (z2; w2):De�ne the sequence c0i byc01 = 0; c0i = Xk+l=i a1k ^ a2lso that by Proposition 3.2,c1 = 0; �z1�a;w1�b;z2�a;w2�bc0i+1 = �@c0i + a2i � a1i :Let F = E � fw : jwj � 2 kbkg. De�ne the function g by g(z; w) =w (z; w) where  2 C1c is equal to 1 in a neighbourhood of F . Wehave that 



 �@(�f) ^ akd ((z; w); F )



1� 




��@(�f) ^ s ^ ��@s�k�1d(z; E) 




1+ 




 �@(�f) ^ �@� ^ v ^ s ^ ��@s�k�2d(z; E) 




1 <1since f 2 Sa. Hence we have thatZZ 

�@(�(w1)f(z1)) ^ �@g(z2; w2) ^ c0l

d ((z1; w1); F ) d ((z2; w2); F ) j(z1; w1)� (z2; w2)j2n+1 <1for all l. De�ne the forms c00l by the equations c00l = c0l if l > n+ 1 andc00n+1 = c0n+1 � Xk+l=n+1 a2k ^ a2l :Then we have that c00n+1 satis�es i�c00n+1 = 0 and hence by Proposi-tion 3.1 we have that (�f)(a; b)g(a; b) = g(a; b)(�f)(a; b) sinceZZ 

�@(�(w1)f(z1)) ^ �@g(z2; w2) ^Pk+l=n+1 a2k ^ a2l 

d ((z1; w1); F ) d ((z2; w2); F ) j(z1; w1)� (z2; w2)j2n+1 <1:Thus f(a)b = bf(a) since g(a; b) = b by the holomorphic functionalcalculus.We can now prove a generalisation of the holomorphic functionalcalculus.Theorem 3.5. (Non-holomorphic functional calculus) Supposethat a is an n-tuple of commuting operators and that E � �(a) iscompact such that it exists a smooth form s de�ned on C n n E with



20�z�as = e and as = sa. Let Sa be the class de�ned by (3.7) and letf(a), f 2 Sa, be the operator de�ned byf(a) = � Z �@f ^ s ^ ��@s�n�1 :Then we have that the map f 7! f(a) : Sa ! (a)00 is a continuousalgebra homomorphism that continuously extends the map f 7! f(a) :O(E)! (a)00.Proof. By Lemma 3.4 the map f 7! f(a) : Sa ! (a)00 is well de�ned.The map is continuous and linear. Lemma 3.3 gives that the map ismultiplicative, and thus the map is an algebra homomorphism. To seethat it continuously extends the map f 7! f(a) : O(E)! (a)00, supposethat we have a sequence fn 2 O(U), where U is an open neighbourhoodof E, and that fn ! 0 uniformly on compacts. Thenkfn�ka ! 0;where � 2 C1c (U) is a function equal to 1 in a neighbourhood of E.We now go on and prove the spectral mapping theorem for thisfunctional calculus. To do this, we need the following lemma whichshows that f(w) acts as f(a) on Hp(w � a; c;X).Lemma 3.6. Suppose that there is an operator valued form s outsideE such that �z�as = e and sa = as. Furthermore, suppose that c 2((a)00)m, w 2 �(a) and k 2 Kp(w � a; c;X) (with respect to a basisdw1; : : : ; dwn; en+1; : : : ; en+m of C n+m) such that �w�a;ck = 0. If f 2Sa, then(f(a)� f(w)) k = �w�a;c Zz �@f(z) ^ nXl=1 m00n+1�l ^ s ^ ��@s�l�1 ^ k;where m00i is de�ned in the proof.Proof. We have that�z�a;w�am1 = e; �z�a;w�ami+1 = �@mi;by (2.7) and (2.8), where mi is de�ned by (2.6). We also have that�z�a;w�as = e; �z�a;w�a �s ^ ��@s�i� = �@z �s ^ ��@s�i�1� ;where s only depends on z. Therefore the same calculation as in theproof of Proposition 3.2 shows that�z�a;w�a Xk+l=i+1mk ^ s ^ ��@s�l�1 � �@ Xk+l=imk ^ s ^ ��@s�l�1= s ^ ��@s�i�1 �mi:



21Let i = n and identify the component without any dw and d �w in thisexpression to get, �w�a Xk+l=n+1m00k ^ s ^ ��@s�l�1= s ^ (�@s)n�1 �m0n + �@z Xk+l=nm0k ^ s ^ ��@s�l�1 ;where m0k = 1(2�i)k @z jz � wj2jz � wj2 ^ �@z @z jz � wj2jz � wj2 !k�1and m00k is the component of mk with one dw and no d �w. Let �" be theconvolution of the characteristic function of the setfz : d(z; E) � 2"gand the function "�2n�(�="), where � is a non-negative smooth functionwith compact support in the unit ball of C n such that its integral isequal to 1. We have thatZz �@zf(z) ^ �@z Xk+l=nm0k ^ s ^ ��@s�l�1= lim"!0Zz �" �@zf(z) ^ �@z Xk+l=nm0k ^ s ^ ��@s�l�1= lim"!0Zz �@z�" ^ �@zf(z) ^ Xk+l=nm0k ^ s ^ ��@s�l�1 = 0since ���@�"�� � C"�1 and ���@�"�� has support in " � d(z; E) � 3". Hencewe have thatf(a)� f(w) = Zz �@f(z) ^ �s ^ ��@s�n�1 �m0n�= �w�a Zz �@f(z) ^ Xk+l=n+1m00k ^ s ^ ��@s�l�1 :Therefore,(f(a)� f(w)) k = �w�a;c Zz �@f(z) ^ nXl=1 m00n+1�l ^ s ^ ��@s�l�1 ^ k;since (w � a; c) and s commute.We can now prove the spectral mapping theorem.Theorem 3.7. (Spectral mapping theorem) If f is tuple of func-tions in Sa, where Sa is de�ned by (3.7), then � (f(a)) = f (�(a)).



22Proof. Suppose that we can prove the statement; if z 2 �(a) then(z � a; f(a)) is non-singular if and only if f(z) 6= 0. In that case(z � a; w� f(a)) is non-singular if and only if w� f(z) 6= 0 and hence� (f(a)) = �2� (a; f(a)) = �2 f(z; w) : w = f(z); z 2 �(a)g = f (�(a))by Theorem 1.4.Suppose that z 2 �(a). We have the induction hypothesis that if mis a natural number then the tuple (z � a; f(a)) is non-singular if andonly if f(z) 6= 0 for all m-tuples f of functions in Sa. The case m = 0follows from Lemma 3.6. Assume that the hypothesis has been provedfor m. Given f 0 = (f1; : : : ; fm+1) let f = (f1; : : : ; fm). Then there is along exact sequence: : :! Hp(z � a; f(a); X)! Hp(z � a; f 0(a); X)! Hp�1(z � a; f(a); X) fm+1(a)����! Hp�1(z � a; f(a); X)! : : : ;for this see Taylor [13], Lemma 1.3. Lemma 3.6 gives that the lasthomomorphism is equal to fm+1(z). HenceHp(z � a; f 0(a); X) = 0if fm+1(z) 6= 0 andImHp(z � a; f 0(a); X) = Hp�1(z � a; f(a); X)if fm+1(z) = 0. Therefore the induction hypothesis hold for m+ 1 andhence the theorem follows.We will now consider a concrete situation where we can give ananswer to all the questions we set up in the beginning of this section.Suppose that E � �(a) is a compact and convex set with C2 boundaryand that we are given a form un representing !z�a on C n n E. Thenwe can use the holomorphic functional calculus to construct a form s,�z�as = e, such that for each i, s^ ��@s� admits estimates controled bythe growth of un.Theorem 3.8. Suppose that �(a) � E, where E is a compact andconvex set with C2-boundary. Let ux be a di�erential form representing!z�ax outside E such that kux(z)k � kxk eq(r(z)) where r(z) = d (z; E),q is a decreasing function and q(0) =1. Then the mapf 7! f(a) : Su ! (a);where Su is�f 2 C2c : ���@f(z)�� � Cr(z) sup">0 �"ne�q(r(z)�")	 for all z 2 C n� ;is a continuous algebra homomorphism.



23Proof. We have that r 2 C2 (see [10], Exercise 4 page 136) and dr 6= 0in U n �(a) where U is a neighbourhood of @�(a). Thereforer(z)� r(�) � 2Re nXk=1(zk � �k) @r@zk (z) � 2 j�z��@r(z)jfor all z 2 U n �(a) and � 2 C n since r is convex. Thus the form sde�ned by s(z; �) = @r(z)�z��@r(z) ;is well-de�ned for all (z; �) such that r(z) > r(�). We gets(z; �) ^ ��@s(z; �)�j�1 = @r(z) ^ ��@@r(z)�j�1(�z��@r(z))j :Integrating over �, we get by the holomorphic functional calculus thats(z; a) ^ ��@s(z; a)�j�1= Zr(�)=r(z)�" (�z��@r(z))�j ux(�)@r(z) ^ ��@@r(z)�j�1 ;for 0 < " < r(z). Therefore,


s(z; a) ^ ��@s(z; a)�j�1


 � Ceg(r(z)�") (r(z)� r(�))�j � Ceq(r(z)�")"�n:An application of Theorem 3.5 �nishes our proof.Theorem 3.9. If g 2 Su and f is holomorphic in a neighbourhood of�(g(a)), then �(g(a)) = g(�(a)); �(f � g)(a) = f(g(a));where � 2 C1c is equal to 1 in a neighbourhood of �(a), and g(a) = 0if g(z) = 0 for all z 2 E.Proof. The equality �(g(a)) = g(�(a)) follows from Theorem 3.7. As-sume that 0 2 E and leth(z) = r(z) sup">0 �"ne�q(r(z)�")	 :Then j�@grj � hr � h where gr(z) = g(rz) and hr(z) = h(rz) and r � 1.Hence gr(a)! g(a) when r! 1, by dominated convergence, and thusg(a) = 0 if g(z) = 0 for all z 2 �(a). The rule of composition is true forholomorphic functions, and hence we have that (f � gr)(a) = f(gr(a)).Since �(f �g) 2 Su we can let r! 1 in this equality to get �(f �g)(a) =f(g(a)), by Theorem 2.6.
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