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We explore the use of TV whitespaces based communication sys Server Wor __ AN

tems for providing robust connectivity to vehicles. We siom = o Whitesp:c‘gsatsownlinkce"uéar Uplink™~

a setup where whitespaces base stations mounted by rodldaide I BN T~ Delay 7 e'aV((l—"
communicate with whitespaces gateway nodes placed onleshic ) :ﬁ " Whitespaces T TTeeo_ .

A key challenge in this setup is thasymmetry in transmission .ﬁ \\;Bi-directional Link Tt H’y\lcg'::f'
power limits — the fixed base station is allowed to communicate w = -

at up to 4W, while the mobile gateways on vehicles are limited
100mW. This paper presents a specific network design catiaa
to deal with this asymmetry in which whitespaces transcesiage
used in the downlink direction while a more traditional ot path 0.8km ansmission Range 2km
is used in the uplink one. As the key component of this systeen,

describe a novel channel probing mechanism that sends arfdrw Figure 1: Traditional (symmetric) Whitespaces Network v.s.
radio to look ahead and identify the best channel paramgidys Scout (asymmetric) Whitespaces Network. The symmetric net-
used when the rear radio eventually reaches the forward Pést \york (Ieft vehicle) uses whitespaces for both uplink and down-

& © &
Traditiona{ (Symmetric )I ' Scout (Asymmetric)
1

report various challenges and experience in this desigrmandn- link communications. In contrast, Scout (right vehicle) uses
going plans to use it for providing Internet access to pubiig whitespaces for downlink communications, while using the cel-
buses. Our initial results indicate a4overage improvement and | jar service for uplink communications. The delay of the cel-
1.4x throughput gain achieved kSout. lular feedback path & > , the delay of whitespaces downlink.

1. INTRODUCTION

TV whitespaces (512-698MHz), recently released by FCC for
unlicensed usage in the U.S. [6], provides wireless comoaini
tion systems with abundant spectrum resource (180MHz) and e
cellent propagation characteristics (1.9km). In this wwekintend
to leverage this whitespaces spectrum for providing lamge and
high-speed network connectivity to moving vehicles.

The application we target at is to provide Internet accesheo 1.1 Motivation and desi gn of Scout
commuters of a city metro with about 250 buses. Figure 1 shows One major design goal of this vehicular network is to leverag

our target deployment, which consists of base stations dun g 4564 propagation characteristics of TV whitespacegigecies

along roadside, connected to a proxy server. The baserstatio . yeqyce the deployment and management cost by having & smal
backhaul Internet traffic generated by the whitespaceswgateodes number of base stations to cover a large area. Unfortunately

(clients) mourjtgd on top of.the buses. Each ga.teway nodenis co asymmetric transmission power limit in TV whitespaces has sig-
nected to a WiFi hotspot inside the bus for providing Inteeweess igicantly limited the reachability of the base station. Awting to

to commuters. , , , the FCC's recent ruling [6], the mobile client is allowed tartsmit

Ideally, we would like to use a whitespaces-only solutioowH atmuch lower power-100mw * compared to the static base station
ever, due to various scalability and cost reasons, we idsidapt allowed to4W. The 40« difference in the power limit is to protect
an asymmetric network design callcbut which uses whitespaces  ,4qingt the potential interference resulting from the feotiients
roaming into some unpredictable locations. Thus, a synmimetr
whitespaces-only network solution as proposed in [8] (Feduleft
vehicle) would limit the transmission range of the base@tatto

. ; . . that of the “weak” mobile clients when bi-directional comnica-

personal or classroom use is granted without fee providatdbpies are . o .
not made or distributed for profit or commercial advantage that copies tlor.\ applications are commonly supportgd. .Measuremen.lm.ln
bear this notice and the full citation on the first page. Toyaojherwise, to whitespaces testbed have shown deduction in the transmission
republish, to post on servers or to redistribute to listguii@s prior specific range of the base station.9km and 0.5km for 4W and 100mwW

permission and/or a fee.

1 . . . .
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for downlink communications and the cellular path for ugloom-
munications. In particular, we present two key ideaSdout: (i)

the use of a cellular link to significantly extend the coverafieach
whitespaces base station, (ii) the use of an extra scouaitig to
compensate for the effects of feedback delay over the eellnk

in taking protocol decisions.
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Figure 2: Diagram of Scout and Single. A isthe antenna sepa-
ration, 7 is the antenna alignment period and ¢ is the cellular
delay. 7 > 4.

respectively) in a symmetric network design. To addressptob-
lem, we desigrEcout which has the following characteristics.
(i) An asymmetric network design for improving the coverage
of base stations. Figure 1 (right vehicle) showScout, an asym-
metric network architecture to deal with the problem of poasym-
metry. Scout uses different technologies for uplink and downlink
communications. The downlink connection (from the bastasta
to the bus) is over whitespaces frequencies, while the kigfiom
the bus to the base station) is over cellular. Thsut lever-
ages the ubiquitous cellular connectivity to circumvet teak”
whitespaces uplink, in turn enabling each whitespaces tasen
to extend the bi-directional communication range to a maxm
Furthermore, since the downlink load is reported to be damtim
many network applications (20in WiRover [7]), Scout is efficient
in utilizing whitespaces spectrum to transmit the majooitylata.
In our current implementation, we use a WiFi-based whitespa
hardware in [16] for downlink and 3G for uplink communicat#o
Unfortunately, the operation of the asymmetric networkagped
by the high feedback latency in the cellular uplink, which is 10—

500x of the packet transmission duration in whitespaces commu-

nications. The problem is exacerbated by vehicle mobilibjol
causes rapid change of communication environment. Sin mo
of wireless communication systems rely on channel feedifaick
making protocol decisions at different layers of the staclf,, PHY
data rate, FEC at the MAC layer as well as congestion corgrel,
ror recovery at the transport layer, the poor feedback acyuran
significantly degrade backhaul performance. To tackle thblpm

of slow uplink, we present our second technique of using araex
radio to measure channel condition for a location in advamtes
information is then used for optimizing various transnossileci-
sions for another radio by the time it reaches that specifiation.

(ii) A scouting radio for channel estimation: The core intuition

of our work comes from the observation that the location oélaiv
cle has a profound effect on the channel characteristicsrexped

by a radio mounted on the vehicle [11, 12, 14]. For instanc&-a
hicle traveling behind a building is observed to have muclhse&o
reception than driving in line-of-sight to the base statida lever-
age this channel property, we place a scouting radio at thd he
of the vehicle (front radio) as shown in Figure 2. This froat r
dio passively monitors the downlink traffic at the currergdton

[. It sends back the observed channel information, e.g. gtdo&s
rates, to the base station over the cellular link. After timehe
receiving radio placed at the rear of the vehicle (rear nagiaches
the same locatioh The base station can utilize the channel obser-
vation made at, 7 time ago to adjust its transmission for the rear
radio.

While the proposed scheme is incapable of tracking fast fad-

ing, we will show in Section 2 that channel estimates madehby t
scouting radio is still beneficial in estimating differemi char-
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Figure 3: Experiment setup.

acteristics. This in turn leads to better protocol decisiand ul-
timately improves the overall performance of the vehicuitaer-
net access. Furthermore, the idea of adding one scouting isad
complementary to various diversity combining techniqussduin
existing multi-antenna systems, which we will discuss int®a 6.

In this paper, we highlight the efficacy of the scouting radio
based mechanism by showing that it can enhance the perfoeman
of rate adaptation. We emphasize thdtle the problem of rate
adaptation has been well studied in a traditional, symmetric com-
munication system, it is unique in our asymmetric network with a
feedback link hundred times slower than the forward path.
Comparison with cellular technologies: Finally, we note that cel-
lular technologies (3G, LTE, WiMax, etc.) also succesgfaitl-
dress the problem of providing long-range network covetageo-
bile clients with weak transmission power. Unfortunatélginslat-
ing the gains achieved imcensed bands by the cellular technolo-
gies to operate ovepportunistic TV whitespaces appears nontriv-
ial. One of the major challenges is that traditional celitéghnolo-
gies require centralized coordination by the base statidightly
control the transmission power of each mobile station [},f&B
managing interference. This allows low power mobile ckertt
communicate successfully with cellular base stations. i@y
in the whitespace domain the base station would be incamdble
controlling other unlicensed devices potentially usingeatirely
different communication protocol. The uncoordinated rifeience
is likely to overwhelm the weak uplink signabcout is robust to
interference by communicating the uplink traffic over theetised
spectrum.

In contrast to a symmetric cellular solution over the lieashs
spectrum,Scout offloads the majority of traffic over TV whites-
paces. The abundant free spectrum leads to better perfoenazua
lower spectrum cost if a pre-paid cellular billing optioraigilable.

1.2 Contributions

Our contribution in this work is two-fold. First, we presean
asymmetric network architecturgeut which efficiently uses TV
whitespaces for providing wide-area network connectitatyehi-
cles. Second, as a key componentSiout, we propose a novel
channel probing framework to address the problem of feddtec
lay, enabling our system to extract most benefits out of T\teghi
paces. Based on our trace driven simulati8gut can extend the
coverage of the base station by 4nd achieve a median through-
put improvement of 1.4.

2. FEASIBILITY OF SCOUT

In this section, we validate the feasibility 8tout. We begin by
explaining our experiment setup.

2.1 Experiment setup



Radio platform: Figure 3(a) shows our radio platform, called the
Wide Band Digital Radio (WDR). It performs a frequency trans
lation function similar to the KNOWS platform [1]. With twani
dependent signal processing paths, the WDR can simultalyeou
translate two signals between the UHF band and the ISM band.
This enables us to use a single WDR radio to process signals re
ceived from both antennas at the client. The converted Kigma

fed to WiFi cards for the baseband processing. Due to sonte har
ware limitations, the current version of WDR can support.&@02
b/g data rates up toSMbps.

Testbed: Our testbed currently includes a base station and a mo-
bile client. The base station consists of a host machine, RWD
radio, a high-gain power amplifier and a directional TV ant&n

as shown in Figure 3(b). The total transmission power at #seb
station is3.8W. For the mobile client, we use a vehicle carrying
one WDR radio and two omni-directional antennas. The downli
communications are configured at a center frequency of 662MH
with a bandwidth of 20MHz according to a spectrum occupancy
database [19].

Metrics: We measure the loss rate calculated for every 10 contigu-
ous packets at the same fixed data rate. We use it as an irrdi€ato
channel quality for a given location and at a given time. Wenth
calculate the magnitude of difference in loss rates undésrdnt
time separations to classify whether channel conditiorchasged
with varying location or time (or both). We denote this tinepa-
ration as dag in the following discussion.

2.2 Validation of intuition

The feasibility ofScout can be ascertained by comparing the fol-
lowing two approaches, which are shown in Figure 2.Stout,
suppose the front radio measures the loss property at dochti
timet. How accurate is this measurement in predicting the channel
condition for the rear radio when it reaches the same locatad
timet + 7? We contrast this with the other alternative of a single
radio (8ngle). In the single radio scenario, the only radio will esti-
mate the loss property at locatidmt timet, and use this estimate
to predict its performance at locatién- Al at timet + 6.

To understand the stability of channel loss properties &s @n
function of time, we present the variation of loss rates fiersame
locations with different lags. We measure this by placingma s
gle radio mounted atop a car at 12 equally spaced locatiores on
200m road stretch. Figure &(gle static) shows that loss varia-
tion remains small with a lag belo@00msec for all the measured
locations.

We next determine the stability of loss measurements done by Combining feedback from dual radios:

the same single radio as a function of both time and locafldre
speed of the vehicle is between 5m/s (18 km/hr) and 10m/s (35
km/hr), which is typical for urban area due to the 40km/hrespe
limit. As can be seen from Figure &fgle 10m/s and 5m/s), the
difference in loss rates increases drastically with insirea lags.
The degree of variation is expected as the single radio sy&te
measuring the loss rates at different locations and diffetiene.
When using the stale channel observation to predict therliss
Snglewould make an estimation error of over 30% under the delay
of 100-150msec in a 3G uplink.

We finally benchmark the mismatch in the loss rates uSdeut
setup with two radios (front and back) the same location with
different lags. The result is again shown in Figuré&zb(it variable
speed). We note that the difference in loss rates between two sadio
at the same location with a lag 8D0msec remains a fifth of a
single radio traveling at 10m/s speed. This demonstrasSthut
can indeed improve the channel estimation at a given latatio

Based on this maximum lag, we choose the antenna spadimg
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Figure 4: Average of absolute loss difference at various lags
for 12Mbps packets. The lag is the elapsed time between two
measurements. Single denotes one radio and Scout is the two
radio setup.

be 1.5m and the driving speed 5-10m/s. This ensures thaighe h
estr 300msec (1.5m/5m/s) to be within this maximum threshold,
and the lowestr 150msec (1.5m/10nVs) to be greater than the
typical cellular delay) (100msec).

Finally, we note that adopting 4G LTE as the feedback link \ou
introduce much lower latency (10-25ms). However, Figurechs
that it still leads to 15% - 20% estimation error whiStout can
avoid. This justifies the effectiveness &fout along the advance-
ment of the cellular technology.

3. DESIGN OF SCOUT

In Scout we use a single radio at the base station for downlink
transmission. At the client, we use the rear radio for packet
ception, while leveraging the front radio to passively ntonthe
downlink traffic for channel estimation. The packet ackrenig-
ments generated by both radios are sent over the cellulardithe
base station.

To select a data rate for the rear radio at a given locdtive use
the feedback previously generated by the front radip@mbined
with the feedback from the rear radio currently availablihatbase
station. We use a GPS device at the client to relate a feedtmzok
the front radio to the monitored location. The GPS devicersp
its reading once every second over the cellular uplink tobidse
station. We present the pseudo-codeSajut in Algorithm 3 and
give a detailed explanation next.

In our deployment we
observe mismatched reception performance between twasradien
their antennas are mounted at different locations on topeof€hi-

cle, e.g., different orientation and tilting. This diffeiee is usually
small enough for the two radios to experience a common ctanne
trend. However, we find that selecting data rates solelythas¢he
feedback from the front radio leads to sub-optimum perforcea

In Scout we utilize the front radio to detect channel variation,
while using the rear radio to identify a set of rate candisl&tese-
lect from. Specifically, we use one of the existing algorithe.g.,
SampleRate, to select a preliminary data rate based on ale st
feedback from the rear radio. This is shown in Line 1 of Algo-
rithm 3. This rate is expected to work reasonably well undegnle
channel condition. Once we detect the change of channeltcamd
at the front radio, we use the detected channel trend ancettedf s
candidate rates successfully received by the rear radieriveda
more appropriate rate decision.

Relating feedback to the observed location: The accuracy of as-
sociating the feedback to its monitored location signifilyeaiffects



Algorithm 3.1: SCOUTE, A, v, w, F, R)

INPUT ¢: Current time\: Antenna spacing.
v: Vehicle speedyw: Window size.
F: Set of ACKs from the front antenna.
R: Set of successful rates from the rear antenna.
OUTPUT rate: Selected rate.
T=Av
rate < set_origin_rate(R)
Weur = {fj: fj € F,|j— ({t—71)] <=w/2}
Wprev < {fj: f € F,lj—(t —7 —w)| <=w/2}
var_detected < detect_variation(Weur, Wprev)
if var_detected < 0
then rate <+ set_lower_success ful_rate(rateprev, R)
eseif var_detected > 0
then rate < set_higher_successful_rate(rateprev, R)
return (rate)

)
)
(©)
4)

®)

the performance dicout. For example, Figure 4 shows that a loca-
tion error of 3m (corresponding to 300ms lag at 10m/s spead) c
lead to 40% off in loss estimation. Unfortunately, our lovicped
GPS modules have a positioning inaccuracy on the order of 10m
To circumvent this problem, we use the speed readirgported
by the GPS instead of the geo-location reading since it hascam
higher accuracy-0.1m/s. We calculate the radio alignmeriog

7, which is the time elapsed for the rear radio to reach the same

location! since the front radio was previously laFigure 2). We
calculate this period with the formuta= A\ /v where) is the fixed
antenna separation. Note thatemains constant in our calculation
considering the short GPS updating intervidetond). We then
retrieve a window of ACK packet$V..,, generated by the front

radior time ago, which is the desired feedback observed at location

[ (Line 2 in Alg. 3). Sincer is small (< 300msec), the positioning
inaccuracy ofScout is below3cm (0.1m/s x 300msec).

Detecting channel variation: To this purpose, we analyze the er-
ror performance between the feedbatk.,- generated by the front
radio at locatiorl, and another window of ACK®/,,...,, generated
prior to W, (Line 3 in Alg. 3). We compare the packet loss of
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Figure 6. Implementation of Scout with TUN devices.

cellular and whitespaces. For downlink communications, io-
gram running at the base station reads the application data f
TUN, sending them through the whitespaces interface (ath0). At
the client, the program delivers downlink packets receivgdhe
rear whitespaces radio (athl), and sends thenTuid to the ap-
plication. This client program also generates ACKs for taekets
received by both whitespaces radios (athO and athl), sgiiaem
with the GPS readings to the base station over the cellular i

We configure the whitespaces radio at the base station tateper
in the WiFi broadcast mode. This prevents any client raddonfr
generating MAC layer ACK over the whitespaces, while having
both client radios to receive the downlink packets $oout. We
enable the base station to control the broadcast data ragg-by
pending a control header in each downlink packet, and makéy
Ath5k driver to accept this control information.

We implement the user-space program in 4500 lines of C++ and
add about 20 lines of C code in the Ath5k driver.

5. EVALUATION

We evaluate the performance &fout after integrating it with
two popular rate adaptation algorithms, SampleRate [4RRAA [21].
We denote the enhanced algorithms as Scout-Sample and- Scout
RRAA. We have found thafcout achieves median throughput im-
provement of 38% and 39% over SampleRate and RRAA.
M ethodology: We use trace-driven emulation as a preliminary eval-

each common data rate between these two windows of packets. | uation of Scout, with real trace captured in TV whitespaces. For

the loss rate of a given data ratelifi...- increases (decreases) by
at leasta () fold over W,,,.,, we conclude that the error perfor-

trace collection, we use a similar approach as in AccuR&EHt
instructing the base station to transmit short back-tdlpsckets

mance of that data rate has changed. We use a voting mechanisnf200 byte), using 8 802.11 b/g data rates up to 18Mbps alterna

to combine results for all the data rates to determine thedtr#
channel variation. We empirically set and 5 at a large value—
0.5 to preventScout from reacting to random channel fluctuation.
We configure the time duration V..., andWp,., to be 25ms to
collect sufficient, yet relevant feedback.

Adjusting dataratesin responseto channel variation: Based on
the detected trend of channel variation, we select the rigkieh
or lower data rate to the previous rate decision, but onlgnfeoset
of candidate rates recently succeeding at the rear radie @5 of
Alg. 3). By doing so, we can choose a rate not only suitable for
the current channel condition but also consistent with geeption
performance of the rear radio.

4. IMPLEMENTATION

We implementScout at a 3.5 layer on top of the cellular and
whitespaces links as shown in Figure 6. To provide a single li
abstraction, we leverage a virtual network device in Linaked
TUN, and have the base station and the client exchange appficati
data through it. We create a user-space program passingtpack
betweenTUN and one of the underlying network interfaces, i.e.,

tively. We then use two radios at the client to capture patkees
from 10 drives along a 1.5km bus route. The distance between
the base station and the client is about 200—750m, and theleeeh
speed is about 18 — 35 km/hr, which is typical for our city raetr
We choose the antenna spacing tolb&n as described in Sec-
tion 2. We term each set of 8 contiguous packets at all diftere
rates as @acket train.

For our emulation, we make each algorithm select one daga rat
in each packet train. If the chosen rate belongs to one ofutbe s
cessful rates in the current train, we conclude that thessatceeds
in the duration of this train and vice versa. We then caleuthe
throughput of different algorithms based on these restitissmu-
late the feedback delay (typically 200ms in our testbed)pregide
each algorithm with feedback generated by both radios 1G@yus
at the client for rate selection.

We empirically adjust the sampling interval of SampleRabenf
10 packets to once every train (8 packets). We further sesitee
of estimation window for both algorithms to be 10 trains, ebhis
found to perform best in our emulation.
Throughput: We calculate the throughput of different algorithms
in each 50m road segment to evaluate performance improdemen
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Figure5: Experiment results. (a) CDF of throughput improvement of Scout-RRAA and Scout-Sample over RRAA and SampleRate.
(b) CDF of timing errorsin detecting channel variation. (c) A snapshot for rate decisions made by different algorithms.

of Scout under different road conditior’s The average through-
put from 10 drives is 5.5Mbps and 5.2Mbps for Scout-Sampte an
Scout-RRAA respectively. Figure 5[a] shows the CDF of tlyiou
put improvement achieved by Scout-Sample and Scout-RR/AA ov

is high. As a performance enhancement, we intend to develop a
mechanism for the base station to periodically send pradféictr
upon detecting the downlink to be idle. Furthermore, we péan
investigate more sophisticated indicators, e.g., chamsplonse for

SampleRate and RRAA. We observe a median throughput gain of detecting channel variation.
38% and 39%, and an upper quartile gain of 57% and 48%. We Fully leveraging thedual radios: The Scout design currently uses

expect more improvement when higher data rates are awailabl
Timelinessin adapting to channel variation: To this purpose, we
benchmark the time offset of different algorithms to an iyptin
algorithm in adapting to channel variation. The optimumoalg
rithm selects the highest successful data rate in each Baiecif-
ically, we record the time of data rate changes made by differ
algorithms, and measure the absolute time difference fdr este
change between algorithms under study to the optimum altgori
We denote each time difference as a timing error. Figuregjbjvs
the CDF of timing errors of different algorithms. We obseBi&%

one extra radio (front) solely for channel estimation. Irr fur

ture work we intend to investigate different schemes in daing
signals received by both radios to improve reception diters.g.,

via maximum ratio combining [20] at the PHY layer or packetle
combining [9] at the MAC layer.

Scouting at different layers: We intend to generalize the appli-
cation of Scout feedback to enhance the performance of all lay-
ers of the network stack. For instance, at the MAC layer we can
potentially apply forward error correction codes (FEC) anodac-
tively duplicate downlink packets based on this feedbaédrima-

and 21% of the case when Scout-RRAA and Scout-Sample havetion. Similarly, at the transport layer we will leverageout to

detected channel variation at the exact time. In contrd@&/&Rand
SampleRate have only detected 4% of channel variation melyi

fashion. Thus, Scout-RRAA and Scout-Sample have achieved a

8x and 5< improvement in detection accuracy. We further report
that the twoScout algorithms incur 5% more false positives than
their original counterpart for detecting channel variatio

Snapshot of different algorithmsin operation: We finally present

a snhapshot of rate decisions made by different algorithmSgn
ure 5[c]. First, we can observe a similar trend of channetit@m
observed by the two radios at the same location, when refgtoi
ACKs previously generated by the front radio (Front ACKs) éme
data rates selected by the optimum algorithm for the reao (&xp-
timum). Second, Scout-RRAA accurately detects the chararel
ation, and adapts to a lower rate at the same time as the aptimu
algorithm does. In contrast, RRAA selects a lower rate at ahmu
later time of 23 trains (about 115ms) due to the feedbackydela
Finally, Scout-RRAA directly selects 11Mbps rate basedhmsée
candidate rates successfully received at the rear radteerrghan
choosing the ineffective sequential rate—12Mbps as RRA&sdo

6. DISCUSSION AND FUTURE WORK

Improving channel estimation: In Scout the front radio at each
mobile client monitors the downlink traffic broadcastedatbthe
clientsfor channel estimation. We expect this downlink traffic to be
highly available when the number of clients served by a bad®a

detect connection “blackout”, and predicatively offloaé thaffic
over the cellular link to prevent the slow start of TCP.

7. RELATED WORK

We divide the related work into five categories, i.e., whptees
networking, vehicular networking, multi-antenna systeaf&nnel
estimation and rate adaptation.

Whitespaces networking: A few research efforts [1, 10] have ex-
plored designing networks over TV whitespaces. WhiteF,i §&
the first whitespaces network, uses a symmetric networkgdesi
with a WiFi-like protocol. SenseLess [10] is a network dedigat
purely relies on a spectrum occupancy database to deteawiile
able channels. Built on these two pieces of wdtgut addresses
the challenge of extending the coverage of a vehicular né&two
constrained by the unbalanced transmit power limit in argivee
channel. In contrast to WhiteF&cout uses an asymmetric archi-
tecture consisting of one whitespaces link and one cellinfar
Vehicular networking: A large body of prior work [2,3,7,11,13]
has been done for providing Internet connectivity into ckds.
The existing approaches can be categorized into cellukeso-
lutions (MAR [13], WiRover [7]), WiFi based solutions (Vilf8],
MobiSteer [11]) or a combination of both (Wiffler [2]). In cen
trast to all these approacheXout explores a whitespaces based
backhauling solution backed up by a cellular uplink. It avkis
long-range and high-speed network connectivity by haivgstoth

2The reason for choosing the road segment to be 50m is to ensuré€ 1ong propagation range (1.9km) and the abundant spectu

that at least 5s trace is available for calculating eachutjinput
sample.

source (180MHz) in TV whitespaces.
Multi-antenna systems: The design of multi-radio, multi-antenna



systems [9, 17, 20] have been well studied in the past works&h
MIMO systems harness the path diversity in wireless chaforel
robust reception [9, 20], scaling throughput [20], or sitankous
communications with multiple users [17%cout is different from
all these MIMO techniques by using an extra radio systemiane
nel estimation. More significantlygcout is complementary to all
these techniques.

L ocation-based channel estimation: Scout leverages a location
dependent channel property, which has been reported inritie p
work [11, 12, 14]. Bartendr [14] and BreadCrumbs [12] use the
location of the mobile client to predict network connedgiin cel-
lular networks and WiFi respectively. MobiSteer [11] usks Ib-
cation of a vehicle to select the best AP and the directiorahb
to serve the vehicle. All the above approaches require miigi
database which is updated on a coarse timescale, e.g., afder
days [14]. In contrastScout can obtain “fresh" channel informa-
tion collected shortly ago (150-300ms), achieving higleusacy
without any training overhead.

Rate adaptation: We integrateScout with two popular rate adap-
tation algorithms, i.e., SampleRate [4] and RRAA [21], tonds-
strate its efficiency. SampleRate periodically picks a candate to
probe the channel, and selects the rate with the highestghput.
RRAA tracks the packet loss in a short time duration, and trses
predetermined loss threshold to adapt rate. To be effedbivth
require timely feedback, which is hampered by the celluklayl
yet is benefited by the scouting radio.

8. CONCLUSIONS

In this work we explore an asymmetric network design called
Scout for providing wide-area vehicular network connectivityeov
TV whitespaces. The proposed architecture circumventbaolte
tleneck of the whitespaces uplink with the cellular teclogg| and
significantly extends the transmission range of the bag®sta
To deal with the feedback delay in the cellular uplink, weénde-
signed a novel channel estimation framework that uses ang-sc
ing radio to measure the channel condition at a locationrbefo
hand. It provides the base station with this more accurzer
information to select transmission parameters for theivewgra-
dio. Based on our trace-driven simulatidrout leads to 4« im-
provement in network coverage and %.4mprovement in down-
link throughput.
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