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Abstract: We present a novel and fast algorithm to compute penetration depth (PD) between two polyhedral
models. Given two overlapping polyhedra, it computes the minimal translation distance to separate them using a
combination of object-space and image-space techniques. The algorithm computes pairwise Minkowski sums of
decomposed convex pieces, performs closest-point query using rasterization hardware and refines the estimated PD
by object-space walking. It uses bounding volume hierarchies, model simplification, object-space and image-space
culling algorithms to further accelerate the computation and refines the estimated PD in a hierarchical manner. We
highlight its performance on complex models and demonstrate its application to dynamic simulation and tolerance
verification.
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1 Introduction

The need to perform fast proximity queries, including collision detection, tolerance checking, distance calculation
and penetration computation, arises in numerous areas. Some applications include virtual environments, physically-
based modeling, computer animation, robotics, haptics, and electronic prototyping. While several of these queries,
such as collision detection and distance computation, have been extensively studied in the field, there is relatively lit-
tle work on penetration computation that provides a measure of intersection or penetration between two overlapping
models.

Given two inter-penetrating rigid polyhedral models, the penetration measure between them can be defined using
different formulations. One of the widely used measures for quantifying the amount of intersegigretsation
depth commonly defined as the minimum translational distance required to separate two intersecting rigid mod-
els [DHKS93, CC86, Cam97]. Penetration depth (PD) is often used in contact resolution for dynamic simulation
[MZ90, Mir00, ST96], force computation in haptic rendering [MPT99, GMIB], tolerance verification for virtual
prototyping [Req93], motion planning of autonomous agents [F8&], etc. Most collision detection algorithms
and libraries do not handle inter-penetrations and current distance computation algorithms do not provide a contin-
uous distance measure when two objects collide. This can induce numerical problems, e.g. instability or invalid
results, in dynamic simulation. Furthermore, several commonly used techniques like penalty-based methods often
need to perform PD queries for imposing the non-penetration constraint for rigid body simulation. Various heuris-
tics, such as reducing the frequency of PD computation or estimating PD based on the last closest feature pairs, are
sometimes used. But, the results can be inconsistent and inaccurate. Fast and reliable PD computation is important
for robust and efficient simulation of dynamical systems.

The PD between two overlapping objects can be formulated based oWihkowski sumGiven two polyhedral
models, say’ andQ, the PD corresponds to the minimum distance from the origin of the Minkowski B&;-Q),
to the surface of this sum. However, the computational complexity of computing the Minkowski sum ©én%e
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wheren is the number of features [DHKS93]. In addition to its high computational complexity, the resulting
algorithms are also susceptible to accuracy and robustness problems. Hence, no practical algorithms are yet known
for accurately computing the PD between general polyhedral models.

Main Results: We present a novel approach to estimate the PD between general polyhedral models using a com-
bination of object-space and image-space techniques. Given the global nature of the PD problem, we systematically
decompose the boundary of each polyhedron into convex pieces, compute the pairwise Minkowski sums of the
resulting convex polytopes and use the polygon interpolation based rasterization hardware to perform the closest
point query up to image-space resolution. To further speed up this computation and improve the estimate, we use
a hierarchical refinement technique that takes advantage of object-space culling, model simplification, image-space
acceleration, and local refinement with greedy walking. The overall approach combines image-space accelerated
gueries with object-space culling and refinement at each level of the hierarchy.

This algorithm has been implemented and tested on different benchmarks. Depending on the combinatorial
complexity of polyhedra and their relative configuration, its performance varies from a fraction of second to a few
seconds on &.6GHz PC with an NVIDIA GeForce 3 graphics card. To illustrate the effectiveness of our algorithm,
we demonstrate its applications to contact response computation and an improved time-stepping method for rigid-
body dynamic simulation, and tolerance verification for virtual prototyping. To the best of our knowledge, this is
the first practical algorithm for computing a reliable PD between general polyhedral models and it works well for
different scenarios.

Organization: The rest of the paper is organized in the following manner. We give a brief summary of the related
work in Section 2 and present some background material along with an overview of our approach in Section 3.
Section 4 describes the underlying algorithm that uses a combination of object space and image space computations.
We present a number of acceleration methods in Section 5 to improve the overall performance. Section 6 describes
its implementation and performance on different configurations. Section 7 highlights its applications to dynamics
simulation and tolerance verifications for virtual prototyping.

2 Previous Work

In this section, we briefly review previous work related to proximity queries, penetration depth computation and the
use of graphics rasterization hardware for geometric computations.

2.1 Collision and Distance Queries

The problems of collision detection and distance computations are well studied in computational geometry, robotics,
and simulated environments. Most of the prior work on polyhedra can be categorized based on the types of models,
such as convex polytopes and general polygonal models.

For convex polytopes, various techniques have been developed based on Minkowski difference [Cam97, GJK88]
and feature tracking using Voronoi regions [LC91, Mir98]. Some of these algorithms also utilize the spatial and tem-
poral coherence between successive frames and perform incremental computations [Bar92, Cam97, LC91, Mir98].

For general polygonal models, bounding volume hierarchies (BVHs) have been widely used for collision detec-
tion and separation (or Euclidean) distance queries. They localize the problem and use the “divide-and-conquer”
paradigm. BVHSs often differ based on the underlying bounding volume or traversal schemes. These include the
OBB trees [GLM96], sphere trees [Hub95], k-dops [KFi®B], and convex hull-based trees [ELO1]. Due to the
global nature of PD problem, none of them can be directly used for PD computation between non-convex models.
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2.2 Penetration Depth Computation

A few efficient algorithms to compute the penetration depth (PD) between convex polytopes have been proposed.
The simplest exact algorithm is based on computing their Minkowski sum [GS87, KR92] followed by computing
the closest point to its boundary from the origin. But its worst case complexiiyrsn ), wherem andn are the

number of features in each polytope. Dobkin et al. computed the directional PD using Dobkin and Kirkpatrick poly-
hedral hierarchy [DHKS93]. For any directiah it finds the directional PD ii® (log n log m) time. A randomized
algorithm to compute the PD is given in [AGFBOQ].

Given the worst-cas®(mn) complexity of PD computation between convex polytopes, a number of approx-
imation approaches have been proposed for interactive applications. All of them either compute a subset of the
boundary or a simpler approximation of the Minkowski sum and compute an upper or lower bound to the PD
[Cam97, Ber01, OG96, KOLMO1]. They also take advantages of frame-to-frame coherence and perform incremen-
tal computations.

Other approximation approaches for general polygonal models are based on discretized distance fields. These
include algorithms based on fast marching level-sets for 3D models [FLO1] and others based on graphics rasterization
hardware and multi-pass rendering for 2D objects [HZLMO1].

2.3 Graphics Hardware for Geometric Applications

Interpolation-based polygon rasterization hardware is increasingly being used for geometric applications. These
include visibility and shadow computations, CSG rendering, proximity queries, morphing, object reconstruction etc.
A recent survey on different applications is given in [TPKOQ1]. All these algorithms perform computations in a dis-
cretized space (i.e. the image-space) and their accuracy is governed by the underlying pixel resolution. The set of
proximity query algorithms include cross-sections and interferences [RMS92] and distance computations, including
separation and local penetration estimation [H®R, HZLMO01]. An algorithm to compute a discretized approx-
imation to the convolution of general polyhedral models using the rasterization hardware is presented in [KR92].
Algorithms for direct rendering of CSG models based on graphics rasterization hardware have been presented in
[EJR89, GHF86, Wie96]. They render the CSG hierarchies using multiple passes of clipping (i.e. stencil tests) and
depth tests.

3 Background and Overview

In this section, we give a brief overview of the PD computation problem and our approach to solve it.

3.1 Penetration Depth

Let P and@ be two intersecting polyhedra. The PDBfand@, PD(P, ), is the minimum translational distance
that one of the polyhedra must undergo to render them disjoint. FornkdllyP, Q) is defined as:

min{|| d || | interior(P +d) N Q =0} (1)

Here,d is a vector inR?. In practice, we represent the amount of PD, as a negative number in order to distinguish
it from the ordinary Euclidean or separation distance between non-overlapping objects.

The computation of the PD between two polyhedral models is a global problem and it is rather difficult to localize
it using some ‘divide-and-conquer’ approach. A local solution computed using intersecting features or boundaries
may not be correct, as shown in Fig. 1.

3.2 Minkowski Sums

The Minkowski sumP @ @, is defined as a set of pairwise sums of vectors fidand(Q. In other wordsP & Q =
{p+q| p € P,q € Q}. FurthermoreP @ —Q is defined by negatin@;i.e. P® -Q ={p—q|p € P,q € Q}.
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Figure 1: Local vs Global PD Computatioa) shows the situation before two polygons in 2D come into contact.
(b) showsO(nm) intersections after the polygons are intersected. However, a localized PD computation (denoted
by solid yellow arrows) based af(nm) intersections may not provide a global PD which is denoted as a dotted
green arrow in this figure. (c) shows the Minkowski sum of the two polygons in (b). The minimum distance from the
origin to the surface of the Minkowski sum corresponds to the global PD.

A general framework to compute the PD is based on Minkowski sums. It is well known that one can reduce the
problem of computing the PD betweéhand @ to a minimum distance query on the surface of their Minkowski
sum,P @ —Q [Cam97]. More specifically, if two polyhedrd and@ intersect, then the difference vectarg — Op,
between the origirsof P andQ is insideP @ —Q. Let us denot®, — Op by Og_p. The PD(P, Q) is defined
as a minimum distance fro@¢_ p to the surface of(P < Q). For example, Fig. 1-(c) shows the Minkowski sum
of the two polygons in Fig. 1-(b), and the minimum distance from the ori@into the surface of the Minkowski
sum is the global PD.

Itis relatively easier to compute Minkowski sums of convex polytopes as compared to general polyhedral models.
However, for non-convex polyhedra in 3D, the Minkowski sum can t@ge®) worst-case complexity [DHKS93].

There are two known approaches for computing the Minkowski sum of general polyhedral models. Both have the
same underlying complexity.

The first approach is based g@onvolution computationefined on polyhedral tracings [BGRR96]. It is well
known that the convolution is a superset of the surface of the Minkowski sum, and the convolution can be computed
in O(n2) time in the worst case. However, in order to compute the actual boundary of the Minkowski sum, a 3D
arrangement of the convolution needs to be computed and it ca®{ake total time.

The second approach for computing Minkowski sums for general polyhedra is bagedanpositionIt uses
the following property of Minkowski computation. P = P, U P, thenP @ Q = (P & Q) U (P, ® Q). The
resulting algorithm combines this property with convex decomposition for general polyhedral models:

1. Compute a convex decomposition for each polyhedron
2. Compute the pairwise convex Minkowski sums between all possible pairs of convex pieces in each polyhedron
3. Compute the union of pairwise Minkowski sums.

After the second step, there can ©@én?) pairwise Minkowski sums and their union can havén®) complexity
[ASTI7].

These approaches provide an algorithmic framework to compute the Minkowski sum. However, their practical
utility is unclear. Besides the combinatorial complexity, it is a major challenge to have a robust implementation of
algorithms for convolution, arrangements or union computations in 3D.

3.3  Our Approach

Our algorithm to compute the PD is based on the decomposition approach described in Section 3.2. In order to
overcome its combinatorial and computational complexity, we userface-based¢onvex decomposition of the
boundary and utilize the graphics raterization hardware to estimate the PD. We do not explicitly compute the bound-
ary of the union or any approximation to it. Rather, we performdiosest point querusing a multipass algorithm

1The origin of a polyhedron refers to the origin of the local coordinate system of the polyhedron with respect to the global coordinate
system. Also, throughout the rest of the paper, the origin of the Minkowski sum will refer to the difference vector of the origins of two
polyhedra.
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that computes the closet point from the origin to the boundary of the union of pairwise Minkowski sums. The result-
ing maximum depth fragment at each pixel computes an approximation to the PD, up to the image-space resolution
used for this computation. Given this PD estimate, we further refine it using an object-space incremental algorithm
that performs a local walk on the Minkowski sum. Each step of our approach is relatively simple to implement.
However, its worst case complexity can be as higivés*) because of the number of pairwise Minkowski sums

and the computational complexity of the closest point query.

We improve the performance of the algorithm using a number of acceleration techniques. These include hi-
erarchical representation based on convex bounding volumes, use of model simplification algorithms, object-space
culling approaches, and image-space acceleration techniques applied to the multipass algorithm. These are explained
in detail in Section 5.

Precomputation

Convex Decomposition BVH Construction Model Simplification

Decompose the boundary of each Compute a convex hull Simplify the interior nodes of
polyhedron into convex patches. hierarchy of the model BVH

Run-time PD Query

Refinement Wal

Walk on the surface of
Minkowski sums to
further reduce d,,

Closest Point Query
Using the rasterization hardware,
perform the closest point query on
the union of pairwise Minkowski
sums

Culling Pairwise Minkowski Sum

Cull away the pairs
of nodes that are
more than d,,

Compute Minkowski sums for
the rest of node pairs

Refine the current PD estimate, d,,, and go to the next level of BVH

Figure 2: PD Computation Pipeline

The resulting algorithm includes a pre-computation phase as well as a runtime query. The pre-computation phase
consists of the following steps:

1. Decompose the boundary of each polyhedron into convex patches using a greedy approach (Sec. 4.1).

2. Compute a bounding volume hierarchical representation of the model. Each node in the tree corresponds to a
convex polytope and each leaf is a convex hull of a decomposed convex patch (Sec. 5.2).

3. Use model simplification algorithms to compute a lower polygon count approximation of the interior nodes
(Sec. 5.4).

Given two polyhedra and their bounding volume representations, the runtime phase of the algorithm proceeds in the
following manner:

1. Compute an upper estimate to the amount of PD. Let that estimalgbénitially we compute an estimate
based on the root nodes of each tree (Sec. 5.1).

2. At each level of the two hierarchies, repeat the following steps:

(a) Consider all pairwise combinations of nodes at the current level. Cull away all the pairs that are non-
overlapping and are more thdp,; apart (Sec. 5.3).
(b) Compute pairwise Minkowski sums of the rest of the node pairs that have not been culled away (Sec. 4.2).

(c) Perform the closest point query using the rasterization hardware to compute a PD estimate (Sec. 4.3).
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(d) Extract the penetration features in the object-space. Perform a local walk and refine the PD estimate
using incremental algorithms (Sec. 4.4).

In step 2(c), we use a coarse pixel resolution at the top levels of the tree and refine the resolution as we traverse
down the hierarchies. The entire pipeline of our PD algorithm is illustrated in Fig. 2.

3.4 Notation

We use bold-faced letters to distinguish a vector from a scalar value (e.g. the @jgim Table 1, we enumerate
the notations that we use throughout the paper.

| Notation | Meaning \
oP The boundary ofP
cr A decomposed convex piece Bf
¢! | A decomposed convex piece Bfat levell
M, Minkowski sum between’; andC};
dr,, kth refinement of the PD estimation

Table 1: Notation Table

4 Penetration Depth Computation

In this section, we present our algorithm for global PD computation. It involves decomposing the boundary of the
model into convex patches, computing their pairwise Minkowski sums, and then performing closest point query
using rasterization hardware and object-space refinement.

Given two intersecting polyhedra, the PD query reports a PD scalar value and direction, along with the associated
PD feature& In this case, the origin is contained inside the Minkowski sum of the two polyhedra. Fig. 3 illustrates
what the PD query attempts to report.

P

Q

(a (b (c) (d)

Figure 3. Simple Penetration Depth Computation in 20).Two polygons® and @ intersect. (b) The Minkowski
sumP & Q is computed, and the minimum distance from the or@jn-¢ to (P © Q) is determined. (c) WheR is
translated by the amount of PD, there exists a krecally supporting both polygons. In this case, the edge/vertex
feature pair, (e,v), as shown in (d) makes up the PD features. The PD features are also identified in (b) as a
corresponding dark green line

2These are a pair of features that realize the reported PD. The PD value is the same as the inter-distance between planes which locally
support the PD features.
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Figure 4: Convex Surface Decomposition and Bounding Volume Hieraryshows an original model for a

torus, and (h) shows its convex surface decomposition. From (b) to (h), the figure shows a BV hierarchy of the torus
from root level to leaf level. In the figure, the green color indicates an original face in the model, the red color
highlights a virtual face created by convex hull computation, and the yellow color indicates a virtual face created
while converting a convex patch to a convex piece.

4.1 Object Decomposition

We decompose the boundary of each polyhedpdnto a collection of convex patches. Thesec;'s are mutually
disjoint except for their shared edges, and the union of altfBecovers the entire boundary &f, 9 P.

We compute the convex patchess, by dualizing the polyhedral surface and performing a graph search on itin
a greedy manner. First, we construct a dual gr&pbrf the polyhedral surfac@ P by reversing the roles of faces
(F) and vertices (V) ird P, while using the same edges (E)@hfrom 9P [CDST97]. We traverse the dual graph
by adding faces into a current convex patglas long as it maintains its convexity. We repeat this process until we
cover the entire boundary &fP. For example, Fig. 4-(h) is a convex surface decomposition for a wrinkled torus
model, Fig. 4-(a).

Furthermore, we compute a convex hull of each surface patchnd denote the resulting polytope &Y. The
union of thesea”;’s is completely contained in the original polyhedrén Notice that our decomposition strategy
is merely a partition ob P, not of P. This surface decomposition is sufficient for PD computation, because we are
only concerned with the surface of Minkowski sums between polyhedra.

4.2 Pairwise Minkowski Sum Computation

Our PD computation algorithm is based on the decomposition approach described in Section 3.2. The first step
involves computing the pairwise Minkowski sums between all possible pairs of convex polyt@fesnd Y,
belonging toP and @, respectively. Let us denote the resulting Minkowski sum\As. Various algorithms are

known for computing Minkowski sums of convex polytopes. The most efficient algorithm is basegalogical
sweepand its complexity i€)(n log n + k), wheren is the number of features @ andC’f2 andk is the number of
features in the resulting Minkowski sum/;; [GS87]. However, the constant factor can be high and it is non-trivial

to implement it robustly, especially when tgeneral positiorassumption is not guaranteed. Instead, we use the
simpler algorithms described below.

Convex Hull Approach: We use this approach for smaller models, i.e. polyhedra with lessithaertices. It is
based on the following property:
PaQ= CH({V,‘ + Vj|VZ' S Vp,Vj S VQ}) (2)

Here,CH denotes the convex hull operator, avig, Vi, represent the sets of vertices, respectively in polyhétra
and(@. Based on this fact, we compute the Minkowski sum as follows:

1. Compute the vector sum between all possible pairs of vertices from each polytope.

2. Compute their convex hull.
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Incremental Surface Expansion: This algorithm was proposed as a part of a polyhedral morphing system based

on Minkowski sums [KR92]. We use it for larger convex polytopes, i.e. more iharertices. The algorithm starts

with any candidate face on the resulting Minkowski sum, and incrementally expands the surface by finding the next
candidate face. The incremental expansion is relatively straightforward, i.e. uses every possible face/vertex (FV),
vertex/face (VF), or edge/edge (EE) combination that the current candidate face can be extended to. The worst case
asymptotic time complexity of this algorithm @(n?), but it works well in practice, with just a few degeneracies

such as co-planar faces that need special handling.

4.3 Closest Point Query Using Graphics Hardware

Given all the pairwise Minkowski suma/;;, let

M =My (3)
)
Our goal is to compute the closest point on the boundai/of.e. M, from the origin. We use z-buffer polygon
rasterization hardware to perform this query up to image-space resolution. The main idea is to visuafizen
the origin without computing a surface representatiowdf explicitly. After that we compute the closest point,
distance and direction.

4.3.1 Visualizing the Boundary of the Union

In order to visualizedM from a pointo that is outsideM, we simply display all thel/;;’s using the standard
z-buffer visibility algorithm. The nearest or minimum depth objects at each pixel will correctly construgfithe
from the outside with only a single pass over ead}). The resulting algorithm computes the closest poinban
from o up to image-space resolution. However, the same approach does not waskirfside M. We present a
new, incremental algorithm that can requin@ passes, where: is the number of convex polytopesl;;.

Given the pointo inside M, the normal Z-buffer minimum or maximum depth test may not suffice, since the
visible internal boundaries may not even lie @h/. The algorithm has to remove the boundaries corresponding
to the intersections betweél;;’s that do not belong t@)M. If all the M;;’s contain the origin, then the Z-buffer
maximum depth test will construét)M with a single pass over eadW;;, and the desired result will be stored at
the minimum depth pixel in the rendered image. However, we only know that at least oneldf;teeontains the
origin. So, we use an incremental algorithm that constr@gtsout from the origin.

(a (b) (o (d)

Figure 5: Visualizing the Boundary of the Union From Insidie(a), V' is the current view-frustum. In (b)\/;o is
rendered, and a ne@M is constructed (blue line). In (c), whé¥;; is rendered, it opens up a new window (dotted
line), and the update region (red line) on the curréit/ is established. Thus a new/ (blue line) is constructed.
In (d), we perform the same procedure faf;;.

Our algorithm for visualizingg M from a point inside is essentially a ray-shooting procedure from the origin to
OM by incrementally expanding the front 8f\/. For example, in Fig. 5, we expand the currénf (blue line) by
repeatedly renderind/;o, M;1, M;». Each timeM,y, M;1, M;5 are rendered, as shown in Fig. 5(b)-(d), it opens up
a new window (shown as dotted line) of the update region (red line) on the carént
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The algorithm maintains the current boundary)éf OMPF, wherek is the current iteration, and incrementally
expands it withM;; that intersect®M*. We attempt to add/;; by rendering the front faces dff;;. The front
faces that “pierce” the curredM* open up a window through which the origin can $8d. After that we render
the backfaces ol/;; into the opened window using the maximum depth test. However, we should not render the
backfaces of\/;;, that are created by non-original (virtual) facesfoind@. In other words, we should allow the
ray to hit onlyoM.

In summary, the basic algorithm simply performs the following procedure:

1. Initialize 9M° to infinity.
2. Repeat steps 3+b times

3. Repeat steps 4-5 for eadfh;
4

. Render front faces a¥/;;, and using the standard stencil operation, open a window where the depth value of

the front faces is less than that of the curr@nf”.

5. Classify the backfaces of;; into original and non-original. Render only the original back facellgfwhere
the depth value of the back faces is greater than that of the window. This updaf&d thie the window.

After mth iteration in step 2 highlighted above, the algorithm correctly finds the porti@gnbfthat is visible
from the origin in the following sense. After theh iteration in step 200" includes the subset @fM/ that the
ray can reach with less than or equakte- 1 hopsfrom the origin. Here, th@opon some poinp on 9M means
how many)/;;’s the ray should pass through to regehFor examplepM* includes the possible contribution to
the finaloM of all M;;'s that contain the origin and have zero hops. Therefore, by inductidn we correctly find
the portion ofo M that is visible from the origin aftenth iteration.

4.3.2 Computing the Closest Point

For a given view, we can compute the closest point on the boundary by simply finding the pixel with the minimum
distance value. The algorithm reads back the Z-buffer to obtain the depth values for each pixel. However, these depth
values have undergone the perspective depth transformation and do not contain the non-linearity that is present in the
distance values. The depth transformation is applied only at the vertices and has the following geometric properties:
it preserves lines and planes between the transformed vertices and preserves depth relationships with respect to an
orthographic view. This is not sufficient for finding the closest point. A pixel with the minimum depth value is not
necessarily the closest point in terms of distance from the origin.

The algorithm transforms the pixel depth values into distance values based drrth¢icoordinate positions on
the viewing plane. Each pixel depth value is dividedcby6, whered is the angle between the vector to they)
position on the viewing plane and the center viewing direction. This depth transformation is CPU-bound, and this
operation typically takes a few miliseconds.

The minimum distance and direction to the closest point are derived from the pixel position containing the
minimum transformed depth value. In order to examine views in all directions, we construct six views on the
faces of a cube around the origin and repeat the operation.

4.4 Object Space Refinement

The accuracy of the closest point query and PD estimate is limited by the image resolution of rasterization hardware.
We further refine it to improve the PD estimate by performing laealkson the boundary of the Minkowski sum
of P and@ in the object-space.

We explain our walking algorithm with a simple 2D example. At any time, it maintains a noti@uroént-
Minkowski-sum Fig. 6-(a) shows thad/,, is the current-Minkowski-sum that contains the current PD features
realized by the ling (a triangle in 3D). By performing local incremental computations, the algorithm determines
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@) (b)

Figure 6: Local Refinement by WalkingjVe refine the PD by iteratively minimizing the distance between the origin
and a line (a triangle in 3D) on the Minkowski subf;y. Thus, in (a), there is a transition from to ¢1, since the
distance from the origin te, is smaller than that ta@,. In (b), the features can reduce the PD even further, the
transition of the Minkowski sum fro¥;, to M;; is followed.

that it can reduce the PD by changing the penetration feature ffigdm¢,. After that the walking on\/;q stops,
as subsequent features &y are insideM;; and not on the boundary @l (whent; intersects withts), shown
in Fig. 6-(b). In this particular case, if the algorithm walks to the feattyeas opposed te,, it can further
reduce the PD estimate. Therefore, we need to change the current-Minkowski-su/fgdmM;; and continue
walking. In order to make this transition, we need to keep trackfpf and M5 during the walk on the features
of current-Minkowski-sum\/;,, because their axis-aligned bounding boxes (AABBS) intersect with th&f;@é.
As we change the current PD featuresidp, from ¢, to t1, the closest line ol4;; to the current PD features also
changes fronis to ¢3, but the closest line oi/;s to the current PD features remains the same.

Initially the object-space refinement algorithm starts with identifying the featurésasfd () that contribute to
the current PD estimate. For a 2D example, in Fig. 34(bho(P © @) contains a point that is closest to the origin,
and sincd was generated byc v, the PD features arkg v as in Fig. 3-(d). In 3D, each triangle i¥7;; is generated
by only three possible sets of feature combinations fi@rand Q. These include VF, FV and EE combinations
[GS86], and we use that relationship to compute the actual PD features from each polyhedron that correspond to the
current PD estimate.

Once the PD features and the Minkowski subd;{), which contains them have been identified, the algorithm
refines the current PD estimate by locally walking on the surfack/gf the current-Minkowski-sum. This walk
proceeds by iteratively minimizing the distance from the origin to the surfadé;pf We repeat this process until
the algorithm reaches a local or global minimum.

As shown in Fig. 6 the algorithm needs to avoid features that are inside the volume of other Minkowski sums.
Although it walks towards the interior of the volume, it sets the current-Minkowski-sum accordingly. Therefore,
each time the algorithm is walking, it keeps track of whih);’s might intersect with the current PD features. We
accomplish this by keeping track of a subset of Minkowski sums that can potentially intersect with the current PD
features and the current-Minkowski-sum.

Let us denote the current-Minkowski-sum/as;, and also denote the subset of Minkowski sums that potentially
intersect withM;; as M, M;j,, ..., M;j,. Here, we conservatively determiné;;,’s by intersection checks based
on an AABB of the Minkowski sum. Moreover, for eadl;;, we also keep track of a closest triangje to the
current PD featurey, in M;;. The overall refinement algorithm proceeds as:

1. Letthe triangle, in M;; corresponds to the PD features computed based on the closest point query. Find the
set of Minkowski sums\/;;,, M;;,, ..., M;j, that intersect\/;; based on checking their AABBs for overlap.
Also computely,, tx,, ..., ty,, Which is a set of triangles respectively 81} ;,'s that is closest te;, on M;;.

2. ldentify the triangles incident tg, on A;;.
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3. Find a neighboring triangle, say., that results in maximum decrease in the PD estimate and does not
intersect witht;,’s. Change the current PD features fremto ¢;;. Also updatet;, on eachi/;;, to the
closest feature toy ;.

4. If step 4 fails, check whether there exig{sin )/;;, such that it intersects with the triangles incidentt@r
ti, itself but reduces the PD. If it exists, repeat the walk from step 1 by seftirmgt, andM;;, asM;;.

5. Repeat the steps 2-4 until there is no more improvement in the PD.

Eventually the algorithm computes a local minimum on the boundary of the Minkowski&um,

5 Acceleration Techniques

The global PD computation algorithm described in Section 4 computes an upper bound on the amount of PD between
two polyhedral models. However, its running time can vary based on the underlying models as well as their relative
configuration. In the worst case, the convex decomposition algorithm can re@\{ltjrpatches and this can lead to

O(n?) pairwise Minkowski sums)/;;. Furthermore, the cost of the closest point query using rasterization hardware
can be as high a8(m?), wherem is the number of convex polytopes. This result®)in*) worst case complexity

for the PD estimation algorithm. In this section, we present a number of acceleration techniques to improve its
performance. These include hierarchical culling, model simplification and image-space acceleration techniques.

5.1 Object Space Culling

A significant fraction of the time of the PD estimation algorithm is spent in pairwise Minkowski sum computation.
The algorithm presented in Section 4.2 considers all pairs of convex polytopeand CJQ, and computes their
Minkowski sum, M;;. If we are given an upper bound on the RD,;, we can eliminate some pairs of convex
polytopes without computing their Minkowski sum. This is based on the following lemma:

LEMMA 5.1 Letd;; be the separation or Euclidean distance betwé?fn and CJQ. If dij >|| dest ||, then the
closest point from the origin toM lies ond(M — M;;).

Proof: Given an upper bound on the P&, it follows that the distance from the the closest pointddi to the
origin is less than| d. ||. If we discard any feature @i\ whose distance from the origin is more thad,; ||, it
will not affect the outcome of closest point queryé. Since the separation distance betwégjnandcf2 IS d;j,
the distance from the origin to the closest point/dp; is alsod;;. As a result, all points oA M;; are farther than
ds: from the origin and the closest point from the origind! lies ond(M — M;;). Q.E.D.

AN A

(a (b) ()

Figure 7: Object Space Cullingi@a) There are two intersecting polygo (decomposed int6¢’, C¥) and Q
(decomposed int(J*g2 and (Jf?). (b) Based on the convex hull Bfand @, we first estimate the PD ak,,. (c) Using
dest, We can cull away pairsl’, C9), (CF, C9), (CF, C?), whose separation distances are more thlan.

For example, in Fig. 7, there are two intersecting polygBrend(@. We estimatel.; based on the convex hull
of P andQ (Fig. 7-(b)). Then, we can cull away the pairs whose separation distance is mor& jh@rig. 7-(c)).
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Based on the Lemma 5.1, we can cull away all pairs of convex polytdrféandeQ, whose separation distances
are more thanl.,;. Computing separation distance between convex polytopes is relatively cheap as compared to
Minkowski sum computation and a number of efficient algorithms are known [LC91, Cam97]. The efficiency of
this culling approach depends on the quality of the estimétg, Furthermore, checking all possible pairs for
separation distance can takkgn?) time. We improve their performance using a bounding volume hierarchy to
perform hierarchical culling.

5.2 Bounding Volume Hierarchy

We compute a bounding volume (BV) hierarchy for each polyhedron using a convex polytope as the underlying BV.
Each convex polytope obtained using the decomposition algorithm explained in Section 4.1 becomes a leaf node in
the hierarchy. We recursively compute the internal nodes in a bottom-up manner, by merging the children nodes and
computing the convex hull of the union of their vertices. Let us define the nodes of polyhBdcolevell asCZ.P’l.
The resulting hierarchy is a hierarchy of convex hulls. For example, Fig. 4-(b) shows a BV hierarchy for the
torus model, Fig. 4-(a).

This hierarchy is used in our runtime algorithm to speed up the intersection and separation distance queries for
the culling algorithm. Furthermore, each level of the hierarchy provides an approximation of the model, which is
used by the PD estimation algorithm.

5.3 Hierarchical Culling

We use the BV hierarchy to speed up the performance of the object-space culling algorithm. The goal is to start with

an initial estimate to the PD and refine it at every level of the tree. We denote the estimate computed using level

of each BV tree ag",,.
We initially start with the root nodes of each hierarcﬁ}f’0 andC(?’O, which correspond to the convex hulls of

P and (@), respectively. We compute the PD between those convex polytopes [Cam97, Ber01, KOLMO1] and use

that as the estimated PD at le¥elThe algorithm proceeds in a hierarchical manner through the levels in each tree:

1. Consider all the pairwise nodes at levein each treeCiP’k and C]Qk For each(i, j) pair, compute the
separation distance between them. If the nodes overlap, the separation distance is zero.

2. Discard all the node pairs whose separation distances are moré‘thaompute the Minkowski sum for
the rest of the pairs.

3. Perform the closest point query on the Minkowski sum pairs and compute the new PD esiﬁ;ﬁétesing
rasterization hardware.

4. Refine the estimatd’g;;1 using the object space walking algorithm presented in Section 4.4.

During each iteration, we go down a level in each tree. If we reach the maximum level in one of the trees, we do not
traverse down in that tree any further. The algorithm computes an upper bound on the PD in an iterative manner and
refines the bound with every traversal 4&%,,|| > ||dl;|| > ... > ||d%;|, whereh is the maximum height. Finally,
the algorithm returng’, as the estimated PD betwe£nand(Q.

Fig. 8-(a) shows BV hierarchies for two different objeétsand(, and Fig. 8-(b) shows a snapshot of how the
BV hierarchy traversal is performed. Without the culling scheme, one should consider all four pairs b@@\i'een
cPtandcgt, ¢!, However, during the traversal, ” andC"' were found out to be non-overlapping and they

are more thaw,; apart. In this case, no more traversal is needed between the children n«iﬁj@% aﬁd()ég’l.

5.4 Model Simplification

Some internal nodes of the hierarchy may have a high number of vertices and that affects the complexity of pairwise
Minkowski sum computation. We pre-compute a single convex simplification for each internal node in the BV tree.
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(a) Two BV hierarchies (b) BV hierarchy Traver-
sal

Figure 8: Hierarchical Culling(a) shows two BV hierarchies for two different objects. (b) shows a snapshot of
the traversal on the BV hierarchies. During the traversal, it turns out that r(6§8 and node(]{‘;?’1 are non-
overlapping and their inter-distance is greater than a upper bound on the current PD estimation. Thus, no more
traversal is performed between the children node@ﬁ’? and C(? !

The simplifications at each level of the BV tree provide a low polygon count approximation to the original models.
We compute a simplification for each internal node in the following manner:

1. Simplify the node using any simplification error metric. We choose the quadric error metric proposed in
[GH97] because of its simplicity and performance.

2. Compute the convex hull of each simplified node.

3. Scale the resulting convex polytope to enclose the internal node or the underlying geometry as tightly as
possible.

5.4.1 Improved Computations using Simplified Nodes

We use the simplified BVs to improve the performance of the computations in step 2 (pairwise Minkowski sum
computation) and step 3 (closest point query) of the hierarchical culling algorithm presented in Section 5.3. The
simplified BVs can increase the estimated PD vallg;, as compared to the original hodes computed by the

BV hierarchy computation algorithm. As a result, the number of pairwise Minkowski sums that can be culled at
intermediate levels of the hierarchy baseddpy may be reduced. However, the running time of the algorithm is
significantly reduced. Also, it does not change the accuracy of the final result, as the algorithm does not simplify the
leaf nodes in the BV tree.

5.5 Image Space Culling for Closest Point Query

The algorithm also spends a considerable fraction of its time in performing the closest point query using the rasteri-
zation hardware (as described in Section 4.3). Here we present a number of techniques to improve its performance.

First of all, we compute a subset of the paitg;;’s, that contain the origin and render them only once in the
algorithm described in Section 4.3.1. All the pairwise Minkowski sums in this subset have laageMye identify
this subset, say out of total ofm pairs of M;;’s, by checking whether the corresponding convex polytoﬁg”s,
andeQ, overlap [LC91, Cam97, ELO1]. Once we have computed thesk/;;’s, we first render them using the
maximum depth test and then the remainjing — /) pairwise Minkowski sums,V;;’s, (m — 1) times using the
incremental algorithm.

Secondly, when we repeat the closest point query six times, once for each face of the cube, we apply a culling
technique similar to the one discussed in Section 5.1. At each view, the algorithm maintains the current minimum
depth valued.;, and then as it proceeds to the next view, it culls awaylthgs whose distance from the origin
is more thand..;, as shown in Lemma 5.1. These distances are also computed in object space. Finally, for each
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view, when we render th&/;;'s, we perform view-frustum culling by checking whether the axis aligned bounding
box of eachl/;; lies in the current view. This object-space view frustum culling significantly reduces the number of
primitives rendered during each iteration of the algorithm.

6 Implementation and Results

In this section, we describe the implementation of our PD computation algorithm and demonstrate its performance
on different benchmarks and applications.

6.1 Implementation Issues

Most parts of our algorithm are fairly straightforward to implement. However, it requires quick and robust im-
plementations of the separation distance query between convex polytopes, convex hull computation in 3D, and
simplification of polyhedral models. In fact, most of the degenerate cases in our PD computation arise from these
three sub-components.

We use the SWIFT++ implementation of thferonoi marchingechnique [ELO1] to efficiently perform the sep-
aration distance query. It performs distance queries between non-convex polyhedra by using a hierarchy of convex
hulls. We use the public domain QHULL package [BDH93] for convex hull computation in 3D. QHULL is par-
ticularly efficient for dealing with a relatively small number of points, which is the case in our algorithm. We use
the QSIlim implementation [GH97] of the quadric error metric simplification algorithm to ensure that the interme-
diate nodes of the bounding volume trees do not have moresthaartices. As a result, we compute the pairwise
Minkowski sums)/;;'s, by using the convex hull based algorithm described in Section 4.2. Our initial test results
show that it outperforms the incremental surface expansion algorithm presented in [KR92] in our case.

The implementation of the object space walking algorithm uses three main subroutines. These include keeping
track of neighboring Minkowski sum pairs that overlap with the current-Minkowski-sum (using AABBSs), finding
the features in these Minkowski sums that are closest to the current feature and performing local walk. The last step
checks all the features that are incident to the current feature and computes the distance to these features from the
origin. In our current benchmark we have found that the algorithm only needs to perform a few local walks before
it converges to a local minimum on the boundaryaf .

-
S
"

Figure 9: PD Benchmark ModelSrom left to right: interlocked tori, touching tori, interlocked grates, and letters.

We implement the closest point query operation using OpenGL graphics library. The main code @\draw
without any acceleration techniques is as simple as Example 1. Also, we typically set the screen space resolution to
128 x 128 at the intermediate step of the hierarchical refinement, then at the finest level of the refinement, we set the
resolution t0256 x 256. For our benchmarking models, these different resolution schemes provide us with results
of a reasonable accuracy, and they also balance the computation time between the object space and the image space
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void DrawUnionOfConvex(PairwiseMinkowski *M_ij,
int Num_Of_M_ij)
{

glClearDepth(0);

glClearStencil(0);

glClear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT
| GL_STENCIL_BUFFER_BIT);

glEnable(GL_DEPTH_TEST);
glEnable(GL_STENCIL_TEST);
for (int i=0; i<Num_Of _M_ij; i++)
for (int j=0; j<Num_Of_M_ij; j++)
{
glDepthMask(0);
glColorMask(0,0,0,0);
glDepthFunc(GL_LESS);
glStencilFunc(GL_ALWAYS,1,1);
glStencilOp(GL_KEEP,GL_REPLACE,GL_KEEP);
M_ij[j]. DrawFrontFaces();

glDepthMask(1);

glColorMask(1,1,1,1);
glDepthFunc(GL_GREATER);
glStencilFunc(GL_EQUAL,0,1);
glStencilOp(GL_ZERO,GL_KEEP,GL_KEEP);
M_ij[j]. DrawBackFaces();

EXAMPLE 1: OpenGL Code to RendéxM From Inside.

6.2 Benchmark Results

We benchmark our PD algorithm with four models: interlocked tori, touching tori, interlocked “grates” and a pair of
alphabet models, with their relative configuration shown in Fig. 9. We used the tori models because it is relatively
difficult to compute a good convex decomposition for them. The interlocked “grates” model was chosen because
the combinatorial complexity of its exact Minkowski sumi¢m>n3). In our benchmarksy andn are1134 and
444, respectively. Therefore, it is a very challenging scenario for any PD computation algorithm. Earlier approaches
based on localized computations or convex volumetric decomposition are unable to compute the PD efficiently and
accurately on these benchmarks.

We measure the timings on a PC equipped with an Intel Pentiuind\GHz processor; 12 MB main memory
and GeForc8 graphics card. The complexity of the models varies from a few hundred faces to a few thousand faces.
The number of leaf nodes, computed using the convex surface decomposition algorithm, vasy pieces tol09
pieces. The running times vary based on the model complexity and the relative configuration of two polyhedra. It
can vary from a fraction of a second, for the touching tori and a pair of alphabet models, to a few seconds for models
that have deep penetration (e.g. interlocked tori and interlocked “grates”). Most of the time is spent in pairwise
Minkowski sum computations and closest point queries using the graphics hardware. The local refinement based
on the walking algorithm is quite fast and takes only a few milliseconds. Detailed timings for some levels of the
hierarchy are given in Table 2. The acceleration techniques and hierarchical refinement result in several orders of
magnitude improvement in the overall running time. Furthermore, the algorithm is able to compute very accurate
PD estimates in these cases.
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| Level | Cull Ratio | Min. Sum | HW Query | [|des] |

3 31.2% 0.219sec| 0.220sec| 0.99
5 96.7 % 0.165sec| 0.146sec| 0.53
7 98.3 % 1.014 sec| 1.992sec| 0.50

(a) Interlocked Tori (2000 faces, 67 convex pieces each)

[ Level | Cull Ratio [ Min. Sum [ HW Query [ [[des] |

3 98.4% | 0.135sec| 0.014sec| 0.29

7 99.9% | 0.105sec| 0.032sec| 0.29
(b) Touching Tori (2000 faces, 67 convex pieces each)

Level | Cull Ratio | Min. Sum | HW Query | ||des||

3 0% | 0.66sec| 0.29sec | 6.41

7 96.9% | 0.43sec| 0.39sec | 0.63

9 99.9% | 0.03sec| 0.07sec | 0.63

(c) Grates (444 & 1134 faces, 169 & 409 pcs)

Level | Cull Ratio | Min. Sum | HW Query | ||dest]|

2 50.0% | 0.055sec| 0.021sec| 0.06

4 56.2% | 0.099sec| 0.062sec| 0.03

6 97.6% | 0.080sec| 0.161sec| 0.01

(d) Alphabets (144 & 152 faces, 42 & 43 pcs)

Table 2: Benchmark Result$Ve show the performance of our PD algorithm for various models. We also break
down the performance to the object space culling rate, the pairwise Minkowski computation time and the closest
point query time on some of the levels of the hierarchy.

6.3 Performance Speedup by Acceleration Techniques

In Table 3, we also compare our accelerated PD algorithm presented in Section 5 with the basic algorithm presented
in Section 4. As the table illustrates, the basic algorithm suffers ﬁk@n‘?) computational costs, and our accelerated
algorithm outperforms it by several orders of magnitude. The resultis even more dramatic in a very complex scenario

such as the interlocking grates model.

6.4 Accuracy of PD Computation

Our algorithm always computes an upper estimate on the amount of PD. In other words, the algorithm may be
conservative and the computed answer may be more than the global minima defined in Equation 1. The tightness of
the upper bound varies based on the underlying precision of the object-space and image-space computations. The
algorithms for decomposition, Minkowski sum computations, simplifications and object-space culling is governed

Type Without Accel. | With Accel.
Interlocked Tori 4 hr 3.7 sec
Touching Tori 4 hr 0.3 sec
Grates 177 hr 1.9sec
Alphabets 7 min 0.4 sec

Table 3: Performance Speedup by Acceleration Techniques
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by the precision of floating-point CPU-based hardware, which typically has 53 bits of mantissa. However, the
dominant source of error are the rasterization errors as part of image-space computations.
The rasterization errors are generated from two main sources:

1. The discretization of ray directions to lie on a pixel grid for each view.
2. The fixed precision of the Z-buffer.

Increasing the resolution of the grid decreases the worst-case angular error that is proportional to the distance be-
tween adjacent pixels. Moreover, constructing tighter bounds on the minimum and maximum distances in each view
(near and far plane distances), decreases the Z-buffer precision error. However, the local refinement using greedy
walking in the last step of our algorithm improves the accuracy of the final solution and can substantially reduce the
numerical error introduced by the use of fixed resolution image-space computations.

We also observe that the performance of our algorithm depends heavily on the extent of object-space culling,
which is directly related to the amount of inter-penetration between the objects. Therefore, for applications that have
spatial and temporal coherence between successive instances, our algorithm performs quite well since penetration is
typically shallow during successive time steps. As a result, the algorithm is able to cull away a very high percentage
of Minkowski pairs (as shown in Table 2) and quite fast in practice. Examples of such applications include dynamic
simulation and tolerance verification.

7 Application

We have used our PD computation algorithm and implementation for two applications. These include efficient time
stepping in dynamic simulation of rigid bodies and tolerance verification for rapid prototyping of complex structures.

7.1 Rigid Body Simulation

ﬂr« \q\

Figure 10: Application to Rigid-Body Dynamic Simulatio®ur algorithm is used to perform smarter time stepping

in a dynamic simulation. A sequence of snapshots (from left to right, top to bottom) are taken from a rigid-body
simulation of200 models of letters and numerical digits falling onto a structure consisting of multiple ramps and
funnels.

Penetration depth (PD) computation is often needed for dynamic simulation of rigid body systems. In the physical
world, objects do not occupy the same spatial extent. However, this is often unavoidable in numerical simulations.
For applications involving articulated joints, stacking objects and parts assembly, bodies are nearly in contact or
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actually touching each other all the time. Our PD computation algorithm provides a consistent and accurate measure
of PD. Furthermore, its performance is quite fast (e.g. a fraction of a second) for shallow penetrations. In this
section, we describe its application to dynamic simulation of rigid bodies, as shown in Fig. 10. This includes direct
contact response computation in penalty-based methods [MZ90, MW88], as well as better time stepping technique
for either impulse-based [MC95] or constraint-based simulation [Bar92, Bar94, WB97].

7.1.1 Penalty-based Methods

Figure 11: Challenging scenario with interlocked digi® the left,10 digits are falling onto a bowl. On the right,
a resting position of these digits is shown. Localized approaches to compute PD fail for some pairwise digits in this
interlocked configuration.

In penalty-based methods, the forces between rigid bodies are proportional to the amount of inter-penetration.
Let d be the translational PDry the direction of penetration arida stiffness constant. The force vec#ris given
as:
F=(k-dn 4

Local vs. Global PD Computation: Localized approaches for computing the PD may fail to give a correct response
for penalty-based methods. For example, in the configurations shown in Fig. 1, where we showed 2D geometric
models of letters ‘C’ and ‘I', the forces based on localized values of PD may not prevent the rigid bodies from
inter-penetrating. However, our global PD computation algorithm provides a correct and robust response for such
configurations. In the scenario shown in Fig. 11 several digits are interlocked. In this simulation, local approxima-
tions to the PD fail to report consistent or correct outputs for many pairs of digits.

7.1.2 Time Stepping

Unlike penalty-based methods that allow the models to inter-penetrate, some other simulation approaches impose
strict non-penetration constraints. These include constraint-based simulation that distinguishes between resting
contacts and colliding contacts. The resting contacts are classified based on the fact that the relative velocity is
lower than a certain value. For colliding contacts, the impulsive forces are applied to prevent inter-penetration and
preserve momentum properties. These impulsive forces need to be computed at the time of contact between the
rigid bodies. In practice, the exact time of impact cannot be computed using analytic techniques. As a result, time
stepping techniques are often used to estimate the time of collision [ST96, Mir0Q].

Some of the commonly used high-level scheduling algorithms for impulse-based or constraint-based rigid body
simulation include retroactive detection and conservative advancement [Mir00]. Both of the techniques advance or
retract the simulation time based on the separation distance between the objects and use some form of root finding
algorithm to estimate the time of collision.
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e Bisection search.Performing a simple bisection search in time is one of the commonly used technique to
estimate the time of collision. This approach converges given a sufficient number of iterations. Moreover, it
does not suffer from the inaccuracy of penetration depth estimation or approximations to the motion. However,
it can take a long time to converge, if the time step used in the simulation is large.

e Extrapolation. If no information is gathered on the extent of penetration at the end of an interval, a common
approach to predict the time of collision is performing extrapolation. The separation distance and the velocity
of the closest features at the beginning of the interval are used for extrapolation. The main problem with this
approach arises when the two objects are penetrating at the estimated time of collision. In such cases, the
predicted time of collision cannot be corrected.

e Interpolation. If penetration information between the two objects is known, it is possible to perform interpo-
lation. Unlike extrapolation, we make use of penetration information at the end of the interval and an iterative
interpolatory scheme can be used for fast convergence to estimate the time of collision [WB97]. As shown in
Fig. 1, localized estimations can deviate largely from the actual penetration depth. That can result in inaccu-
rate estimation of the time of contact. A global and exact computation of penetration depth provides a faster
and more robust convergence of the root finding scheme. Depending on the position and velocity information,
the algorithm can select an appropriate order of interpolation. For example, [Mir98] performs linear interpo-
lation using the separation distance at the beginning of the interval and an estimate of the penetration depth at
the end of the interval. If we also know the velocity of the object, we can perform higher order interpolation.

If only the initial velocity and the scalar value of penetration distance are known, but not the penetration direc-
tion or penetrating features, we can use quadratic interpolation. In such cases, the interpolation is performed
based on the initial separation distance, and velocity, as well as the penetration depth at the end of the interval.
If the algorithm also knows the penetrating features, then we can compute the relative velocity and perform
cubic interpolation.

In our implementation of the time stepping scheme for dynamic simulation, we utilize the knowledge about PD
features and direction and use a cubic interpolation scheme to estimate the time of collision. In general, using higher
order interpolation allows us to take large steps in the simulation [WB97]. However, sometimes it is not possible to
take large time steps in the simulation because of the following reasons:

e The stability of numerical integration.

e The frequency of collision events. Even if the system is numerically stable, a high frequency of contacts
between the objects make the effective time step small. In such cases, the time stepping can not benefit from
higher order interpolation.

Given two inter-penetrating objects, our PD algorithm computes the penetrationdi¢ipthdirectionn and the
penetrating features (as shown in Fig. 3). The motion in the last time step is approximated to a one-dimensional
motion by projecting it onto the penetration direction. We compute a cubic interpolation of the motion, using the
separation distanceand the relative velocity of the closest features at the beginning of the intesvalong with
the penetration depth and the relative velocity of the penetration features at the end of the ingeritaé cubic
function is expressed as:

x(t) = At® + Bt?> + Ct + D.

We treatz(t) as the one dimensional distance function between the closest features or penetrating features of
the rigid bodies. The parametefis B, C and D are generic constants of a cubic polynomial that are computed by
solving the following set of linear equations:
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z(0) = s=D,

x(T) = d=AT*+ BT?+CT + D,
£(0) = wvs-n=C,

i(T) = wgq-n=3AT?+2BT +C,

whereT is the size of the time step andis the direction of penetration. After computing the coefficients of the
cubic polynomial, we compute its first real root in the interiall’].

Based on this approach, our algorithm is able to compute the time of collision using fewer iterations, as compared
to earlier methods. If there is any error, e.g. the cubic polynomial has no real root in the iftefVjathen we use
bisection search to estimate the time of collision.

In one of the example scenarios, as shown in the accompanying video and in Fig. 10, geometric niziifels of
letters and digits fall along a structure consisted of multiple funnels and ramps. The letters and digits have an average
complexity of250 triangles in their boundary surface, which is decomposed into rouifhbonvex pieces. Each
frame (at 30fps) of the dynamic simulation for this complex scenario takes about two minutes to compute.

For the second scenario in the supplementary video and in Fig. 11, thdf@edigit models dropped into a bowl.

The geometric model of each digit has an average complexi2p@friangles. The bowl consists @6 triangles

and its surface is decomposed into rougbilyconvex pieces. Some of the digits come into an interlocking position

as they fall into the bottom of the bowl. These are challenging scenarios for contact computation and response. Each
frame of this simulation takes abolf seconds to compute.

7.2 Tolerance Verification

We have also tested our prototype implementation on a tolerance verification application, as seen in Fig. 7.2. A
hammer composed df 692 triangles follows a planned path through a complex virtual machine room. Its convex
decomposition had25 patches. The machine room h@&$7 objects and their triangle count i95,926. The
application checks for tolerances, including separation distance and penetration depth, along a given path. In our
sample path, the hammer comes into contact witbbjects that consist &, 810 triangles.

e

Figure 12: Tolerance Verification Scenari@ur algorithm is used to check for positive and negative distances
between a tool (yellow hammer, about 400 units long) and the nearby structures along a planned maintenance path
in a virtual machine room. The amount of penetration is indicated as a negative number on the lower left corner of
the scene.

The path for routine maintenance is generated interactively with a human in the loop using a haptic device as a
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motion tracker. Force feedback in the proximity of objects helps the user to avoid deep penetration. However, there
still are situations where penetration between the hammer and other objects occur.

The path is played back for performing tolerance verification between the hammer and the machine room struc-
ture. At each step, the distance to the closest object is computed. When penetration occurs, the penetration distance
and direction are used to help modify the planned path for machine maintenance or to improve the design of the
structure layout for the room.

8 Summary and Future Work

We present a fast, global algorithm to estimate penetration depth between polyhedra using both image-space ac-
celeration techniques and object-space culling and refinement algorithms. The resulting algorithm has been tested
on difficult benchmarks and applied to time-stepping methods for dynamic simulation and tolerance verification for
virtual prototyping.

There are several areas for future work. The performance of our algorithm can be further improved by exploring
more optimizations. These include faster implementations of the closest point query using new features of the
high-end graphics cards, as well as better hierarchical decompositions. Currently our algorithm only computes
the minimum translational distance to separate two overlapping objects. It would be useful to extend it to handle
rotational penetration depth.
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