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Abstract 

 In order to the find the close association between the 

density of data points, in the given data set of pixels of an image, 

clustering provides an easy analysis and proper validation. In 

this paper various clustering techniques along with some 

clustering algorithms are described. Further k-means algorithm, 

its limitations and a new approach of clustering called as M-step 

clustering that may overcomes these limitations of k-means is 

included.     
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I. INTRODUCTION 

In 1854, in London during cholera outbreak, John Snow 

had plotted the diseased reported cases using a special map. 

After the creation of the map it was observed that there was 

close association between the density of disease cases and a 

single well located at a central street. With the above map it 

is very simple to identify association between phenomena, 

which is very difficult to analyze in actual. This was the first 

known application of clustering analysis for many 

researchers 
[6]

. 

Since then cluster analysis has been widely used in 

many fields such as statics, marketing, engineering, medical 

and other social sciences, for clustering large data sets into 

natural groups, the number of clustering algorithms had 

been proposed for performing clustering task. k-means is the 

most popular and commonly used clustering algorithm. k-

means was first proposed over 50 years ago. It was 

independently discovered in many scientific fields, in 1956 

by Steinhaus, in 1957 by Lloyd, by Ball and Hall in 1965 

and by Macqueen in 1967. A simple step for executing k-

means algorithm was given by Jain and Dubes in 1988. 

Elkan’s algorithm gives an efficient method for high-

dimensional k-means clustering. 
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Then Greg Hamerly gives another modified and simplified 

Elkans’s algorithm 
[3]

. k-means is most widely used 

clustering algorithm because it is easy to implement and 

simple to understand, but its output depends on the selection 

of the initial partition(s).In one of the study a new method 

for determining number of clusters in k-means clustering is 

proposed 
[8]

.  

This method overcomes the limitation of having to 

indicate the number of cluster by using validity measure 

based on the intra-cluster distance measurement, but the 

additional time overhead associated with calculation of 

number of clusters and their cluster centers is present.  

However the prior knowledge of number of clusters is 

must for k-means clustering. It also involves random 

initialization of cluster centers at the beginning of algorithm; 

therefore the convergence of the algorithm to same output is 

not guaranteed on every run. The proposed approach of 

clustering called as M-Steps clustering may be overcomes 

both the drawback of k-means clustering i.e. need of apriori 

of number of clusters and accuracy to produce same output 

for same input at various instances. 

The next section of this paper details the steps of 

clustering, gives the broad classification of clustering 

techniques and also describes some clustering algorithms, 

and in the last section conclusion remarks are given 

regarding existing techniques. 

II. AN OVERVIEW OF IMAGE DATA CLUSTERING 

 Clustering is the task of assigning set of 

objects into groups called as clusters so that the objects in 

one cluster are more similar than the objects in other cluster. 

Clustering itself is not one specific algorithm but it is task 

which can be performed by various algorithms that differs 

from each other in their methods of computing/finding the 

cluster. Clustering is process of grouping similar image 

pixels according to some property into one cluster so that 

the resulting output cluster shows high intra-cluster 

similarities and low inter-cluster similarities. Clustering 

process is an unsupervised classification of data points into 

groups or clusters 
[1] [4]

. 

A)  Clustering task steps 

Clustering is a task which involves number of 

stages. Typical clustering process used the following steps 
[1] [6]

: 

i) Characteristics Representation: In this step the type, 

dimensions and features of available data are checked. For 
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that it involves processes such as feature selection or feature 

extraction. 

ii) Similarity Measurement: In this step similarity among 

data points is measured. Generally various distance 

measurement methods viz. Euclidian Distance, Mean Square 

etc. are used to measure similarity between different data 

points. 

iii) Collecting the data points: In this step the data points are 

grouped together into clusters, based on similarity measures 

obtained from the previous step. 

iv) Data abstraction: In this process data is represented with 

compact description of individual cluster and further more 

the cluster prototype i.e. the centroid of the cluster is 

calculated and used as final representation 
[1]

. 

v) Output Validation: This is an important stage in 

clustering process. In this step the resulting output clusters 

are observed to determine whether the resulted output is 

meaningful or not. It can be done by various methods; either 

it compares resulted output with apriori structure, or check 

whether the structure is intrinsically appropriate for data sets 

or not, or compares two derived outputs with each other and 

measure their exclusive merits. 

 Clustering is useful in number of application as it 

clusters the raw data and find out the hidden features / 

patterns in the database 
[5]

. So it is widely used in image 

processing, data mining, image retrieval, pattern 

recognition, image segmentation and so on.  

B) Classification of Clustering Techniques 

 Clustering algorithms are broadly classified as i) 

Hierarchical clustering ii) Partitional clustering 
[2]

.The 

following figure shows the different techniques of 

clustering,  

 

 

Figure 1 Classification of clustering techniques 

 

A) Hierarchical Clustering 

 Hierarchical clustering, clusters the given image, 

based on the concept of pixel being more closely related to 

nearby pixels than the pixels which are farther i.e. these 

algorithms groups the pixels into cluster based on their 

distances. Hierarchical clustering represents data into a tree 

structure form. In which the whole data set is represented by 

root node and the individual data points are represented by 

leaf node. The intermediate nodes in a tree structure 

represent the similarity among the pixel data points. At 

different stages in structure different cluster will form thus 

expected clustering will obtained by cutting cluster structure 

at respective stages 
[3]

. The Figure.2 shows the hierarchical 

tree structure form. In this clustering technique numbers of 

algorithms are proposed based on the method by which 

distances are computed. Hierarchical clustering mainly 

classified as agglomerative hierarchical clustering, starts 

with single elements in distinct patterns and merges it until 

the stopping criterion reached. The cluster divisive 

hierarchical clustering starts with considering complete data 

set as single cluster and splitting it into clusters. Along with 

the distance function the linkage criterion is also an 

important factor in hierarchical clustering. Since, in this 

method cluster consist of multiple elements, so multiple 

elements are involved in computing distances. The most 

commonly used linkage criterions are single-linkage and 

complete-linkage. 

data set to be clustered 

 
Data points on leaf nodes 

Figure 2 Hierarchical tree structure of data set 

 

B) Partitional clustering 

 Partitional Clustering algorithms separate the 

pixels or data points into number of partitions. These 

partitions are referred as clusters. The partitional clustering 

organizes data into single partition instead of representing 

data into nested structure like hierarchical clustering. 

Partitional clustering is more useful for large data set in 

which it is difficult to represent data in tree structure. The 

partitional clustering is classified as square error clustering, 

Graph theoretic clustering, mixture resolving clustering and 

mode seeking clustering 
[1]

. 

A) Square error Clustering 

 In partitional clustering the data points are 

randomly initialize and assign it to the predefined number of 

clusters depend on similarity between data points and cluster 

center until convergence criterion has been reached. The 

most frequently used convergence criterion in partitional 

criterion is squared error algorithms. The main advantage of 

square error algorithms is that it works well with isolated 

and compact clusters 
[1]

. 
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B) Graph theoretic clustering 

 Graph Theoretic Clustering algorithm is divisive 

clustering algorithm. This algorithm first forms the minimal 

spanning tree (MST) for the given data. Then it obtained 

clusters by deleting edges of largest length from the minimal 

spanning tree structure 
[1]

. 

 

C)  Mixture-Resolving Clustering 

 Clustering can be understood by studying density 

distribution functions. In the mixture resolving algorithm the 

parametric distribution function like Gaussian distribution 

are used and the vectors of component density are form. 

These vectors are grouped together iteratively based on 

maximum likelihood estimation to form the clusters 
[1]

. 

D)  Mode-Seeking Clustering 

 In non-parametric technique the algorithms are 

developed inspired by the Parzen window approach. It 

forms clusters by creating bins with large counts in 

multidimensional histogram of the input mixture patterns. 

This approach considered as mode seeking approach 
[1]

.    

C) Clustering algorithms 

 Based on the above methods there are number of 

clustering algorithm available. The clustering algorithms 

included in this paper are k-means clustering, N-cut 

clustering, Mean shift clustering etc  

A) k-means Clustering Algorithm 

 k-means is commonly used simplest algorithm 

which employs the square error criterion. In this algorithm 

the number of partitions is initially defined. The cluster 

centers are randomly initialized for predefined number of 

clusters. Each data point is then assigned to one of the 

nearest cluster. The cluster centers are then re-estimated 

which and new centroid is calculated. This process is 

repeated until the convergence has been reached or until no 

significant change occurs in cluster center 
[3]

. k-means is 

easy to implement and its time complexity is less. But the 

output of k-means algorithm depends on selection of 

predefined clusters. If the initial number of clusters is not 

properly chosen then the output of algorithm may converge 

to false cluster locations and completely different clustering 

result 
[1] [7]

. 

B) N-cut Clustering Algorithm 

 N-cut method is a hierarchical divisive clustering 

process that represents the clusters in the tree structure form. 

This method organizes the nodes of tree into groups or 

cluster, such that the similarity between nodes in one cluster 

is high and similarity between the group is low. The output 

of this method results in more than two clusters, so this 

method is useful for the application where the data should 

be required to cluster into multiple clusters. In each step the 

subgraph with maximum number of nodes is further divided 

into clusters until stopping criterion has been reached
 [3]

.  

C) Mean Shift Clustering Algorithm 

 The Mean Shift algorithm clusters the given data 

set by associating each point with a peak of the data set’s 

probability density. For each point, Mean Shift computes its 

associated peak by defining a spherical window of radius ‘r’ 

at the data point and then compute the mean of the points 

that lie within the window. The algorithm then shifts the 

window to the mean and repeats until convergence, i.e., 

until the shift is less than the threshold. After every iteration 

the window will shift to a more densely populated portion of 

the data set until a peak is reached, where the data is equally 

distributed in the window 
[9]

.  

III. CONCLUSION 

In this paper various techniques and parameter are 

discussed for clustering methods. The shortcoming of k-

means clustering algorithm to find optimal k value and 

initial centroid for each cluster is discussed and validity of 

N-cut algorithm, mean shift algorithm and M-step algorithm 

is discussed for overcoming the shortcoming of k-means 

algorithm. 
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