
The QoS BrokerKlara Nahrstedt and Jonathan M. Smith�Distributed Systems LaboratoryUniversity of Pennsylvania, Philadelphia, PA 19104-6389AbstractMany networked multimedia applications are delay-sensitive, and require services with guar-antees of resource availability and timeliness. For networks such as those based on AsynchronousTransfer Mode (ATM), these service requirements are speci�ed through Quality of Service (QoS)parameters. QoS guarantees are needed at multiple layers in an end-to-end protocol architec-ture. Delivering end-to-end QoS requires an architecture for resource management at the systemend-points (e.g., computer workstation hosts), as well as in the underlying network.We describe a model for an end-point entity called the QoS Broker. The broker orchestratesresources at the end-points, coordinating resource management across layer boundaries. As anintermediary, it hides implementation details from applications and per-layer resource managers.Services such as translation, admission and negotiation are used by the broker to properly con-�gure the system to application needs. Con�guration is achieved via QoS negotiation resultingin one or more connections through the communications system. The negotiation involves allcomponents of the communication system needed for the setup.An important property of the broker is its role as an active intermediary which insulates co-operating entities from operational details of other entities. The broker manages communicationamong the entities to create the desired system con�guration. It can be viewed as a softwareengineering technique for distributed multimedia system architectures.We have implemented an experimental prototype of a QoS Broker on IBM RISC System/6000hosts connected by an ATM LAN. This prototype was validated using a telerobotics application.This application has very strict timing constraints. It helped us to identify limitations of oursystem and requirements for system support, and serves as a testbed for our architecture.1 IntroductionGeneral multimedia communications systems (of which teleconferencing systems are a subset) re-quire an architecture in which the system elements, such as protocol stacks, devices and schedules,are con�gured and coordinated as a system. Since many such systems are delay-sensitive, servicesthat they employ must provide timing guarantees. The problem of providing real-time communica-tions between hosts is becoming better understood, but networked applications require a diversity�Research support for this work came from Bellcore (through Project DAWN), IBM, Hewlett-Packard, and fromthe Corporation for National Research Initiatives (CNRI), which is funded by the National Science Foundation andthe Defense Advanced Research Projects Agency under cooperative agreement # NCR-8919038.
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NetworkFigure 1: Organizational models for resource managementof resources, of which communication is only one. The other resources, such as processing capacity,must be managed in concert with networking to deliver guaranteed behavior to applications.In the design of a communication system for a teleoperation application which uses an ATMnetwork, we were faced with the problem of supporting applications which have strict timing require-ments, yet wish to isolate themselves from details of process scheduling or bandwidth allocation.A new architectural model was needed for specifying application requirements, and translatingthose requirements into negotiated resource allocations. This model, which we call the QoS Broker,results in a new way to structure multimedia systems.Before describing the QoS Broker, we examine some other structuring models (e.g., those shownin Figures 1a and 1b), to introduce ideas, and to point out their de�ciencies.1.1 Problem DescriptionOur experience with multimedia applications, as well as other interactive applications, has shownthat the module structure of the system is an important factor in its ease of programming, ex-tensibility, and eventual acceptance. This structuring is as much an aesthetic challenge as it is atechnical challenge, as the right balance between 
exibility and structuring is not always clear.Similar structuring problems have been addressed before. The UNIX termcap terminal interfacelibrary is worth examining as a case study. Previous to the use of termcap, speci�c terminal controlsequences (\escape sequences") were embedded in interactive applications in order to use featuresof advanced displays. Unfortunately, this led to considerable redundancy, non-standard terminalhandling code, and problems with portability. The termcap library and database provide a solution



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 3to this problem.When a terminal type is de�ned, say \vt100" for the DEC VT100 display terminal, an entry isde�ned in the termcap database, which is found in a well-known location, such as /etc/termcap.The current terminal type in use is set using the UNIX shell's environment variables, e.g., TERM=vt100.When the termcap library routines are invoked, the library routines (such as clear(), to clear thedisplay) use the terminal type information to generate the proper escape sequence. Thus, thedatabase and library serve to customize a general interactive application to a speci�c terminaltype. Using the termcap scheme allows an application to be written independent of the terminaltype. There is a limited capability to query the database for terminal features of interest to theapplication. A similar structure has been employed in the X Window System.This model can be viewed as providing an application interface using extensive information forcustomization to speci�c operating environments. Some characteristics of the networkedmultimediaenvironment are di�erent from terminal-handling and hence must be addressed by any proposedsolution:1. The network and operating system are ACTIVE (�rst class) resources, unlike a terminal whichis PASSIVE. The managed resources may signal changes of state, implying that communi-cation must be bidirectional. The information used for decision-making cannot be entirelycontained in a static database, although such databases can support event service.2. In addition to dynamics, the network and operating system are SHARED resources, unlikea terminal which is DEDICATED to a single user. Thus, in addition to managing a device,the management of other entities must take place. Delay-sensitive applications (as mostmultimedia applications are) must be protected from the dynamics induced by sharing.3. Finally, multiple devices must be managed, which adds considerable complexity. This stemsfrom the fact that each device has di�erent requirements and allowable tradeo�s, which maybe in con
ict for a given application. Management must model this complex system and devisea strategy which MUTUALLY satis�es device and other requirements to the satisfaction ofthe application.We have de�ned and implemented a prototype architecture which addresses these issues. Re-source orchestration plays a central role in the architecture. In a distributed environment, its



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 4functions include resource orchestration at individual hosts (the end-points of the distributed net-worked system), and resource orchestration among these hosts (e.g., at the network switches orintermediate network nodes).The QoS Broker, shown in its role as an intermediary entity (Figure 1c), orchestrates resources atthe hosts, and cooperates with network resource orchestration. It accomplishes this with resourcedatabases and a variety of di�erent services to achieve a balance (a \deal") among applicationrequirements and multimedia I/O devices, as well as network and operating system resources.We describe the QoS Broker concept in the next section, Section 2. Section 3 presents the brokerarchitecture, as well as protocols and services used by the broker. Section 4 gives an overview ofour implementation, the experimental setup of the telerobotics application, and limitations of theprototype broker stemming from the current implementation platform. Section 5 concludes thepaper, identifying some problems which must be solved for a comprehensive realization of a QoSbroker.1.2 Related WorkThe majority of work on QoS has focused on resource management in networks, where resources,such as bandwidth and bu�er space for queues, are allocated and controlled. This allocation andmanagement is in contrast to the dynamic sharing of resources achieved with TCP/IP. Networkresource management (when guarantees are required) uses an admission service to determine ifresources are available for a request, e.g., at the intermediate network switches. Such admissioncontrol mechanisms are presented in [11], [13]. Protocols for reservation (RSVP) [5] and adminis-tration (RCAP) [6] of network resources have been developed.Network resource management is performed, for example, in the protocol ST-II[9], intended formultimedia applications. An important component of resource management systems is translationof resource speci�cations between consecutive layers of the network protocol. For example, in [7] atranslation between ATM Adaptation Layer (AAL) and ATM resource description is presented.In order to support local multimedia services, management of system resources, such as theCPU and disks, is a necessary part of end-to-end design and requires real-time services [4]. Severalreal-time extensions of common operating systems have been introduced, e.g., for Mach, AIX,Solaris, and IRIX. One important goal of such extensions has been to improve support for `delaysensitive' multimedia applications.



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 5Some systems have partially orchestrated multiple elements. For example, the Lancaster sys-tem [8] orchestrates the behavior of the network components. The computer music system ofAnderson [14] orchestrates the relationships of users and devices. Schooler and Casner's system[12]orchestrates some parts of end-to-end communication.There has been little orchestration between the operating system (OS) and network resourcesand their management structure. There is even less orchestration among all three types of re-source (multimedia devices, OS resources, and network resources). Yet, as we have shown throughexperiments [1], the behaviors of these components are to a large degree interdependent in a net-worked multimedia system when examined from an application perspective. This suggests that theorchestration of these resources be integrated in a single entity for multimedia applications.2 QoS Broker ConceptTo provide applications with end-to-end guarantees, network resource management alone is notsu�cient. This is particularly true when end-points become more sophisticated, e.g., workstationswith rich device support, multiprocessing and multiple users. This suggests a need to balanceresources among application, network and OS at the end-points, and between end-points and thenetwork. We begin with a model for the communication components at the end-points, and specifythe role for resource management entity.2.1 End-Point Communication ModelOur end-point communication model, shown in Figure 2, includes two major communication com-ponents: an application subsystem and a transport subsystem. The application subsystem pro-vides functions such as: (1) multimedia call management, (2) I/O device management to movedata from/to multimedia devices, and (3) synchronizing the received media and its delivery tothe application. The transport subsystem provides connection management, error correction, rate(bandwidth) control and movement of data to and from the computer/network host interface. Theapplication subsystem is assumed to be embedded in a less-privileged OS user space protection do-main. For reasons of data security, resource scheduling, and access to network interface hardware,the transport subsystem is embedded in a more protected OS system space, as shown in Figure2. All three components work with resources through component-speci�c interfaces, and thus thefunctional and modular division involves some information-hiding as well.
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Figure 2: End-Point Communication Model with Layer and Resource Speci�cationThe application's resources are represented as I/O devices (local or remote) comprising theinterfaces to a multimedia system. This representation allows an analysis of the communications
ows through which the devices are coupled together and orchestrated. The resources are described(i.e., parameterized) through application QoS parameters. The parameters consist of media qualitydescriptions for the speci�c media characteristics of each device, such as sample size (e.g., height,width, and color speci�cation in a video stream), and the media sample rate and priority/criticality.The parameterization also includes an application-oriented speci�cation of the transmission char-acteristics requirements for end-to-end delivery (e.g., end-to-end delay bounds) and communicationtopology (e.g., peer-to-peer, peer-to-group) and any media relations among media (e.g., synchro-nization). The application QoS parameters are speci�ed for all involved devices, both input andoutput.The network resources are bandwidth, bu�er space for packet/cell queuing, and time slices. We�nd it convenient to specify the time slices by their side-e�ects on data, e.g., by the round-trip delayand interarrival delay (jitter), since the underlying network may have a variety of means to meetthese speci�cations. Network resources are speci�ed as network QoS parameters. The parametersare speci�ed in three domains of interest. In the �rst domain are basic parameters such as packetsize and packet rate. In the second, we have environment-sensitive parameters such as interarrivaldelay, round-trip delay and packet loss rates. The third domain of interest is the speci�cation ofthe overall communication requirements, using parameters such as packet ordering, communicationtopology, cost and priorities.The OS resources are processing times required for tasks, secondary storage, and memory bu�er



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 7requirements. The OS resources are needed at the application subsystem level and at the transportsubsystem level tasks to handle input/output of media and sending/receiving connections. All OSresources are parameterized through system parameters.All parameters are stored in pro�les (databases). Parameters are speci�ed in a form consistentwith their use (details are in [3]). For example, delay parameters are speci�ed as a range: <expectedvalue, worst value>. Jitter can be accommodated by specifying task processing times as a triple <best processing time, average processing time, worst acceptable processing time>. Hence, the taskprocessing time will be accepted if it is in the interval bounded by the pair of values <best value,worst value >.2.2 Role of the QoS Broker in a Communication SystemThe QoS Broker entity is an end-point resource manager which: (1) orchestrates resources, neededfor tasks in the application and transport subsystems, at the end-point, (2) negotiates with networkresource management, and (3) negotiates with the remote QoS Broker. To orchestrate resourcesand support the decision-making process (the brokerage process), the broker must have access to allpro�les. Conceptually, the pro�les could be used by the Broker to automate the choice of tradeo�spossible in a system. For example, the burstiness in the network could be accommodated by theoperating system with an elastic bu�er if the additional end-to-end delay resulting from insertingthe bu�er was acceptable based on the pro�les. Jitter bounds could be met, within acceptablebounds, by (1) �ner granularity clocking in the real-time OS; (2) tighter jitter bounds on thenetwork; or (3) careful schedule coordination by the real-time OS to ensure that process schedulingand packet arrival closely coincide. The pro�les de�ne the space in which decisions can be made,as well as preferences within that space.Hence, the QoS Broker is an additional component in the communication architecture (as shownin Figure 3), which prepares the communication system for guaranteed transmission of multimediastreams. The broker presumes that transmission tasks in both subsystems are parameterized andbehave according to the deal the broker negotiated. The negotiated deal is encoded in a QoS pro�le.
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Figure 5: QoS Broker Architecturebetween the buyer at one side and the seller at the remote side as shown in Figure 4. Further, thebroker has a QoS management entity which oversees the handling of pro�les at the end-point forI/O and outgoing and incoming connections. Returning to our end-point communication model ofFigure 2, the buyer and seller have two parts, an application part and a transport part. The appli-cation part orchestrates resources in the user space, such as interactions between processes requiredby the multimedia devices and applications structure. The transport part manages resources sharedby lower layers of protocol stacks. The cooperation between the application and transport partsis done through layer-to-layer communication in the broker protocol. Resource synchronization isdone through the system parameter database. Interaction between the transport part of the brokerand network resource management ensures global orchestration.In each mode, the communication between the remote brokers draws on other specialized services(e.g., admission) and protocols (e.g., negotiation). Figure 6, which is necessarily a bit \busy", givesa more detailed illustration of communication (i.e., the process shown in Figure 4) between thebroker entities and the underlying network in the context of our end-point model in sender-initiatedbrokerage mode.In the next few subsections we detail protocols used by the broker-buyer and broker-seller, andbrie
y describe some new services. More detailed discussion of the services can be found in [3].3.1 QoS Broker ProtocolSince it crosses layer boundaries, the broker protocol incorporates several types of communication:layer-to-layer, layer-to-OS, peer-to-peer, peer-to-group, and group-to-peer communication. Commu-
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Switch, e.g., for ATM Network Figure 6: QoS Broker Communication inside and between End-Points (ATM example)nication types are performed by di�erent services. For example, layer-to-layer communication suchas the human-to-application communication is supported by the tuning service, described furtherbelow. The application-to-transport communication is provided by the QoS translator. Peer-to-peer, peer-to-group and group-to-peer communication setup resource requirements are distributedby the negotiation service among the remote sites. For instance, the negotiation of applicationQoS provides communication among the distributed end-point application entities with respect totheir application QoS. Likewise, the negotiation of network QoS employs communication amongthe distributed end-point transport entities. The layer-to-OS communication uses an admissionservice for the decision-making process for OS resources required of the particular layer.Signaling among protocol services results in one of three responses: `accept' when expectedresources can be reserved on the way to the remote side and allocated on the return, `reject'when required resources cannot be provided or the broker-buyer signals timeout because somethinghappened in the network (e.g., the QoS/reservation request is spliced into an existing multicasttree and may never reach the seller { this case is handled as if no network resources were available),and `modify' when resource requirements must be relaxed, but are still within bounds.
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Figure 7: QoS Broker Protocol - Buyer3.1.1 QoS Broker Protocol - BuyerThe broker-buyer protocol (for which a state diagram is given in Figure 7) is initiated by the inputof application QoS requirements.The input of application QoS requirements can be performed either by the tuning service whenaudio/visual services are speci�ed, or by textual input. The tuning service interactively aids theuser in selecting QoS characteristics by e.g., viewing a test video with image rate, image height,image width, color, etc. speci�ed through manipulation of a slider (audio might use a test soundpassage with speci�ed amplitude, etc.).An example graphical user interface (GUI) is shown in Figure 8. This diagram illustrates avideo stream being displayed and a set of \sliders" which control the quality of the video display byadjusting the playback parameters such as frame rate and picture size. The positions of the slidersencode selections of application QoS which result in the required user QoS. The user selections(e.g., image height, image color) are in this fashion translated into application QoS parameterssuch as frame size, frame rate and others. For instance, the image height, width, and color (256colors can be encoded in 8 bits/pixel, etc.) in
uence the frame size as follows: frame size =width (pixels) � height (pixels) � color resolution (bits=pixel) if the image is not compressed.The translation between user QoS and application QoS is non-trivial and it is still an open
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geFigure 8: Graphical User Interfaceresearch issue, largely because the perceptual issues are not completely understood. We expectthat future research will focus on the interplay between Computer-Human Interface (CHI) researchand the support mechanisms for multimedia display and interaction. The GUI-based tuning serviceprototype, while simpli�ed relative to the requirements of a full-scale system, allows us to focus ourenergy on the system architecture, and in particular the broker concept discussed in this paper.The application QoS requirements are mapped into resource requirements for the local OS.The broker negotiates with the OS, using an admission service implemented at the applicationlevel. The OS is assumed to have real-time capabilities such as real-time priorities, �ne granularitytimers, and locking mechanisms for speci�ed memory bu�ers. Without these real-time capabilities,a prediction of a deterministic behavior during the negotiation is impossible to achieve. As wediscuss below in Section 4.3.1, such guarantees are di�cult even where some facilities are availablefrom the operating system.The admission service currently assumes that application protocol task processing times andbu�er space requirements are known a priori, and available in the system parameter pro�le beforeadmissions decisions are made. Admission service at the application level performs two tests againsttemporal resources: (1) a local schedulability test 1 to see if the tasks can manage I/O from mediadevices within the required time bounds; (2) an end-to-end delay test to see if tasks can meet thespeci�ed end-to-end delay upper bound.1Schedulability tests should be part of OS resource management. In current OS this function is inadequate. Fornow, it is part of the admission service in the broker. Details of the schedulability tests for periodic multimediastreams in a workstation environment can be found in [3].



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 14Once local resources are reserved, then negotiation at the application level with the remotebroker-seller occurs. We separate this negotiation from the negotiation of network QoS for twomain reasons: (1) holding network resources is expensive, and (2) network resources are shared.The negotiation at the application level concerns the seller's ability to accommodate the requestedmultimedia characteristics; this depends on the seller having available appropriate I/O devices,processing capacity and storage space. Until this is determined, appropriate bandwidth allocationcannot be made. Furthermore, this negotiation can also be used to exchange additional applicationinformation, for example, participant identity veri�cation in closed conferences, or an image ofa robot work space to prepare for teleoperation. Application QoS and other application speci�cinformation can be exchanged several times over non-real time connections before any request forguaranteed network resources is made.If the answer is `accept', or `modify', the broker-buyer in the application subsystem initiatesthe request for network QoSs and their resource reservation/allocation, which correspond to themultimedia application QoS. This results in several steps, which the broker-buyer in the transportsubsystem must perform:First, the application QoS requirements are translated into network QoS requirements usingthe QoS translator. As we pointed out in the introduction, translation between application QoSand network QoS is bidirectional. The translation is done in one or more steps, depending on thenumber of media which need to be transported with di�erent network QoS. The application QoSpro�le (introduced in Section 2.1) includes the entire multimedia networked application description(input and output), hence the translator must choose input medium by medium and map it intooutgoing transport connections with appropriate network QoS parameters. The broker stores thenetwork QoS parameters in the network QoS pro�le. Translation includes mapping (1) betweenone medium and one connection, which means that all samples of the medium are transportedthrough the speci�ed connection; (2) between two or more media of the same quality and oneconnection, which means that the media share one common network connection; (3) between onemedium and two or more connections, which means that the medium has samples of di�erentimportance, which are mapped onto di�erent connection (e.g., MPEG compression creates videomedium with I-frames, which are the most important and have di�erent media quality than lessimportant P-frames and B-frames). As with the other translations, this is a di�cult problem inthe most general case, as the tra�c is not guaranteed to be smooth. Our use of uncompressed
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IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 16the network QoS parameters to spatial and temporal resources needed by the transport tasks. Thistranslation includes mapping from the <packet priority, packet loss rate> pair to the task prioritywhich handles the priority queue, dependencies between packet size and task duration, and the <end-to-end delay, packet rate, packet size > triple and task period. Further, the admission serviceat the transport level tests both the network resources such as end-to-end delay and bandwidth,and schedulability for all end-point resources. They must be jointly managed because they shareresources such as the processor.Third, if the admission at the host is successful, negotiation of per connection network QoSparameters is initiated by the broker. This negotiation relies on: (1) translation between networkQoS in terms of transport packets and underlying units such as ATM cells, and (2) network resourcemanagement in the network.Finally, the broker waits for the replies from the network resource management and broker-seller's transport level. These responses are translated back to the application QoS, so that theuser understands which media at what quality will be transmitted.3.1.2 QoS Broker Protocol - SellerThe broker-seller's protocol is similar to the broker-buyer's protocol. The di�erences are in theorder of using the services:First, the broker-seller waits for the negotiation request from the remote broker-buyer beforeperforming admission. The negotiation request contains the sending application's QoS input pa-rameters. The broker-seller compares these parameters against its own application QoS outputparameters. If they match, the admission service in the application subsystem is invoked. Theadmission answer is sent as a negotiation response.Second, after positive negotiation of application QoS, the broker-seller waits for network sig-naling in the transport subsystem (no translation or global admission is necessary at this point)until the network management signals the broker-seller on behalf of the broker-buyer about theavailability of network resources.Third, a signal from the network resource management initiates the global admission servicein the transport subsystem part of the broker-seller. The answer from this admission service issent back to the network resource management as well as to the application part of the broker-seller, using reverse translation (from network QoS to application QoS parameters) in order to



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 17allocate/relax/free the application resources, depending on the availability of resources.3.2 Dynamic Change of StateIn our system, we view the communication between entities managed by the QoS Broker (OSscheduling, network bandwidth allocation, etc.) as logically component-to-component. Here,component-to-component does not refer to layering, but rather to the ability to mutually signal achange of state. For the QoS Broker, as an example, consider the situation where the user requestsa change in presentation (e.g., a larger video window). This change in presentation propagatesto the application, which will require, at the least, more memory and more processing cycles tomanage the larger bitmap. These changes are then propagated to the OS scheduler, which mustallocate more of each CPU quantum to the process (if possible), and to the network, which mustallocate more communications bandwidth if the video source is remote. As the locus for negotiationand management of system resources, the QoS Broker interprets the requirements as they crossboundaries, and facilitates the negotiation process.Now, as it is less familiar, and a bit trickier, let us consider renegotiation when it is triggered ata point other than a user process. Consider, for example, an application which supports a windowof live video, which is delivered through a network with intelligent call setup, e.g., a switched ATMLAN. As the network becomes overloaded, it becomes increasingly di�cult to support connectionswith limited statistical multiplexing potential, such as those with hard bandwidth allocations.Thus, it would be desirable for the network to request a reduction in the guaranteed bandwidthprovided to an application.This would be done in the following manner. The port controller associated with the appli-cation's ATM virtual circuit would send a message to the host networking subsystem (typicallyembedded in the operating system). This message would signal the QoS Broker that a renego-tiation has become necessary, and the Broker initiates communication with the necessary systemcomponents. While the details will vary depending on the programming environment, an easy toimagine scenario is one using the UNIX signal() facility to initiate exception-handling by theapplication, which would note that a broker-initiated renegotiation was to be undertaken and achange of application QoS had to be performed. Further, this change would trigger a change ofuser QoS which implies that either a bidirectional mapping between application QoS and user QoSexists, or a range of application QoS parameters exists which satis�es the user-speci�ed QoS.



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 18In systems where interrupting the application would be undesirable, other mechanisms couldbe used (e.g., application-polled message queues), or the Broker could be programmed to seeksolutions without interrupting the application, e.g., employing a more aggressive data compressionscheme, or automatically resizing the video window. Thus, the bidirectional capability of the QoSBroker can be exploited for high overall system performance.3.3 The QoS Broker in a Group Brokerage SituationThe QoS Broker can also work in a group brokerage situation if the application requests a peer-to-group communication in the sender-initiated mode or group-to-peer communication in the receiver-initiated mode. The type of group communication is speci�ed in a media quality parameter {communication topology, and translated into tra�c characteristics of network QoS parameters.3.3.1 Peer-to-Group CommunicationThe application speci�es in the input application QoS parameters the communication topologyas the peer-to-group communication type. Further, it provides information for addresses such asfrom whom the brokerage request is, to whom the request should be sent (the group address),and response addresses to get the result of the brokerage from the network and the sellers. Thebroker-buyer at the transport level maps these addresses to network addresses (e.g., VCI) andwaits for responses at these addresses from the network and the group of sellers. The next stepof the broker-buyer is to multicast the network QoS parameters to the group. Here, the brokerrelies on the multicast capabilities of the network protocols, i.e., the broker itself does not havemulticast capability, nor do the end-point transmission protocols at the end-point (note that IPmulticast may allow a rethinking of this assumption). The sellers at di�erent remote sites proceedaccording to the broker-seller protocol and send their brokerage replies over the speci�ed responseaddress. The broker-buyer in the peer-to-group situation analyzes the received QoS parametersand chooses the highest quality the network and any of the receivers can support. It then respondsto the group with QoS parameters it will send to the group. At this point, the sellers who can'tservice the speci�ed quality must adjust their own capabilities at the network interface. If, forexample, 10 frames/second video will arrive at the remote end-point, but the end-point can sup-port only 5 frames/second, then the receiving protocol will drop every other frame and provideonly 5 frames/second to the application. The broker-seller needs to adjust all resources to this
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Figure 10: Distribution of Negotiation Messages in Group Brokerage Situationspeci�cation. Hence, it is the responsibility of the receiver to adjust to the quality it can handle.The negotiation paths in this situation are shown in Figure 10.The advantage of the negotiation with every seller is that each seller can report to the buyer itsown deal and the broker-buyer can make a better decision on what kind of quality and guaranteescan be supported. Remember, the broker wants to negotiate end-to-end guarantees. The disadvan-tage is that the number of connections for negotiations increases proportionally with the numberof the group, if for every negotiation two unidirectional connections are used. However, there aremany possible optimizations to decrease the connection space. For example, one possibility wouldbe to provide group reporting channels in the network which could be setup during the multicastingof the �rst negotiation message from the broker-buyer. Sites could share these for negotiation andrenegotiation.3.3.2 Group-to-Peer CommunicationThe application speci�es in the output application QoS parameters the communication topologyas group-to-peer communication type, which means that the application would like to receivemultimedia streams from multiple remote sites (e.g., receive and display several TV programs inseparate windows on the screen). The application needs to specify to the broker-buyer informationfor addresses such as from whom the brokerage request is, to whom the request should be (groupaddress), and response addresses. The speci�cation is essentially the same as in peer-to-groupcommunication. Similarly, the distribution of negotiation messages can be done as in Figure 10.The di�erence is in the decision making process when the responses arrive. In this case, the broker-



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 20buyer needs to plan to allocate resources for several incoming connections according to the di�erentQoS parameters from the broker-sellers.3.4 QoS Broker and Underlying Network Resource ManagementAs described above, the QoS Broker is an end-point resource management entity based on QoS spec-i�cation which helps to negotiate QoS parameters at application and transport level, and admitand reserve/allocate end-point resources. We assumed there is adequate network resource man-agement, with network admission and reservation support at intermediate nodes to make a globaldecision about end-to-end guarantees. We provide some examples of existing network protocolsand reservation schemes which could be used as the underlying support for QoS Broker.If the buyer is in sender-initiated brokerage mode, then the underlying reservation and QoSsupporting establishment protocol must be sender-oriented. It means that the network reservationprotocol starts to test for admission and reserve network resources from the sender, along the pathto the the receiver end-point(s). When the negotiation response from the seller(s) comes into thenetwork, the network compares what kind of resources the end-point can support and it allocatesreserved resource, relaxes or releases the resources. Many elements of such a network reservationestablishment protocol are implemented in the Tenet Real-Time Channel Administration Protocol(RCAP) [6].If the buyer is in receiver-initiated brokerage mode, then it relies on a receiver-oriented admissionand reservation scheme. The resources are tested for admission and reserved on the path from thereceiver to the sender and allocated, relaxed, or released on the way from the sender to the receiver.Some elements of such a network reservation establishment protocol can be found in the design ofthe Resource Reservation Protocol (RSVP) [5].4 QoS Broker ImplementationWe have implemented an experimental prototype of the broker. This gave us an initial testbed forour ideas and allows re�nement after testing with our applications.4.1 Implementation of QoS BrokerThe �rst version of the broker, as well as our experimental application and transport protocolstack above the ATM device driver, is implemented as user processes using procedure interfaces as



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 21Name FunctionTuneAppQoS Communicates Application QoS between User and Application LayersSetAppQoS Sets Application QoS Parameters in Application QoS Pro�leGetAppQoS Retrieves Application QoS Parameters from Application QoS Pro�leSetAppTaskParam Sets individual parameters for Application Task in System Parameter Pro�leGetAppTaskParam Retrieves Task Parameters from System Parameter Pro�leSetAppSysParam Sets System Parameter Description of Application in System Parameter Pro�leGetAppSysParam Retrieves System Description of Application from System Parameter Pro�leAdmitAppQoS Admits Application QoS ParametersNegotiateAppQoS Negotiates Application QoS between Application Sender and ReceiverQoSTranslator Communicates between Application and Transport LayersTable 1: Service Procedures used by the QoS Broker Entitystubs. Table 1 shows the application services and the QoS translator procedures used by theQoS Broker. The set of service procedures for the broker's transport part (e.g., SetNetQoS,admitNetQoS, NegotiateNetQoS) is equivalent to the set of the application service procedures(SetAppQoS, admitAppQoS, NegotiateAppQoS) shown in Table 1 above. The services such asadmission, negotiation, and translation, which the QoS Broker uses, form a service kernel [3].The transport protocol and the transport portion of the broker will be kernel-resident in our nextimplementation.In the current implementation the broker's Application Programmer Interface (API) interface is:QoSBroker(QoS parameters, Additional parameters, Notification, Side, Direction)The �ve brokerage parameters have the following roles:� QoS parametersThe QoS parameters �eld represents either input or output application QoS parameters.The QoS parameters are stored in pro�les, hence the QoS parameter �eld includes the �ledescriptor of the application pro�le.� Additional parametersAdditional parameters include additional application-speci�c request/response information(non-QoS parameters) which are exchanged among the remote sites, for example, conferenceparticipants images in a closed conference for identity veri�cation, or an image of a work



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 22space in the case of teleoperation.� Noti�cationNotification includes the response about the QoS parameters acceptance. The parameterscan be: accept, modify or reject.� SideSide speci�es if the buyer (BUYER) or the seller (SELLER) should be invoked, i.e., the rolein the brokerage protocol.� DirectionDirection speci�es to the QoS Broker if the sender (SENDER) or the receiver (RECEIVER)should be invoked.If the direction is SENDER, and side is BUYER, input application QoS parameters areentered from the application to the QoS Broker - Buyer, the buyer protocol starts and thereturned value is accepted, modi�ed or rejected input application QoS parameters.If the direction is SENDER and the side parameter is SELLER, it means that the inputapplication QoS parameters were passed to the broker, but the seller waits for contact fromthe buyer about the output application QoS parameters. The returned value is accepted,modi�ed or rejected input application QoS parameters.If the direction is RECEIVER, and side is SELLER, output application QoS are passedto the broker, and the seller waits for contact from the buyer according to the broker-sellerprotocol. Returned values are accepted, modi�ed, or rejected output QoS values.If the direction is RECEIVER and side is BUYER, the output application QoS are passedand the buyer protocol starts working with output application QoS parameters. The returnedvalues are accepted, modi�ed or rejected output application QoS parameters.The negotiation protocol of application QoS parameters is split from the negotiation of networkQoS - a network control connection is used by the broker for negotiation of application QoS; fornegotiation of network QoS parameters another control connection is used. This entire interactionrequires only a few milliseconds in our current system.
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 High-Speed ATM NetworkFigure 11: Telerobotics System Con�gurationThe current broker requires a preprocessing phase. This means that the set of tasks, neededin the application and transport subsystem protocol stack, and their processing times have to be�lled into the system parameter pro�le during the installation phase of the protocol stack. This isnot an optimal implementation solution, but current operating systems do not support guaranteedservices, especially, they do not provide resolution of scheduling con
icts based on QoS. Hence, theapplication cannot explicitly control the CPU and it is not possible to predict and constrain howmuch of the processor will be allocated to application and transport protocol tasks.4.2 Experimental Setup for a Telerobotics ApplicationWe verify our prototype of the QoS Broker with a teleoperation application. Our teleoperationapplication involves remote control of a robot (telerobotics). Telerobotics/teleoperation applicationis non-trivial and has challenges distinct from teleconferencing. Our test con�guration is shown inFigure 11. Teleoperation allows a remote operator to exert force or to impart motion to a slavemanipulator. The operator experiences the force and resulting motion of the slave manipulator,known as \kinesthetic feedback". An operator is also provided with visual feedback and possiblyaudio feedback as well.The media, tactile and sensory data, audio and video, have greatly di�ering network QoS param-eter requirements. For example, the sensory data has high reliability requirements (1 packet/minutecan be lost, and no two consecutive packets can be lost), and strict constraints on end-to-end delay(20ms), but relatively low throughput demands (1 sample is 64 bytes and the sample rate is 50 sam-



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 24ples/sec). On the other hand, the video data have looser delay (200ms) and reliability requirements,but relatively high throughput requirements, even with compression. This application has dynamicchanges in its requirements over its execution because the physical information changes, the robotarms are mobile, they may obscure a camera while moving. Changes in physical information mayresult in renegotiation of requirements among remote sites. The complex and dynamic requirementsof the telerobotics application provide an ideal `real-world' setting to test the brokerage concept.The network solution employs point-to-point links to a high-speed ATM switch in an ATMLAN. The end-point workstations use a high-speed transmit/receive chipset from Hewlett-Packard,called the HDMP-1000, but more colloquially the G-link to refer its gigabit/second capability.Laser-equipped, it is fully capable of over 1 gigabit/second throughput, but we use it without lasersover 50 ft. of twisted pair, where it is successfully operating at 155 Mbit/second, the speed of anOC-3c SONET link. The G-link chip provides the model of a virtual ribbon cable using a high-speed serial link. This virtual ribbon cable serves to connect two ATM host interfaces, which sendand receive ATM cells for their respective workstation hosts.The broker, and other communication software and hardware support for video, audio and ATMhost interface are implemented on IBM RISC System/6000 workstations using the AIX operatingsystem. Robot sensory data are obtained from a SUN-4 with an SBus-to-MCA bus interconnectioncard at the slave side. On the master side a real-time processor (called \JIFFE") and a dedicatedIBM PC provide robot control. Another bus connector card connects the JIFFE processor withthe IBM RS/6000 workstation.The objective of the broker research and resource orchestration at the end-points at this stageis to study (1) the provision of strict guarantees, and (2) dynamics of the telerobotics applicationrequirements (removal/addition/change in quality of media/connections). This requires an estab-lishment of customized connections, using the broker and its services, and the dynamic managementof resources invoked due to QoS requirements from the user.4.3 Implementation Choices for our Experimental SetupRunning a speci�c application above the QoS Broker, several selections have been made with respectto the QoS Broker. First, the QoS Broker for the teleoperation application uses the sender-initiatedbrokerage mode for sending data from master to slave and receiver-initiated brokerage mode forreceiving data from slave to master because of the application behavior. Second, the additional



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 25information in the QoS Broker is speci�ed to serve the telerobotics application, i.e., in additionto the exchange of application QoS parameters, the operator sends a request to the robot to geta video image because the operator wants to view the working environment of the robot beforereal-time transmission starts. The robot sends the requested image in the response message of thenegotiation. Our detailed application QoS negotiation in a robotics environment is described in [2].Third, currently no group brokerage is supported because we do not have the group setup for thetelerobotics application (although controlling a group of robots would be interesting).4.3.1 Implementation Restrictions induced by the AIX Operating SystemOur preliminary measurements [1] and analysis with the AIX OS, using video and robotics data,showed that using the so-called `real-time' priorities are not su�cient to control protocol task be-havior when used for implementation of rate-monotone or deadline-based scheduling, unless severerestrictions are made. These include (1) having only one user, (2) one multimedia applicationrunning on the RS/6000, (3) implementation of application/transport protocols in a single userprocess with real-time priority, and (4) rate-monotone and deadline based scheduling is done bythe protocol stack. Only with these restrictions satis�ed can rate-monotonic scheduling be mappedinto the real-time priority scheme of AIX to provide (approximate) predictability for guaranteedservices.While our research objectives, outlined in section 4.2, are not jeopardized by the restrictions,for more general purpose uses, the broker and guarantees will require far better support from theOS.4.3.2 Implementation Restrictions induced by our ATM LAN NetworkThe broker does not yet rely on network resource management in the ATM layer, as this mechanismis not implemented in the host interface or in the ATM switch. For the lightly loaded ATM LAN inour experimental environment, the network resources are always available and successfully allocated.Therefore the response from the ATM LAN to the broker is assumed to be `accept'. This trivializedthe network management, but let us test the broker's distributed end-to-end entities (buyer/seller)to (1) orchestrate the local buyer resources, (2) orchestrate the remote seller resources, and (3)coordinate between them. The admission service in the transport subsystem does partial control ofnetwork resources, for example, available bandwidth in terms of transport packets not ATM cells,



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 26Robotics Data Video DataEnd-to-End Delay 2 ms 80 msProtocol Overhead Send: 0.4 ms Send: 6.9 msRTAP/RTNP together Receive: 1.1 ms Receive: 68.9 msError Rate 0.06 % Quality Degradedover Time with noRecovery PossibilityTransmission Interval 20 ms 1 secondTable 2: Preliminary Results of Robotics and Video Data Transmission using QoS Brokerend-to-end delay, bu�er space for queues to schedule the packets over ATM host interface VCIs.The other limitation is the absence of a practical way to experiment with the broker using otherLANs. If using other LANs such as a Token Ring, the end-to-end links are shared links. In thiscase, the MAC layer needs to be included in resource reservation and allocation, which is di�cult.4.3.3 Preliminary ResultsWe ran two distinct tests to establish customized connections for robotics data and video datausing the QoS Broker, and to transmit them according to a `deal' negotiated by the broker usingour Real-Time Application Protocol (RTAP) at the application subsystem and Real-Time NetworkProtocol (RTNP) at the transport subsystem. RTAP and RTNP include parameterized protocoltasks for data movement, synchronization, forward error correction, and control.In the �rst test, the broker got the robotics application QoS speci�cation (sample size 64bytes, sample rate 50 samples/second, loss rate 1 sample/minute, end-to-end delay bound 20 ms),performed admission, translation and negotiation, and stored the possible resources (parameters)in the corresponding pro�les (application QoS pro�le/network QoS pro�le). Then RTAP/RTNPstarted to send/receive robotics data over the speci�ed connection according to the parametersthey retrieved from the corresponding pro�les.In the second test, the same activity as in the �rst test was performed for video data (samplesize 48000 bytes = 240 � 200 pixels/frame, sample rate 1 frame/second, loss rate 1 frame/minute,end-to-end delay upper bound 200 ms). The results are shown in Table 2 and they represent theaverage values.



IEEE Multimedia Magazine, Spring 1995 2(1), pp. 53-67 275 ConclusionThe QoS Broker is a new end-point design for resource orchestration, drawing on successful modelsin human a�airs. The design provides a specialized manager to establish resource guarantees, usingdetailed databases and negotiation among managers of required resources. We have by no meanscompletely worked out the details of bidirectional QoS translation, admission tests and negotiationamong system elements, but expect to incorporate e�ective solutions as they are discovered. Themajor contribution we have made is to organize these translations, admission tests and negotiationsinto a system architecture which we believe provides signi�cant advantages over existing architec-tures for managing QoS. We have validated the architecture by building an experimental prototype,which has served both to help us select appropriate techniques as well as identify limitations inexisting systems.Treating the system components (e.g., the end-stations and the network infrastructure) as peershas implications which may prove useful in many future systems. While we used telerobotics as adriving application both in our work and in the discussion in this paper, the QoS Brokerage ideaseems to have wide application. One example is computer modems, where the line quality maybe a dynamic, requiring signaling of bandwidth capacity to an application as the line improves ordegrades. A second example is using one or more idle workstations to support an application; whenthe workstation owner begins typing at the system console, the allocation of system resources mayhave to change dramatically. Finally, consider ATM over wireless media. It is advantageous to usethe same software model for both wired and wireless media above the ATM layer. But in this case,the link quality may change as the mobile application element moves from an indoor wireless LANto wireless microcells, and on to ATM over cellular. In each of these three examples, the resourcemanagement concept of the broker allows the application and the system components to cooperatein support of the user.The QoS Broker concept is general enough to be useful across many implementation technolo-gies. It can incorporate, for example, the integrated layering approach in the control-managementplane, proposed by Clark, et al. [10]. Further, the broker has interaction mechanisms in it to make`contracts' with an OS as well as with network resource management. When operating systemsand network subsystems for which contract protocols exist are available, the broker uses them. Weexpect this availability to become more common as multimedia manipulation and other advanced
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