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Keynote Lecture 1 
 

On the Distinguished Role of the Mittag‐Leffler and Wright Functions in Fractional Calculus 
 

 
 

Professor Francesco Mainardi 
Department of Physics, University of Bologna, and INFN 

Via Irnerio 46, I‐40126 Bologna, Italy 
E‐mail: francesco.mainardi@bo.infn.it.it 

 
Abstract: Fractional calculus, in allowing integrals and derivatives of any positive real order (the 
term  "fractional"  is  kept  only  for  historical  reasons),  can  be  considered  a  branch  of 
mathematical analysis which deals with integro‐di erential equations where the integrals are of 
convolution  type and exhibit  (weakly singular) kernels of power‐law  type. As a matter of  fact 
fractional calculus can be considered a laboratory for special functions and integral transforms. 
Indeed many problems dealt with fractional calculus can be solved by using Laplace and Fourier 
transforms and  lead  to analytical solutions expressed  in  terms of  transcendental  functions of 
Mittag‐Leffler and Wright type. In this plenary lecture we discuss some interesting problems in 
order to single out the role of these functions. The problems include anomalous relaxation and 
diffusion and also intermediate phenomena. 
  
Brief Biography of the Speaker: For a full biography, list of references on author's papers and 
books see: 
Home Page: http://www.fracalmo.org/mainardi/index.htm 
and http://scholar.google.com/citations?user=UYxWyEEAAAAJ&hl=en&oi=ao 
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Keynote Lecture 2 
 

Latest Advances in Neuroinformatics and Fuzzy Systems 
 

 
 

Yingxu Wang, PhD, Prof., PEng, FWIF, FICIC, SMIEEE, SMACM 
President, International Institute of Cognitive Informatics and Cognitive 

Computing (ICIC) 
Director, Laboratory for Cognitive Informatics and Cognitive Computing 

Dept. of Electrical and Computer Engineering 
Schulich School of Engineering 

University of Calgary 
2500 University Drive NW, 

Calgary, Alberta, Canada T2N 1N4 
E‐mail: yingxu@ucalgary.ca 

 
Abstract:  Investigations  into  the  neurophysiological  foundations  of  neural  networks  in 
neuroinformatics [Wang, 2013] have  led to a set of rigorous mathematical models of neurons 
and neural networks in the brain using contemporary denotational mathematics [Wang, 2008, 
2012]. A theory of neuroinformatics is recently developed for explaining the roles of neurons in 
internal  information  representation,  transmission, and manipulation  [Wang & Fariello, 2012]. 
The formal neural models reveal the differences of structures and functions of the association, 
sensory and motor neurons. The pulse frequency modulation (PFM) theory of neural networks 
[Wang  &  Fariello,  2012]  is  established  for  rigorously  analyzing  the  neurosignal  systems  in 
complex neural networks. It is noteworthy that the Hopfield model of artificial neural networks 
[Hopfield, 1982]  is merely a prototype closer  to  the sensory neurons,  though  the majority of 
human  neurons  are  association  neurons  that  function  significantly  different  as  the  sensory 
neurons.  It  is  found  that neural networks  can be  formally modeled  and manipulated by  the 
neural circuit theory [Wang, 2013]. Based on it, the basic structures of neural networks such as 
the  serial,  convergence,  divergence,  parallel,  feedback  circuits  can  be  rigorously  analyzed. 
Complex neural clusters for memory and internal knowledge representation can be deduced by 
compositions of the basic structures. 
Fuzzy  inferences  and  fuzzy  semantics  for  human  and  machine  reasoning  in  fuzzy  systems 
[Zadeh,  1965,  2008],  cognitive  computers  [Wang,  2009,  2012],  and  cognitive  robots  [Wang, 
2010] are a frontier of cognitive informatics and computational intelligence. Fuzzy inference is 
rigorously modeled in inference algebra [Wang, 2011], which recognizes that humans and fuzzy 
cognitive systems are not reasoning on the basis of probability of causations rather than formal 
algebraic rules. Therefore, a set of fundamental fuzzy operators, such as those of fuzzy causality 
as well as  fuzzy deductive,  inductive, abductive, and analogy  rules,  is  formally elicited. Fuzzy 
semantics  is quantitatively modeled  in  semantic  algebra  [Wang, 2013], which  formalizes  the 
qualitative  semantics  of  natural  languages  in  the  categories  of  nouns,  verbs,  and modifiers 
(adjectives and adverbs). Fuzzy semantics  formalizes nouns by concept algebra  [Wang, 2010], 
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verbs  by  behavioral  process  algebra  [Wang,  2002,  2007],  and modifiers  by  fuzzy  semantic 
algebra  [Wang,  2013].  A  wide  range  of  applications  of  fuzzy  inference,  fuzzy  semantics, 
neuroinformatics,  and  denotational  mathematics  have  been  implemented  in  cognitive 
computing,  computational  intelligence,  fuzzy  systems,  cognitive  robotics,  neural  networks, 
neurocomputing, cognitive learning systems, and artificial intelligence. 
  
Brief  Biography  of  the  Speaker:  Yingxu  Wang  is  professor  of  cognitive  informatics  and 
denotational mathematics,  President  of  International  Institute  of  Cognitive  Informatics  and 
Cognitive Computing  (ICIC, http://www.ucalgary.ca/icic/) at  the University of Calgary. He  is a 
Fellow of ICIC, a Fellow of WIF (UK), a P.Eng of Canada, and a Senior Member of IEEE and ACM. 
He received a PhD in software engineering from the Nottingham Trent University, UK, and a BSc 
in  Electrical  Engineering  from  Shanghai  Tiedao  University.  He  was  a  visiting  professor  on 
sabbatical  leaves  at  Oxford  University  (1995),  Stanford  University  (2008),  University  of 
California,  Berkeley  (2008),  and  MIT  (2012),  respectively.  He  is  the  founder  and  steering 
committee  chair  of  the  annual  IEEE  International  Conference  on  Cognitive  Informatics  and 
Cognitive  Computing  (ICCI*CC)  since  2002.  He  is  founding  Editor‐in‐Chief  of  International 
Journal  of  Cognitive  Informatics  and Natural  Intelligence  (IJCINI),  founding  Editor‐in‐Chief  of 
International  Journal  of  Software  Science  and  Computational  Intelligence  (IJSSCI),  Associate 
Editor of IEEE Trans. on SMC (Systems), and Editor‐in‐Chief of Journal of Advanced Mathematics 
and  Applications  (JAMA).  Dr. Wang  is  the  initiator  of  a  few  cutting‐edge  research  fields  or 
subject  areas  such  as  denotational mathematics,  cognitive  informatics,  abstract  intelligence 
(�I),  cognitive  computing,  software  science,  and basic  studies  in  cognitive  linguistics. He has 
published over 160 peer reviewed journal papers, 230+ peer reviewed conference papers, and 
25  books  in  denotational mathematics,  cognitive  informatics,  cognitive  computing,  software 
science, and computational  intelligence. He  is the recipient of dozens  international awards on 
academic  leadership,  outstanding  contributions,  best  papers,  and  teaching  in  the  last  three 
decades. 
http://www.ucalgary.ca/icic/ 
http://scholar.google.ca/citations?user=gRVQjskAAAAJ&hl=en 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
Editor‐in‐Chief, International Journal of Cognitive Informatics and Natural Intelligence 
Editor‐in‐Chief, International Journal of Software Science and Computational Intelligence 
Associate Editor, IEEE Transactions on System, Man, and Cybernetics ‐ Systems 
Editor‐in‐Chief, Journal of Advanced Mathematics and Applications 
Chair, The Steering Committee of IEEE ICCI*CC Conference Series 
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Keynote Lecture 3 
 

Recent Advances and Future Trends on Atomic Engineering of III‐V Semiconductor for 
Quantum Devices from Deep UV (200nm) up to THZ (300 microns) 

 

 
 

Professor Manijeh Razeghi 
Center for Quantum Devices 

Department of Electrical Engineering and Computer Science 
Northwestern University 
Evanston, Illinois 60208 

USA 
E‐mail: razeghi@eecs.northwestern.edu 

 
Abstract: Nature offers us different kinds of atoms, but it takes human intelligence to put them 
together in an elegant way in order to realize functional structures not found in nature. The so‐
called III‐V semiconductors are made of atoms from columns III ( B, Al, Ga, In. Tl) and columns 
V( N, As, P, Sb,Bi) of the periodic table, and constitute a particularly rich variety of compounds 
with many useful optical and electronic properties. Guided by highly accurate simulations of the 
electronic structure, modern semiconductor optoelectronic devices are literally made atom by 
atom  using  advanced  growth  technology  such  as Molecular  Beam  Epitaxy  (MBE)  and Metal 
Organic  Chemical Vapor Deposition  (MOCVD).  Recent  breakthroughs  have  brought  quantum 
engineering to an unprecedented level, creating light detectors and emitters over an extremely 
wide spectral range from 0.2 mm to 300 mm. Nitrogen serves as the best column V element for 
the short wavelength side of the electromagnetic spectrum, where we have demonstrated  III‐
nitride light emitting diodes and photo detectors in the deep ultraviolet to visible wavelengths. 
In the  infrared,  III‐V compounds using phosphorus  ,arsenic and antimony from column V  ,and 
indium, gallium, aluminum,  ,and  thallium  from column  III elements can create  interband and 
intrsuband  lasers  and  detectors  based  on  quantum‐dot  (QD)  or  type‐II  superlattice  (T2SL). 
These are fast becoming the choice of technology in crucial applications such as environmental 
monitoring  and  space  exploration.  Last  but  not  the  least,  on  the  far‐infrared  end  of  the 
electromagnetic spectrum, also known as the terahertz (THz) region, III‐V semiconductors offer 
a  unique  solution  of  generating  THz  waves  in  a  compact  device  at  room  temperature. 
Continued effort  is being devoted  to all of  the above mentioned areas with  the  intention  to 
develop smart technologies that meet the current challenges in environment, health, security, 
and energy. This talk will highlight my contributions to the world of  III‐V semiconductor Nano 
scale optoelectronics. Devices from deep UV‐to THz. 
  
Brief  Biography  of  the  Speaker: Manijeh  Razeghi  received  the  Doctorat  d'État  es  Sciences 
Physiques from the Université de Paris, France, in 1980. 
After heading the Exploratory Materials Lab at Thomson‐CSF (France), she joined Northwestern 
University,  Evanston,  IL,  as  a  Walter  P.  Murphy  Professor  and  Director  of  the  Center  for 
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Quantum Devices in Fall 1991, where she created the undergraduate and graduate program in 
solid‐state engineering. She is one of the leading scientists in the field of semiconductor science 
and technology, pioneering in the development and implementation of major modern epitaxial 
techniques such as MOCVD, VPE, gas MBE, and MOMBE for the growth of entire compositional 
ranges of III‐V compound semiconductors. She  is on the editorial board of many  journals such 
as  Journal of Nanotechnology, and  Journal of Nanoscience and Nanotechnology, an Associate 
Editor  of Opto‐Electronics  Review.  She  is  on  the  International Advisory  Board  for  the  Polish 
Committee of  Science,  and  is  an Adjunct Professor  at  the College of Optical  Sciences of  the 
University of Arizona, Tucson, AZ. She has authored or  co‐authored more  than 1000 papers, 
more  than  30  book  chapters,  and  fifteen  books,  including  the  textbooks  Technology  of 
Quantum  Devices  (Springer  Science+Business  Media,  Inc.,  New  York,  NY  U.S.A.  2010)  and 
Fundamentals of  Solid  State Engineering, 3rd Edition  (Springer  Science+Business Media,  Inc., 
New York, NY U.S.A. 2009). Two of her books, MOCVD Challenge Vol. 1  (IOP Publishing  Ltd., 
Bristol,  U.K.,  1989)  and MOCVD  Challenge  Vol.  2  (IOP  Publishing  Ltd.,  Bristol,  U.K.,  1995), 
discuss  some  of  her  pioneering work  in  InP‐GaInAsP  and GaAs‐GaInAsP  based  systems.  The 
MOCVD Challenge,  2nd  Edition  (Taylor &  Francis/CRC  Press,  2010)  represents  the  combined 
updated version of Volumes 1 and 2. She holds 50 U.S. patents and has given more than 1000 
invited and plenary talks. Her current research interest is in nanoscale optoelectronic quantum 
devices. 
Dr. Razeghi is a Fellow of MRS, IOP, IEEE, APS, SPIE, OSA, Fellow and Life Member of Society of 
Women  Engineers  (SWE),  Fellow  of  the  International  Engineering  Consortium  (IEC),  and  a 
member of the Electrochemical Society, ACS, AAAS, and the French Academy of Sciences and 
Technology.  She  received  the  IBM  Europe  Science  and  Technology  Prize  in  1987,  the 
Achievement Award  from  the SWE  in 1995,  the R.F. Bunshah Award  in 2004, and many best 
paper awards. 
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Abstract— Three models for the interaction of water waves with 
large floating elastic structures (like VLFS and ice sheets) are 
analyzed and compared. Very Large Floating Structures are modeled 
as flexible beams/plates of variable thickness. The first of the models 
to be discussed is based on the classical Euler-Bernoulli beam theory 
for thin beams. This system has already been extensively studied in 
[1], [2]. The second is based on the Rayleigh beam equation and 
introduces the effect of rotary inertia. It is a direct generalization of 
the first model for thin beams. Finally, the third approach utilizes the 
Timoshenko approximation for thick beams and is thus capable of 
incorporating shear deformation as well as rotary inertia effects. A 
novelty aspect of the proposed hydroelastic interaction systems is that 
the underlying hydrodynamic field, interacting with the floating 
structure, is represented through a consistent local mode expansion, 
leading to coupled mode systems with respect to the modal 
amplitudes of the wave potential and the surface elevation, [2], [3]. 
The above representation is rapidly convergent to the solution of the 
full hydroelastic problem, without any additional approximation 
concerning mildness of bathymetry and/or shallowness of water 
depth. In this work, the dispersion relations of the aforementioned 
models are derived and their characteristics are analyzed and 
compared, supporting at a next stage the efficient development of 
FEM solvers of the coupled system. 
 

Keywords—Consistent coupled mode system, dispersion 
analysis, hydroelasticity, very large floating structures. 

I. INTRODUCTION 
HE effect of water waves on floating deformable bodies is 
related to both environmental and technical issues, finding 

important applications. A specific example concerns the 
interaction of waves with thin sheets of sea ice, which is 
particularly important in the Marginal Ice Zone (MIZ) in the 
Antarctic, a region consisting of loose or packed ice floes 
situated between the ocean and the shore sea ice [4]. As the ice 
sheets support flexural–gravity waves, the energy carried by 
the ocean waves is capable of propagating far into the MIZ, 
contributing to break and melting of ice glaciers [5], [6] thus 
accelerating global warming effects and rise in sea water level.  
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Reference Framework (NSRF) - Research Funding Program: ARCHIMEDES 
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Engineering, National Technical University of Athens, Greece (e-mail: 
kbel@fluid.mech.ntua.gr , tel +30-2107721138, Fax: +30-2107721397). 

 
In addition, the interaction of free-surface gravity waves with 
floating deformable bodies is a very interesting problem 
finding applications in hydrodynamic analysis and design of 
very large floating structures (VLFS) operating offshore (as 
power stations/mining and storage/transfer), but also in coastal 
areas (as floating airports, floating docks, residence and 
entertainment facilities), as well as floating bridges, floating 
marinas and breakwaters etc. For all the above problems 
hydroelastic effects are significant and should be properly 
taken into account. Extended surveys, including a literature 
review, have been presented by Kashiwagi [7], Watanabe et al 
[8].  A recent review on both topics and the synergies between 
VLFS hydroelasticity and sea ice research can be found in 
Squire [9]. 

Taking into account that the horizontal dimensions of the 
large floating body are much greater than the vertical one, 
thin-plate (Kirchhoff) theory is commonly used to model the 
above hydroelastic problems. Although non-linear effects are 
of specific importance, still the solution of the linearised 
problem provides valuable information, serving also as the 
basis for the development of weakly non-linear models. The 
linearised hydroelastic problem is effectively treated in the 
frequency domain, and many methods have been developed 
for its solution, [10], [11], [12], [13], [14]. Other methods 
include B-spline Galerkin method [15], integro-differential 
equations [16], Wiener-Hopf techniques [17], Green-Naghdi 
models [18], and others [19]. In the case of hydroelastic 
behaviour of large floating bodies in general bathymetry, a 
new coupled-mode system has been derived and examined by 
Belibassakis & Athanassoulis [3] based on local vertical 
expansion of the wave potential in terms of hydroelastic 
eigenmodes, and extending a previous similar approach for the 
propagation of water waves in variable bathymetry regions 
[20]. Similar approaches with application to wave scattering 
by ice sheets of varying thickness have been presented by 
Porter & Porter [4] based on mild-slope approximation and by 
Bennets et al [21] based on multi-mode expansion.  

In the above models the floating body has been considered 
to be very thin and first-order plate theory has been applied, 
neglecting shear effects. In the present study, the Rayleigh and 
Timoshenko beam models are used to derive hydroelastic 
systems, based on modal expansions, that are capable of 
incorporating rotary inertia effects (Rayleigh beam model) and 
rotary inertia and shear deformation effects (Timoshenko beam 
model). The Timoshenko model is suitable for the simulation 
of thick beam deformation phenomena.    

Hydroelastic analysis of very large floating 
structures based on modal expansions and FEM  

Theodosios K. Papathanasiou, Konstantinos A. Belibassakis  
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Fig 1. Domain of the hydroelastic interaction problem for a VLFS. 
 
The paper is organized as follows: In section II, the 

governing equations of the hydroelastic system are presented. 
A special modal series expansion for the wave potential is 
introduced and a consistent coupled mode system, modeling 
the full water wave problem is derived as shown in [2]. The 
respective hydroelastic systems, based on the coupled mode 
system, for the three aforementioned beam models are 
formulated in section III. The dispersion characteristics of all 
the models are analyzed in section IV and some examples are 
presented in section V. The above results support the 
development of efficient FEM solvers of the coupled 
hydroelastic system on the horizontal plane, enabling the 
efficient numerical solution of interaction of water waves with 
large elastic bodies of small draft floating over variable 
bathymetry regions, without any restriction and/or 
approximations concerning mild bottom slope and/or shallow 
water, which will be presented in detail of future work. 

II. GOVERNING EQUATIONS 

A. The Hydroelastic Problem  
The linearised free surface wave problem for incompressible, 

irrotational flow, in the domain depicted in Fig. 1 is (see e.g., 
[22]) 

                          0  ,   in  0 1 2, , ,
i

D i  ,                    (1) 
 

with bottom boundary condition 
 

              0h

x x z

  
 

  
, on ( )z h x  ,                      (2) 

 
and upper surface condition 

 
      0( , )

i
L    , on 0z    at  0 1 2, , ,

i
D i  .                  (3) 

 
In the water subregions  1 2, ,

i
D i  , the linearized free 

surface condition is 

                
2

2
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L g

zt

  
   


=0,                               (4) 

 
and the free surface elevation is given by 

 

                             01 ( , , )x t

g t


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
.                             (5) 

 
where ( , , )x z t  is the wave potential, ( , )x t  the surface 
elevation and g  the acceleration of gravity. 

  In subregion 0D , the expression for the upper surface 
condition  at 0z  , provides the coupling with the floating 
body, the deflection of which coincides with the surface 
elevation. For an Euler-Bernoulli beam we have 
 

  
2 2 2

0 2 2 2
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w w
L m D g q

tt x x
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,   (6) 

 
while in the case of the Rayleigh beam, we get 
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

,      (7) 

 
where q  denotes the externally applied load on the elastic 
structure. Finally, for the Timoshenko beam [23] the surface 
condition reads  
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,   

(8) 
 

where  denotes the rotation.  
In the above equations, 

w
  is the water density, 

E
m     the 

mass per width distribution in the beam, where 
E
  is the beam 

material density, and   the beam thickness. The rotary inertia 
per width is 3 12/

r E
I     and the respective flexural 

rigidity 3 2 1 11 12( )D E      , where ,E   is the Young 
modulus and Poisson ration respectively. Parameter k  is 
defined by Timoshenko as k G   , where G  is the shear 
modulus of elasticity and   is a shear correction factor, 
depending on the cross-section of the beam. 
         

B. Local Mode Representation of the wave potential 
A complete, local-mode series expansion of the wave 

potential   in the variable bathymetry region containing the 
elastic body is introduced in Refs. [2], [3], with application to 
the problem of non-linear water waves propagating over 
variable bathymetry regions. The usefulness of the above 
representation is that, substituted equations of the problem,  
leads to a non-linear, coupled-mode system of differential 
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equations on the horizontal plane, with respect to unknown 
modal amplitudes ( , )

n
x t  and the unknown  elevation 

( , )x t , which is defined as the free surface elevation in 

subregions  1D  and 2D , and as elastic body deflection in 0D .  
This representation has the following general form 
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(10) 

represents the vertical structure of  the term 2 2Zϕ− − , which is 
called the upper-surface mode, 
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represents the vertical structure of  the term 1 1Zϕ− − , which is 
called the sloping-bottom mode, and 
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are the corresponding functions associated with the rest of the 
terms, which will be called  the propagating  0 0Z  and the 

evanescent   1 2 3, , , ,....
j j
Z j   modes. 

The (numerical) parameters 0 0 0,h   are positive constants, 
not subjected to any a-priori restrictions. Moreover, the z -
independent quantities  0 1 2( , ), , , ,...

j j
k k h j    appearing 

in Eqs. (12), (13) are defined as the positive roots of the 
equations, 
 

0 0 0 0( )k tanh k h        , 0 0tan ( )
j j

k k h       .  

(14) 

For the validity of the above representation, we consider the 
restriction  ( )f z   of the wave potential ( , , )x z t , at any 
vertical  section x const , and for any time instant. 
Obviously, this function, defined on the vertical interval 

( ) ( , )h x z x t    , is smooth, and we define the following 
mixed derivative of ( )f z , at the upper end ( , )z x t  , 
 

          0 ( , )
( , )
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( , , )

z x t
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x z t
f x z t

z 


   


,            (15) 

where  2
0 0 / g    is a frequency-type parameter. As already 

mentioned, this parameter is not subjected to any a-priori 
restriction, and can be arbitrarily selected. An appropriate 
choice for this parameter is to be selected on the basis of the 
central frequency 0  of the propagating waveform.  Except of 
the case of linearised (infinitesimal amplitude) monochromatic 
waves of frequency 0   , the derivative ( , )f f x t 

   is 
generally non-zero. From its definition, Eq. (15), it is expected 
to be a continuously differentiable function with respect to 
both  x and t. 

 Let us also consider the vertical derivative of ( )f z  at the 
bottom surface  ( )z h x= − , 

                             
( )

( , , )
h

z h x

x z t
f

z


 


.                         (16) 

Except of the case of waves propagating in a uniform-depth 
strip ( ( )h x h const  ), ( , )

h h
f f x t   is generally non-

zero. From its definition, Eq. (16), it follows that this function 
is also a continuously differentiable function with respect to 
both x and t . These two quantities ( , )f x t

  and ( , )
h
f x t  are 

unknown, in the general case of waves propagating in the 
variable bathymetry region. We define the upper-surface and 
the sloping-bottom mode amplitudes ( 2 1, ,

j
j    ) to be 

given by: 

               2 0( , ) ( , )x t h f x t 
  , 1 0( , ) ( , )

h
x t h f x t

  ,      (17) 

 
where 0h is an appropriate scaling parameter that can be also 

arbitrarily selected. An appropriate choice for this parameter is 
to be the average depth of the variable bathymetry domain. 
More details about the applicability and rate of convergence of 
the above expansion can be found in Ref/Ref. 

 From Eqs. (17), we can clearly see that the sloping-bottom 
mode  1 1Z   is zero, and thus, it is not needed in subareas 
where the bottom is flat ( 0( )h x′ = ). Moreover, the upper-

surface mode 2 2Z   becomes zero, and thus, it is not needed, 
only in the very special case of linearised (small-amplitude), 
monochromatic waves characterised by frequency parameter  

2 / g    that coincides with the numerical parameter 0   

(i.e., 0   ).  
 

C. The Coupled Mode System 
On the basis of smoothness assumptions concerning the 
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depth function ( )h x  and the elevation ( , )x t , the series (9)  
can be term-by-term differentiated with respect to x , z , and 
t , leading to corresponding series expansions for the 
corresponding derivatives. Using the latter in the kinematical 
equations of the considered problem in the water column and 
the corresponding boundary conditions, and linearizing we 
finally obtain the following system of horizontal equations 

 
2

2
2

0 2,( ) ( ) ( ) ,j j

ij ij ij j
j

a x b x c x i
t xx





                 
    

(18) 
 
The coefficients , ,

ij ij ij
a b c  are obtained by vertical integration, 

and after linearization the take the following form as follows 
 

           
0

0
( )

, ( , ) ( , )
z

ij i j i j

z h x

a Z Z Z z h Z z h dz




      ,             (19) 

               
0

2 ,i
ij j i j z h

Z h
b Z Z Z

x x 

        



   ,                   (20) 

0
0

, i i i
ij i j j

zz h

Z Z Zh
c Z Z Z

x x z z


                          
∆

  

   ,  (21) 

 
defined in terms of the simplifid local vertical modes 
 

2 1 0 1, , , ,..
( , )

n n
Z z h

 
 obtained by setting 0  . 

In the regions 1 2,D D , using the coupled mode expansion and 
(5), the free surface elevation is 
 

                                 
2

1 j

jg t






  

 .                              (22) 

 
Differentiating (22) with respect to time and using (18), the 
coupled mode system in the regions where no floating body 
exists becomes. 
 

2 2

2 2
2

1 0

                                             2 1 0

( ) ( ) ( )

, , ,......

j j j

ij ij ij j
j

a x b x c x
g xt x

i





                  
  

 .   (23) 

 
Select as characteristic length 

maxB
C h  the maximum 

depth and introduce the following nondimensional independent 
variables 
 
                           1

B
x C x , 1

B
t gC t                          (24)    

 
and the corresponding dependent variables 

 

                        1
B

C    , 1 2 3 2/ /
j B j

g C    .                  (25) 

 
Using (24) and (25), equation (23) becomes after dropping 
tildes 
 

        

2 2

2 2
2

0

                                             2 1 0, , ,.......

j j j

ij ij ij j
j

A B C
xt x

i





                  
  

 ,        (26) 

 
where 1

ij B ij
A C a , 

ij ij
B b , 

ij B ij
C C c . 

III. THE HYDROELASTIC MODELS 
 In this section the three hydroelastic models will be 

presented. Equations (18) in 0D are further coupled with the 
dynamical condition on the elastic body.  
 

A. Euler-Bernoulli Beam Hydroelastic model 
In non-dimensional form, system (18) coupled with the Euler 
Bernoulli beam equation in region 0D , yields the following 
hydroelastic model 
 

       

2

2
2

0

                                             2 1 0, , ,.......

j j

ij ij ij j
j

A B C
t xx

i





                
  

 ,         (27) 

 

          
2 2 2

2 2 2
2

j

j

M K Q
tt x x





                
 ,          (28) 

    

where    
w B

m
M

C



, 

4
w B

D
K

gC



, 

w

( , )

B

q x t
Q

gC



. 

 

B. Rayleigh  Beam Hydroelastic model 
  For the case of a Rayleigh beam, with respect to the same 

as in the case of the Euler-Bernoulli nondimensional 
quantities, the respective system in region 0D  becomes   
 

         

2

2
2

0

                                             2 1 0, , ,.......

j j

ij ij ij j
j

A B C
t xx

i





                
  

 ,       (29) 

 
 

         

2 2 2 2 2

2 2 2

2

                                       

R

j

j

M I K
x t x tt x x

Q
t





                            


   


,         (30) 
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where   3
w/

R r B
I I C  . 

 

C. Timoshenko Beam Hydroelastic model 
In the case of the Timoshenko beam, the free surface 

condition comprises of two equations as shown in equation 
(8). Only the linear momentum equation is coupled with the 
water potential, as the pressure of the water, does not affect the 
angular momentum equilibrium for small deflection values. 
The final system reads 
 

       

2

2
2

0

                                             2 1 0, , ,.......

j j

ij ij ij j
j

A B C
t xx

i





                
  

 ,         (31) 

 

     
2

12
2

j

j

M K Q
x x tt





                        
 ,         (32) 

    

               
2

12
0

R
I K K

x x xt

                         
,           (33) 

 

where 1 2
w B

k
K

gC



. 

IV. DISPERSION ANALYSIS 
 The dispersion characteristics of the hydroelastic models 

will be studied in this section. For reasons of completeness, a 
discussion on the dispersion relation for the water wave 
problem with no floating elastic body will be starting point for 
the analysis. 
 

A. Dispersion Characteristics of the water wave model 

 We first examine the case of water wave propagation 
without the presence of the elastic beam/plate, in constant 
depth. Assuming that the mode series is truncated at a finite 
number of propagating modes N , the time-domain linearised 
coupled-mode system (26) reduces to 

2 2

2 2
2

0   2 1 0, , , ,...
N

j j

ij ij j j
j

A C f i N
t x

                   
 ,  

(34) 

where the coefficients 
ij

A  and 
ij

C  are dependent only on the 

numerical parameters 0  and 0h . In order to investigate the 
dispersion characteristics of the coupled-mode system in this 
case, we examine if it admits simple harmonic solutions of the 
form 

                ( )i x ct
j j

f e    , 2 0 1 2, , , ...,j N  ,                 (35) 

and determine the dependence (in non-dimensional form) of 
the quantity and find out the dependence (in non-dimensional 
form) of the quantity ( )c  , on the nondimensional  
wavenumber kh  . In the above equations, ( )c   denotes 

the phase speed of the harmonic solution and 
j

f  are the 
amplitudes of the modes. We recall from the linearised water-
wave theory, that the exact form of the dispersion relation, in 
this case, is 
 

                                1( ) tanh( )c     ,                         (36) 
                                 
Nontrivial solutions of the homogeneous system (34) are 
obtained by requiring its determinant of the matrix in (34) to 
vanish, which can then be used for calculating ( )c   and 
compare to the analytical result (36). Fig. 2  presents  such a 
comparison, obtained by using 0 0 25.h   and 0 0 1h  , by 
keeping 1 (only mode 0), 3 (modes -2,0,1) and 5 (modes -
2,0,1,2,3) terms in the local-mode series. Recall that, in this 
case, the bottom is flat and thus, the sloping-bottom mode 
(mode -1) is zero by definition and needs not to be included. 
On the other hand, the inclusion of the additional upper-
surface mode (mode -2) in the local-mode series substantially 
improves its convergence to the exact result, for an extended 
range of wave frequencies, ranging from shallow to deep 
water-wave conditions.   In the example shown in Fig. 3  using 
5 terms (thick dashed line),  the error is less than 1%, for   up 
to 10, and less than 5%, for   up to 16.  Extensive numerical 
investigation of the effects of the numerical parameters 0  and 

0h  on the dispersion characteristics of the present CMS has 
revealed that,  if the  number  of  modes  retained in the local-
mode series is equal or greater than 6, the results become 
practically independent (error less than 0.5%) from the 
specific choice for the values of the (numerical) parameters 0  

and 0h , for all nondimensional wavenumbers in the interval 
0 24   . 

  
Quite similar results we obtain as concerns the vertical 

distribution of the wave potential and velocity.  In concluding, 
a few modes (of the order of 5-6) are sufficient for modelling 
fully dispersive waves, at an extended range of frequencies, in 
a constant-depth strip. In the more general case of variable 
bathymetry regions, the enhancement of the local-mode series 
(9) by the inclusion of the sloping-bottom mode ( 1j   ) in 
the representation of the wave potential is of outmost 
importance, otherwise, the Neumann boundary condition 
(necessitating zero normal velocity) cannot be consistently 
satisfied on the sloping parts of the seabed. 
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B. Dispersion Characteristics of the Hydroelastic Models   
(Euler-Bernoulli Beam) 

Inserting solutions of the form 
 
                    ( )i x ct

j j
f e    , ( )i x ctbe                         (37)  

 
in equations (27), (28) for the hydroelastic response of the 
Euler-Bernoulli beam, we get 
 

 2

2
1

0    2 0, , ,...,
N

ij ij j
j
j

i cb A C f j N



         ,   (38) 

               2 2 4

2
1

0
j

j
j

M c b K b b i cf





        .              (39) 

 
Eliminating b , we get 
 

    

2 2
2

4 2 2
2
1

0  
1

                                                      2 0

,

, ,...,

N

ij ij j
j
j

c
A C f

K M c

j N




             

 


,        (40) 

 
For nontrivial solutions the determinant in system (40) must be 
zero, thus the dispersion relation is 
 

        2 2
2

4 2 2
     0

1

( , ; , , , )

det

EB
F c A C K M

c
J A C

K M c


           



,         (41) 

 
where 1   1 2 3, , , ,..,

ij
J i j N   . 

 

C. Dispersion Characteristics of the Hydroelastic Models        
(Rayleigh Beam) 

For the Rayleigh beam model, following the same procedure 
as the one described in the Euler-Bernoulli case, we have 
instead of (39), the equation: 
 

     2 2 4 2 4

2
1

0
R j

j
j

M c b I c b K b b i cf





          .        (42) 

 
Using (42) and (38) to eliminate b , we get 
 

2 2
2

4 4 2 2 2
2
1

0
1

                                                      2 0

,

, ,...,

N

ij ij j
j R
j

c
A C f

K I c M c

j N




                

 

 .  (43) 

 
And the dispersion relation 
 

2 2
2

4 4 2 2 2
     0

1

( , ; , , , , )

det

R R

R

F c A C K M I

c
J A C

K I c M c


             



.   (44) 

 

D. Dispersion Characteristics of the Hydroelastic Models         
(Timoshenko Beam) 

In the case of the Timoshenko beam, we employ solutions of 
the form (37), along with 

 
                                       ( )i x cte     .                             (45) 

 

Equations (31), (32) and (33), yield 

 2

2
1

0   2 1 0, , , ,...,
N

ij n ij j
j
j

i cb A C f j N



          , (46) 

  2 2 2
1

2
1

0( )
N

j
j
j

M c b K b i b i cf



          ,       (47) 

                  2 2
1 0

R
I c K K i b          .                (48) 

After elimination of ,b   

2 2
21

4 2
2 2 3 11

0  

                                                           2 0

( , )
,

( , ) ( , )

, ,...,

ij ij j
j
j

S c c
A C f

S c S c K

j N






                 

 

 , (49) 

Finally, the dispersion relation is 
 

1
2 2

21
4 2

2 3 1

     0

( , ; , , , , , )

( , )
det

( , ) ( , )

T R
F c A C K K M I

S c c
J A C

S c S c K


              



, (50) 

 
where 
                    2 2 2

1 1( , )
R

S c K I c K      ,                    (51) 
 
        4 2

2 1 1( , ) ( )
R R

S c MI c MK K I c KK     ,        (52) 
 

                          2
3 1( , ) ( )

R
S c I MK c K     .              (53) 

 

V. RESULTS AND DISCUSSION 
 In this section some studies on the previously derived 

dispersion relation will be presented. For the Euler-Bernoulli 
case the analytical result of the full hydroelastic problem is 
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                           1
( )

EB
E

c h
k

   ,                                 (54) 

 
where 

E
k  is the positive real root of the elastic-plate 

dispersion relation [10], [11], [16] 
 
               4 1( ) tanh( )h K        ,                           (55) 

 
2M c    the plate mass parameter and h  the Strouhal 

number based on water depth. Fig. 3 presents such a 
comparison for an elastic plate with parameters 4 510Kh  m4 
per meter in the transverse y  direction and ε=0 (which is a 
usual approximation). Numerical results have being obtained 
by using the same as before values of the numerical parameters 
( 0 0 25.h   and 0 0 1h  ), and by keeping 1 (only mode 0), 
3 (modes -2,0,1) and 5 (modes -2,0,1,2,3) terms in the local-
mode series (9), and in the system (40).  The results shown in 
Fig. 4, for 1N  and 2N  , have been obtained by 
including the upper-surface mode ( 2j   ) in the local-mode 
series  representation (9). We recall here that in the examined 
case of constant-depth strip the bottom is flat, and thus, the 
sloping-bottom mode ( 1j   ) is zero (by definition) and 
needs not to be included. Once again, the rapid  convergence 
of the present method to the exact (analytical) solution, given 
by Eqs. (54), (55) is clearly illustrated. Also in this case, 
extensive numerical evidence has revealed that, if the  number  
of  modes  retained in the local-mode series is greater than 6, 
the results remain practically independent from the specific 
choice of the (numerical) parameters 0  and 0h , and the 

dispersion curve ( )
e

c   agrees very well with the analytical 
one, for  nondimensional wavenumbers in the interval 
0 24   , corresponding to an extended band of 
frequencies. Finally, in Fig.3 the effect of thickness on on the 
dispersion characteristics, in the case of Timoshenko 
hydroelastic model is illustrated. 
 

VI. VARIATION FORMULATION AND FEM DISCRETIZATION 
 The development of FEM schemes for the solution of (27)-

(28), (29)-(30) and (31)-(32)-(33) is based on the variational 
formulation of these strong forms. While the FEM for the 
solution of the Euler-Bernoulli and Rayleigh beam 
hydroelastic models need to be of 1C - continuity and thus 
Hermite type shape functions have to be employed, only 0C -
continuity (Lagrange elements) is required for the case of the 
Timoshenko beam [24]. 

To derive the variational formulation for the Timoshenko 
beam, Eqs. (31) are multiplied by 1 3

0( )N
i

w H D  . An 
integration by parts yields  
 

 
Fig. 2 Dispersion curves in the water region 

 

 
Fig. 3  Dispersion curves of the hydroelastic model ( 1   m, 

50h  m) in the case of simple Euler-Bernoulli beam. 
 

 
Fig.3 Effect of beam thickness on the dispersion characteristics, in 

the case of Timoshenko hydroelastic model. 
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Multiplying Eqs. (32)-(33) with 1

0( )u H D  and 
1

0( )v H D  respectively, integrating by parts and using 
boundary conditions for a freely floating beam, namely that no 
bending moment and shear force exist at the ends of the beam, 
we have 
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Finally, the vector of nodal unknowns, for the FEM 

discretization, at a mesh node k , will be  assempled for all the 
presented hydroelastic models as follows 

 

0 0 2 0 1 0 0 0 1 0, , , , ,
...

T
k k k k k k k

k M
q  

          
.   (59) 

 

VII. CONCLUSIONS 
 Three hydroelastic interaction models have been presented 

with application to the problem of water wave interaction with 
VLFS. The models were based on the Euler-Bernoulli, 
Rayleigh and Timoshenko beam theory respectively. For the 
representation of the water wave potential interacting with the 
structure, a consistent coupled mode expansion has been 
employed. The dispersion characteristics of these hydroelastic 
models, based on standard beam theories, have been studied. 
Finally, a brief discussion on the variational formulation of the 
derived equations and their Finite Element approximation 
concludes the present study. The detailed development of 
efficient FEM numerical methods for the solution of the 
considered hydroelastic problems will be the subject of 
forthcoming work.   
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Abstract—This paper points out the analogy between a 

microstructured beam model and Eringen’s nonlocal beam theory. 
The microstructured beam model comprises finite rigid segments 
connected by elastic rotational springs. Eringen’s nonlocal theory 
allows for the effect of small length scale effect which becomes 
significant when dealing with micro- and nanobeams. Based on the 
mathematically similarity of the governing equations of these two 
models, an analogy exists between these two beam models. The 
consequence is that one could calibrate Eringen’s small length scale 
coefficient 0e . For an initially stressed vibrating beam with simply 
supported ends, it is found via this analogy that Eringen’s small 

length scale coefficient 
m

e
σ
σ


0
0 12

1
6
1

−=  where 0σ  is the initial 

stress and mσ  is the m-th mode buckling stress of the corresponding 
local Euler beam.  It is shown that 0e  varies with respect to the initial 

axial stress, from 12/1  at the buckling compressive stress to 6/1  
when the axial stress is zero and it monotonically increases with 
increasing initial tensile stress. The small length scale coefficient 0e , 
however, does not depend on the vibration/buckling mode 
considered. 
 

Keywords—buckling, nonlocal beam theory, microstructured 
beam model, repetitive cells, small length scale coefficient, vibration 

I. INTRODUCTION 
RINGEN’S nonlocal elasticity theory has been applied 
extensively in nanomechanics, due to its ability to account 

for the effect of small length scale in nano-
beams/columns/rods [1-7], nano-rings [8], nano-plates [9] and 
nano-shells [10]. Whilst in the classical elasticity, the 
constitutive equation is assumed to be an algebraic relationship 
between the stress and strain tensors, Eringen’s nonlocal 
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elasticity involves spatial integrals that represent weighted 
averages of the contributions of strain tensors of all the points 
in the body to the stress tensor at the given point [11-13]. 
Although it is difficult mathematically to obtain the solution of 
nonlocal elasticity problems due to spatial integrals in the 
constitutive relations, these integral-partial constitutive 
equations can be converted to an equivalent differential 
constitutive equation under special conditions. For an elastic 
material in one-dimensional case, the nonlocal constitutive 
relation may be simplified to [12] 
 

( ) εσσ E
dx
dae =− 2

2
2

0   (1) 

 
where σ  is the normal stress, ε the normal strain, E the 
Young’s modulus, 0e  the small length scale coefficient and a 
the internal characteristic length which may be taken as the 
bond length between two atoms. If 0e  is set to zero, the 
conventional Hooke’s law is recovered. 

The question arises is what value should one take for the 
small length scale parameter ( )aeC 0=

? Researchers have 
proposed that this small length scale term be identified from 
atomistic simulations, or using the dispersive curve of the 
Born-Karman model of lattice dynamics [14; 15].  In this 
paper, we focus on the vibration and buckling of beams and we 
shall show that the continualised governing equation of a 
microstructured beam model comprising rigid segments 
connected by rotational springs has a mathematically similar 
form to the governing equation of Eringen’s beam theory. 
Owing to this analogy, one can calibrate Eringen’s small 
length scale coefficient 0e . 

II. MICROSTRUCTURED BEAM MODEL 
Consider a simply supported beam being modeled by some 

finite rigid segments and elastic rotational springs of stiffness 
C. Fig. 1 shows a 4-segment beam as an example. The beam is 
subjected to an initial axial stress 0σ  and is simply supported. 
The beam is composed of n repetitive cells of length denoted 
by a and thus the total length of the beam is given by anL ×= . 
The cell length a may be related to the interatomic distance for 
a physical model where the microstructure is directly related to 

Analogy between microstructured beam model 
and Eringen’s nonlocal beam model for 

buckling and vibration 
C. M. Wang, Z. Zhang, N. Challamel, and W. H. Duan 

E 
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the atomic discreteness of the matter. 
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Fig. 1 Vibration of a 4-segment microstructure beam model under 

initial axial stress 0σ  and simply supported ends 
 
The elastic potential U of the deformed rotational springs in 

the microstructured beam model is given by 
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in which jw  is the transverse displacement at node j, and 

/ /C EI a nEI L  .   
The potential energy V due to the initial axial stress 0σ  in 

the microstructured beam model is given by 
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where A is the cross-sectional area of the beam. A positive 
value of 0σ  implies a compressive stress whereas a negative 
value of 0σ  implies a tensile stress. 

The kinetic energy T due to the free vibration of the 
microstructured beam is given by 
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where jm  is the lumped mass at node j. The total mass M of 
the microstructured beam is distributed as follows: for the 
internal nodes /jm M n , for j = 2, 3, …, n and for the two 
end nodes 1 1 / (2 )nm m M n   since the end nodes have 
only one rigid segment contributing to the nodal mass. 

To derive the equations of motion, Hamilton’s principle is 
used. According to Hamilton’s principle, we require 
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=−+∫ dtTVU
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t
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where 1t  and 2t  are the initial and final times. By substituting 
(2), (3) and (4) into (5) and assuming a harmonic motion, i.e. 

( ) ( ) ti
jj exwtxw ω−=,  where 1−=i  and ω  is the angular 

frequency of vibration, one obtains 
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For n = 3 elements, only two equations (6a) and (6c) are 
involved.  In such a case, one can simplify the equations 
further by noting that 1 0w   and 1 0nw    for a simply 
supported end.   

Equations (6a) to (6c) may be written in a matrix form as 
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If M is replaced by ALρ  in (6b), the resulting equation is 

given by 
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Equation (8) is exactly the same as the discretized equation 
developed from the central finite difference method [16-19]. 
This means that the microstructured beam model may be 
regarded as a physical representation of the central finite 
difference method for beam analysis. 
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In order to determine the natural frequencies ω  of vibration 
of the microstructured beam under an initial axial stress 0σ , 
we set the determinant of the matrix [K] to zero, i.e. 

 
[ ] 0 =KDet   (9) 

 
By solving the characteristic equation (9), we obtain multiple 
solutions of ω ; each solution corresponding to a natural 
frequency of the microstructured beam. 

III. NONLOCAL BEAM MODEL 
According to the Euler-Bernoulli beam theory, the strain-

displacement relation is assumed to be given by 
 

2

2

dx
wdzxx −=ε   (10) 

 
where x is the longitudinal coordinate, z the coordinate 
measured from the neutral axis of the beam, w the transverse 
displacement, and xxε the normal strain. 

The virtual strain energy Uδ  is given by 
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A
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0
δεσδ   (11) 

 
where xxσ is the normal stress, L the length of the beam and A 
the cross-sectional area of the beam. 

By substituting (10) into (11), the virtual strain energy may 
be expressed as 
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where M is the bending moment defined by 
 

dAzM
A

xx∫= σ   (13) 

 
Assuming that the beam is subjected to an initial axial 

compressive stress 0σ , the virtual potential energy V of the 
initial stress is given by 
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dx

wd
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dwAV
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0

0   (14) 

 
By assuming harmonic motion, the variation of the kinetic 

energy of the vibrating beam is given by 
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δωρδ ∫=
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2   (15) 

 
where ρ  is the mass density of the beam and ω  the angular 
frequency of vibration. 

According to Hamilton’s principle, the Lagrangian 
TVU δδδ −+ must vanish. Thus, in view of (13), (14) and (15), 

we have 
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By performing integration by parts, one obtains 
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Since wδ is arbitrary in 0 < x < L, we obtain the following 

governing equation 
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In view of (17), the boundary conditions of the nonlocal 

Euler beam theory are of the form 
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As written, the governing buckling equations and boundary 

conditions appear in the same form as the local Euler beam 
theory, but it must be recognized that the bending moment for 
the nonlocal beam theory is different due to the nonlocal 
constitutive relation as given by (1). 

Multiplying (1) by zdA and integrating the result over the 
area A yields 
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where I is the second moment of area. 

By substituting (18) into (20), one obtains 
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Note that the bending moment given in (21) reduces to that 

of the local Euler model when the small length scale 
coefficient 0e  is set to zero. 

By substituting (21) into (18), the governing equation for 
the vibration of initially stressed nonlocal Euler beams can be 
expressed as 
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Equation (22) may be factored as 
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Alternatively, (23) may be written as two second order 
equations as follows: 
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Based on (19) and (21), the two boundary conditions, 

associated with the initially stressed nonlocal Euler beam, at 
each end of the simply supported beam are thus given by 
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In view of (26), one deduces from (25a) that w = 0 at the 

beam’s simply supported ends.  Therefore, the fourth order 
differential equation (23) may be reduced to simply solving a 
second order equation given by 
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with w = 0 at the ends. 

The solution to (27) may be assumed as 
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where k is a constant and m is the vibration mode number. By 
substituting (28) into (27), the natural frequency associated 
with the m-th mode of vibration is given by 
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Noting that /a L n , (29) may be written as  
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where ( )222 / ALEImm πσ =

  is the m-th mode buckling stress of 

local Euler beam and ( ) ( )AEILmm ρπω // 222=


  is the m-th  
mode vibration frequency of the local Euler beam with no 
initial axial stress (i.e. 00 =σ ). If we set 0 0e   or ∞→n , 
(30) reduces to the well known frequency-axial stress 
relationship for local Euler beams, i.e. 
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One may obtain Eringen’s small length scale coefficient 0e  

numerically by first solving (9) for the vibration frequencies 
(with a prescribed 0σ ) for, say, seven values of n (ranging 
from 10 to 100) and noting that ALM ρ= , and a = L/n . Next, 
we curve fit these computed frequencies by using (30) to 
obtain the best value of 0e .  Fig. 2 shows a sample curve 
fitting of microstructured beam frequencies using (29) for the 
small length scale coefficient 0e  for a prescribed axial stress 
ratio mσσ /0  (= 0.5 for this sample curve). 
 

 
Fig. 2 Curve fitting of microstructured beam frequencies using exact 
solution given by (30) for small length scale coefficient 0e  when 

5.0/0 =mσσ   
 

Table 1 tabulates some values of 0e  for various initial stress 
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ratios for any m-th vibration/buckling mode. These tabulated 
values should be useful as reference small length scale 
coefficient 0e  for comparison with other ways of calibrating 

0e . 
 
Table 1 Initial stresses and small length scale coefficient for any m-th 

vibration/buckling mode 
Initial stress ratio 

mσσ /0  
Small length scale coefficient 0e  by 

comparing (9) and (30) 
− 1.00 0.501 
− 0.75 0.479 
− 0.50 0.457 
− 0.25 0.433 

0 0.408 
0.25 0.382 
0.50 0.354 
0.75 0.328 
1.00 0.289 

 
In the subsequent section, we shall use the analogy between 

the microstructured beam model and the Eringen’s nonlocal 
beam model to derive the analytical expression for the small 
length scale coefficient 0e . 

IV. ANALOGY BETWEEN MICROSTRUCTURED BEAM MODEL 
AND NONLOCAL MODEL AND ANALYTICAL EXPRESSION OF 0e  

In this section, we point out the analogy between the 
microstructured beam model and the nonlocal beam model and 
as consequence obtained an analytical solution for the small 
length scale coefficient 0e . The analytical solution allows one 
to understand the inherent characteristics of the small length 
scale coefficient 0e  for the vibration problem of initially 
stressed nonlocal Euler beams. 

We first continualised (6b) by using a pseudo-differential 
operator D [20-21] 
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In view of (33a) and (33b), (6b) may be expressed as 
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In view of (32), we can write (33a) and (33b) as 

 

64422 +−−+= −− aDaDaDaD
j eeeeH    (35a) 

2−+= −aDaD
j eeN   (35b) 

 
By applying series expansion and Padé approximation [17] 

on (35a) and (35b), jH  and jN  can be written as 
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Based on the approximations for jH  and jN  in (36a) and 

(36b), (34) can be continualised as follows 
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Equation (37) can be rewritten as 
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Equation (38) may be factored as 
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Equation (39) may be written as 
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As before, the fourth order differential equation (38) or (39) 
can be reduced to a second order differential equation (41b) 
for simply supported boundary conditions. Based on the 
mathematical similarity between (27) and (41b) and the 
boundary conditions, we can write 

 
22 γγ =    (42) 

 

By substituting (40) and (24) into (42), one obtains the 
following analytical expression for the small length scale 
coefficient 
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______________________________________________________________________________________________________

By substituting mωω =  from (30) into (43), the small length 
scale coefficient can be expressed in the following simplified 
analytical form 
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where 1/0 ≤mσσ   and ( )222 / ALEImm πσ =

 . 
It is worth noting that mathematical similarity exists for the 

continualised fourth order differential equation of 
microstructured beam model and the fourth order differential 
equation of nonlocal beam model in the cases of purely 
buckling problem or purely free vibration problem. Because of 
this analogy, one can deduce that 289.01210 ≈=e  for 

buckling of beams [22] and 408.0610 ≈=e  for vibration of 
beams [21]. These aforementioned 0e  values are valid for all 
the boundary conditions. 

     Fig. 3 compares the variation of 0e  with respect to the 
initial stress ratio mσσ /0  for the first two vibration modes (i.e. 
m = 1 and m = 2) as calculated from exact solutions based on 
(9) and (30) with those furnished by (44). It can be seen that 
there is a very good agreement of results. The curves terminate 
at 0e  = 0.289 because the beam buckles at this stage. The 
small length scale coefficient 0e  = 0.289 increases as the 
compressive initial stress decreases and reaches the value of 

0e  = 0.408 when the initial stress 00 =σ  (i.e. for a freely 
vibrating beam without any axial stress). The small length 
scale coefficient 0e  continues to increase with increasing 
initial tensile stress. Note that the values of 0e  are the same for 
all buckling/vibration modes. 

 

V. CONCLUSIONS 
It has been shown that the buckling and vibration problems 

of microstructured beam model comprising rigid segments 

connected by elastic rotational springs are analogous to the 
buckling and vibration problems of Eringen’s nonlocal beam 
theory. As a result of the analogy, Eringen’s small length scale 
coefficient 0e  for a vibrating nonlocal Euler beam with simply 
supported ends varies with respect to the initial axial stress 0σ  

as given by this simple analytical relation 
m

e
σ
σ


0
0 12

1
6
1

−=   

where ( )222 / ALEImm πσ =
  is the m-th mode buckling stress of 

the corresponding local Euler beam. This expression of 0e  
shows that when the compressive axial stress reaches the 
critical buckling stress, 0e  is at its lowest value of 

289.0121 ≈  [22]. When the axial stress is zero (i.e. purely 

free vibration problem without initial stress), 408.0610 ≈=e   
and it increases from 0.408 with increasing tensile stress. It is 
worth noting that the small length scale coefficient 0e  is 
independent of the vibration/buckling mode.  In addition, the 
boundary conditions will not affect the value of 0e  for 
buckling problem and purely vibration problem (i.e. with no 
initial axial stress) [21]. Note that for a clamped end, the 
spring stiffness of the microstructured beam model must be 
calibrated on the basis of the end moment equivalence between 
the microstructured and the nonlocal beam models. 
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Fig. 3 Variation of Eringen’s length scale coefficient with respect to 
initial axial stress ratio 
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Abstract— In this work we consider a model for granular 

medium. Reduced Cosserat Continuum is an elastic medium, which 
translations and rotations are independent, force stress tensor is 
asymmetric and couple stress tensor equal to zero. The main purpose 
of our work is to get system of thermodynamic equations for the CC.  
 

Keywords— current configuration , energy coupling tensors, 
reduced Cosserat continuum, thermodynamic.  

I. INTRODUCTION 

IN this work we are aiming to establish a system of 

thermodynamic equations for reduced Cosserat continuum. 
The idea of the reduced Cosserat continuum  as an elastic 
medium is proposed as a model for granular medium as well. 
This type of medium and its behavior is very important in 
different branches of engineering and industrial applications 
such as mining, agriculture, construction and geological 
processes.  

Most of the models suggest that the sizes of solid particles 
are negligible in comparison with typical distances between 
particles. Our model deals with granular materials where 
grain’s size and nearest-neighbour distance are roughly 
comparable. In contrast to solid bodies in granular materials 
there is no “rotational springs” that keep rotations of 
neighbouring grains. For example in the simplest case, solids 
can be modeled as an array of point masses connected by  
springs. 

Originally an idea of an equal footing of rotational and 
translational degrees of freedom appeared in [1]. In that work 
authors obtained good correspondents between their 
theoretical results with experimental data. We used this work 
as in inspiration in our studies. 
 

There are two well-known theories for described solids: 
moment theory of elasticity (Cosserat Continuum), moment 
theory of elasticity with constrained rotation (Cosserat  
 

V. Lalin is with the Department of Structural mechanics, Saint Petersburg 
State Polytechnic University, Saint Petersburg, Russia 
(e-mail: vllalin@ yandex.ru).  

E. Zdanchuk is with the Department of Structural mechanics, Saint 
Petersburg State Polytechnic University, Saint Petersburg, Russia (e-mail: 
zelizaveta@yandex.ru). 

 

 

Pseudocontinuum). There exists a vast amount of literature 
on these models, such as [2], [3], [4], [5], [6]. A practical 
application of these models requires an experimental 
determination of a large number of additional constants in 
constitutive equations. These theories can still be applied to 
granular media although there are many other specific models 
describing this type of media [8], [9], [10], [11]. In recent 
papers [12], [13] more advanced Reduced Cosserat Continuum 
was suggested as possible model to describe granular 
materials.  In this continuum translations and rotations are 
independent, stress tensor is not symmetric and couple stresses 
tensor equal to zero. A feature of this model that it has a 
classical continuum as its static limit. More advanced studies 
of this model were performed quit recently in the works [14], 
[15]. 

In this paper, we further develop results achieved in [17], 
[18], [19] for reduced Cosserat continuum as a suitable model 
for granular medium. In these works we have presented linear 
reduced Cosserat continuum equations, plane wave 
propagation and dispersion curves for an isotropic case. Here 
we present thermodynamic nonlinear reduced Cosserat 
continuum equations for the current configuration.   

 

II. MATH 
In reduced Cosserat continuum each particle has 6 degrees 

of freedom, in terms of kinematics its state is described by 
vector r and turn tensor P. The turn tensor is orthogonal tensor 
that is defined by 3 independent parameters with determinant 
equal to 1. Current position of the body at time t is called the 
current configuration (CC). Let us introduce a basis 

ks
k xtx ∂∂= /),( rr , a dual basis ),( txskr  and a Hamiltonian 

for the CC 
k

k

x∂
∂

=∇ r
.  

A purpose of this work is to obtain thermodynamic 
equations for the nonlinear reduced Cosserat continuum as 
Eulerian description for the CC.  

Here we list equations that are necessary to establish the 
system of equations for the CC: 

 
a linear momentum balance equation 

Nonlinear thermodynamic model for granular 
medium 

Lalin Vladimir, Zdanchuk Elizaveta 
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dSdV
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d τnvρ

                                                       (1)                                                                                                                            
a kinetic momentum balance equation 

∫∫ ⋅×=×+⋅
SV

dSdV
dt
d )()( τnrvrωJ ρρ

                          (2)                                                                                                                     
an energy balance equation: 

QdSdV
dt
d

SV
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2
1

2
1( 2 ρρωρ

   (3)                                                                                               
and the Reynolds transport theorem 

∫∫ =
VV

dVAAdV
dt
d

ρρ
                                                        (4)                                                                                                                  

where ρ is density for the CC, v - velocity vector )( rv = , r - 
radius vector for the CC, ω - angular velocity 

vector )( PωP ×= , n - an outward unit normal to the surface S, 
J - mass density of an inertia tensor, Π - mass density of the 

strain energy, 
(...)(...))...(

.
∇⋅+

∂
∂

= v
t  - material time 

derivative, A - arbitrary scalar, vector or tensor field, V - 
volume limited by a surface S, Q - thermal power. To simplify 
calculations we assume that the body forces are equal to zero. 

We shall combine equation (4), Gauss-Ostrogradskii 
theorem and equations (1) and (2). As a result we get motion 
equations for the CC: 

vτ ρ=⋅∇                                                                           (5)                                                                                                                                                          
)( ωJωJωτ ⋅+⋅×= ρx ,                                                   (6)                                                                                                                             

where xτ  denotes a vector invariant of tensor τ . A 
definition of this vector invariant was given by Lurie [20]. 

Equations (5) and (6) are the first two equations in our 
system describing CC. 

Heat Q is sum of a heat coming into the volume V through 
its surface and a heat distributed in volume and can expressed 
as a following formula 

∫∫∫ ⋅∇−=+⋅−=
VVS

dVRRdVdSQ )( hhN ρρ
.                 (7)                                                                                                        

Here N is a unit normal vector to S, h is a heat flux vector, 
R is a heat source per unit mass. 

After combining equations (3), (4), (7) and applying an 

identity aAaAaA T ⋅∇⋅+⋅⋅∇=⋅⋅∇ )(   we arrive at 

∫ ∫ ⋅∇−+⋅∇⋅+⋅⋅∇=Π+⋅⋅+⋅
V V

T dVRdV )()()( hvτvτωJωvv ρρ 



.                                                                                              (8) 
Since volume V is an arbitrary volume, than using (8) and 

equation (5) we obtain the following relation 
hωωJvτ ⋅∇−+⋅⋅−⋅∇⋅=Π RT ρρρ )( 



                           (9)                                                                                                             
Now let us apply relation (6) for a second term in the right 

hand side of an equation above. The latter combined with 
0)( =⋅⋅× ωωω J  results 

)()( ωIτωτωωJ ×⋅⋅=⋅=⋅⋅− TT
xρ . 

The equality above was obtained with help of expression 
)()( aBAaBA ×⋅⋅=⋅⋅ x  with  B = I [21]. Now we can rewrite 

the equation (9) in the following form 
hωIvτ ⋅∇−+×+∇⋅⋅=Π RT ρρ )(

.                               (10)                                                                                                            
A strain state for reduced Cosserat continuum is described 

by a strain tensor ),( txke . We can define it for the CC as: 
TT PFIe ⋅−= −

,                                                              (11)                                                                                                                                     

where F should satisfy a relation
TRF ∇=−1

 with R as a 
radius vector in the reference configuration. 

Let us differentiate the expression (11) with respect to time, 

using 
TT −− ⋅−∇= FvF  and ωPP ×−= TT

 to obtain rhe 
ωIvevωeee ×+∇=⋅∇+×+= D .                                (12)                                                                                                                      

From now we will use this short notation for 
hvhhh ⋅∇+×+= ωD  for an arbitrary h. Value hD is shown 

to be an objective derivative [11].      
The equation (12) is the compatibility equation for the CC. 

And its number 3 in our system of equations. 
After having introduced strain and stress, it is necessary to 

establish a relation between them. This was done through 
constitutive equations. Let us substitute (12) in (10) and obtain 

heτ ⋅∇−+⋅⋅=Π RDT ρρ                                                (13)                                                                                                                             
One can easily recognize the first law of thermodynamics in 

(13). 
As we know from [20], the second law of thermodynamics 

can be expressed as 
0ln)( ≥∇⋅−⋅∇−− θρηρθ hhR ,                                  (14)                                                                                                          

where ),( θηη e=  is a unit entropy. 
Recombination of terms in the expression (13) gives us 

eτh DR T ⋅⋅−Π=⋅∇− ρρ . 
Let us substitute this into (14) to get 

0ln ≥∇⋅−⋅⋅+Π− θρηρθ heτ DT


  
Further, we use θη−Π=f - the Helmholtz free-energy 

function, where θ is a temperature. With equation above this 
results in 

0ln)( ≥∇⋅−+−⋅⋅ θηθρ heτ fDT
.                              (15)                                                                                                             

Applying a techniques describing in [21] we can get  

θ
θ


∂
∂

+⋅⋅
∂

∂
=

fDff
T

e
e .                                                     (16)                                                                                                     

Substituting (16) into (15) we obtain 

0ln)()( ≥∇⋅−+
∂
∂

−⋅⋅
∂
∂

− θθη
θ

ρρ he
e

τ 

fDf T

.               (17)                                                                                                       
It is shown in [20] that equation (17) holds only if 

0=
∂
∂

−
e

τ fρ
, 

0)( =+
∂
∂ η
θ

ρ f
, 0ln ≥∇⋅− θh , 

which leads us to the following result 
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e
τ

∂
∂

=
fρ

                                                                         (18)                                                                                                                                               

η
θ

=
∂
∂

−
f

                                                                         (19)                                                                                                                                           
In our case a mass density Π is a function of two 

arguments: a strain state e and a temperatureθ . A partial 
derivative of Π with respect to e  can be transformed in the 
following way 

eeeeeeee ∂
∂

=
∂
∂

−
∂
∂

+
∂
∂

=
∂
∂

∂
∂

+
∂
∂

+
∂
∂

=
∂
Π∂ ffff )( θθηθ

θ
θη

,      (20)        

 Here we used definition of f  and expression (19). Using 
this expression (20) and the equation (18) arrive at 

e
τ

∂
Π∂

= ρ
.                                                                        (21)                                                                                                                                        

The expression (21) is the constitutive equation for the CC. 
In order to obtain next equation for the CC we need to refer 

back to the expression (13). For that we introduce 
)( ηθρϕ  +−⋅⋅= fDT eτ - as unit energy dissipation. 

In the elastic medium 0=ϕ , thus thermal conductivity 
equation has a following simple form 

h⋅∇−= Rρηρθ  .                                                           (22)                                                                                                                                             
Since we consider isotropic media θ∇−= kh , where k  

denotes the coefficient of thermal conductivity. 

Time derivative of ),( θηη e= in combination with 
technique describing in [21] results in 

TD )( e
e

⋅⋅
∂
∂

+
∂
∂

=
ηθ

θ
ηη 



. 
And with help of formula (21) we arrive at  

θρηρθθ
θ
ηρθ ∇⋅∇+=⋅⋅

∂
∂

+
∂
∂ kRD T)( e

e


.                     (23)                                                                                                        
Combining formulas (18) and (19) results in 

θρ
η

∂
∂

−=
∂
∂ τ

e
1

.                                                                 (24)                                                                                                    

Now we introduce θ
ηθχ

∂
∂

=
 - the specific heat capacity of 

constant deformation. 
After substitution of χ and (24) into (23) we arrive to the 

following equation 
TDkR )( eτ

⋅⋅
∂
∂

+∇⋅∇+=
θ

θθρθρχ 
.                              (25)                                                                                                                  

The last equation is a heat conductivity equation for the CC 
and it is the fifth equation in our system. 

The system of equation for the CC will not be full without 
the mass conservation law [22]  

0=⋅∇+ vρρ .                                                                 (26)                                                                                                                                            
 

III. RESULTS 
Here we gather all the equation in our system: 

motion equations                
vτ ρ=⋅∇ ,                                                                                                                                                                                                            

)( ωJωJωτ ⋅+⋅×= ρx , 
the compatibility equation                 

ωIvevωee ×+∇=⋅∇+×+ , 
the constitutive equation   

e
τ

∂
Π∂

= ρ
,      

the heat conductivity equation         
TDkR )( eτ

⋅⋅
∂
∂

+∇⋅∇+=
θ

θθρθρχ 
,                                                                                                                                       

the mass conservation law            
0=⋅∇+ vρρ . 

This system depends on the following unknown functions: 9 
stresses τ , 9 strains e , 6 velocities v ,ω , temperature θ  and 
density ρ. As a result we have 26 unknown functions. The 
problem becomes fully set after adding the boundary and 
initial conditions. 

The main advantage of our work is that our description for 
the CC does not contain kinematic unknown r, P as well as 
strain gradient F. Although unknown r, P can be found by 

integrating equations rv = , PωP ×=  after solving the 
system of equation. 

 
. 
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Abstract—Recent studies have shown that classical continuum 
theories are insufficient to accurately and meticulously describe 
deformation phenomena in the regime of small scales. Thus, 
enhanced or higher-grade continuum theories that account for lower-
scale-driven processes have been proposed. Until now, all the studies 
on the dynamical response of single carbon nanotubes were based on 
Helmholtz-type nonlocal beam models. A study [1] on bars shows 
that the bi-Helmholtz model is more appropriate to fit molecular 
dynamics results (Born-Karman). In this study, we investigate the bi-
Helmholtz type nonlocal elasticity for the free vibration problem of a 
single walled carbon nanotube, considering  three different boundary 
conditions (cantilever, simply supported, clamped-clamped beam).  

Keywords—Nonlocal Elasticity, Beams, Carbon Nanotubes, 
eigenfrequencies.  

I.  INTRODUCTION 

 
Since the discovery of carbon nanotubes (CNTs) at the 

beginning of the 1990s [2], extensive research related to 
nanotubes in the fields of chemistry, physics, materials science 
and electrical engineering has been reported. Mechanical 
behavior of CNTs, including vibration analysis, has been the 
subject of numerous studies [10,12–14]. Since controlled 
experiments at nanoscale are difficult and molecular dynamics 
simulations remain expensive and formidable for large-scale 
systems, continuum mechanics models, such as the classical 
Euler elastic-beam model, have been effectively used to study 
overall mechanical behavior of CNTs. 

Τhe applicability of classical continuum models at very 
small scales is questionable, since the material microstructure 
at small size, such as lattice spacing between individual atoms, 
becomes increasingly important and the discrete structure of 
the material can no longer be homogenized into a continuum. 
Therefore, the modified continuum theories, such as nonlocal, 
may be an alternative to take into account the scale effect in 
the studies of nanomaterials. 

The theory of nonlocal continuum mechanics and nonlocal 
elasticity was formally initiated by the papers of Eringen and 
Edelen [3 – 6]. Application of nonlocal continuum theory in 
nanomaterials was initially addressed by Peddieson et al. [7], 
in which they applied the nonlocal elasticity to formulate a 
nonlocal version of Euler–Bernoulli beam model, and 
concluded that nonlocal continuum mechanics could 
potentially play a useful role in nanotechnology applications. 

Considering the study of the free vibration problem for 
carbon nanotubes, there exists significant literature in the 
framework of non-local theory (see for example [9,10,12]). 
Most approaches are based on the Helmholtz operator 
proposed by Eringen [3,6]. A study [1] on bars show that bi-
Helmholtz model is more appropriate to fit molecular 
dynamics results (Born-Karman). Considering this study, we 
investigate the bi-Helmholtz type nonlocal elasticity for the 
free vibration problem of a single walled carbon nanotube 
considering three different boundary conditions (cantilever, 
simply supported, clamped-clamped beam)  

 

II. GOVERNING EQUATIONS 

A. General equations of Non Local Elasticity 
For homogeneous and isotropic solids the linear theory is 

expressed by the following set of equations [3,6]  
 

, ( ) 0kl k l lt f uρ+ − =   (1) 

( ) ( , ) ( ) ( )kl klV
t K dτ σ υ′ ′ ′ ′= −∫x x x x x  (2) 

( ) ( ) 2 ( )kl rr kl kle eσ λ δ µ′ ′ ′= +x x x   (3) 

1 ( ) ( )
( )

2
k l

kl

l k

u u
e

x x

′ ′∂ ∂
′ = +

′ ′∂ ∂

 
 
 

x x
x   (4) 
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where ,klt ,ρ lf and lu are, respectively, the components of 
the stress tensor, the mass density, the body force density 
vector components and the displacement vector components at 
a reference point x in the body at time t. Further, ( )klσ ′x is the 

classical stress tensor at ′x which is related to the linear strain 
tensor ( )kle ′x at any point ′x in the body at time t via the 
Hooke law, with λ and μ being Lamé constants. It is readily 
observable that the only difference between  (1) – (4) and the 
respective equations of classical elasticity is the expression of 
the stress tensor (2) which replaces Hooke’s Law (3). The 
volume integral in (2) is evaluated over the region V of the 
body.  

 
The Equation (2) expresses the contribution of other parts 

of the body in the stress at point x through the attenuation 
function (nonlocal modulus) ( , )K τ′ −x x . From the structure 
of  (2), we conclude that the attenuation function [5,8] has the 
dimension of (length)-3. Therefore, it should depend on a 
characteristic length ratio /a  , where a is an internal 
characteristic length i.e. lattice parameter/bond length and  is 
an external characteristic length i.e. crack length, wave length. 
Consequently, the expression of K in a more appropriate form 
is  
                        ( , )K K τ′= −x x , 0 /e aτ =              (5)   

where 0e is a dimensionless constant. 
The nonlocal modulus has the following properties: 
i) When τ  (or a ) 0→ , K must revert to the Dirac 
generalized function, so that classical elasticity limit is 
obtained in the limit of vanishing internal characteristic length.    
 
                         

0
lim ( , ) ( )K
τ

τ δ
→

′ ′− = −x x x x              (6) (6) 

 
ii) It acquires its maximum at ′ =x x , attenuating 
with ′ −x x . 
iii) If K is a Green’s function of a linear differential operator 
i.e. if 

 
                          [ ]( , ) ( )L K τ δ′ ′− = −x x x x               (7) (7) 

 
then applying the operator L to eq.(2), we obtain: 

 

kl klLt σ=                                   (8) (8) 
 

In this paper, we use the nonlocal modulus 
 

( ) ( ){ }2 2

1 2

1 21 2
1 1

( ) exp exp
2

/ /BHK x c c
c c

x c x c=
−

− − −

                                                                                  (9) 
 which is the Green’s function of the following bi Helmholtz 
operator [6,8]  

 

2 2 2 4
2 2 2 2 2 2

1 2 1 2 1 22 2 2 4
1 1 1 ( )BH d d d d

L c c c c c c
dx dx dx dx

= − − = − + +
  
  
  

 

        
2 4

2 4

2 4
1

d d

dx dx
ε γ= − +                                            (10) 

where 2 2 2

1 2c cε = +  and 4 2 2

1 2c cγ =  1c and 2c are given by the 
expressions: 
 

2 4
2

1 4
1 1 4

2
c

ε γ

ε
= + −

 
  
 

2 4
2

2 4
1 1 4

2
c

ε γ

ε
= − −

 
  
 

 

 

where 
4

4
0 1 4

γ

ε
≤ −
 
 
 

 

In the case of 4 4

1 24 ,  are real 2c cγ ε ε γ= = ⇒ =  
And the kernel has the following form [8]:    
 

( ) ( )2

1 1
( , ) exp /

2 2BHK x x xγ γ γ
γ

= + −  

                               
1

(0, )
4BHK γ
γ

=                                 (11) 

In the case where 0

2

e a
γ =  the modulus (10) can be write as: 

( )
0 0

2

0

1 1
( , ) exp

2 2 2
/BH

e a e a
K x x x

e a
γ = + −

    
    

    
 

                                                                                          (12) 
the operator takes the form: 

                    ( ) ( )42 4
2 0

0 2 41 1
4

BH d e a d
L e a

dx dx
= − +              (13) 

 
A variant of the above operator is for 0e aγ =                  

                    ( ) ( )
2 4

2 4

0 02 42 1 2BH d d
L e a e a

dx dx
= − +             (14) 

 
We also used the classical Helmholtz nonlocal modulus to 

make a comparison between the results obtained by each 
modulus.  

The Helmholtz  nonlocal modulus has the form:  
 

                      ( )0

0

1
( , ) exp /

2HK x x e a
e a

γ = −            (15) 

 
which is the Green’s function of the following operator [3,6] 

                         ( )
2

2

0 2
1H d

L e a
dx

= −                           (16) 

At this point it is useful to show the two kernels to 
comparing these. 
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Figure 1. The nonlocal modulus HK (dashed line), 

( )1 2continuous line,BHK c c= at x = 0.5 for different values 
of e0a 

 

B. Differential equation for Euler Bernoulli beam 
 

The Euler Bernoulli beam theory (EBT) is based on the 
displacement field  

 

           ( )1 ,
w

u u x t z
x

∂
= −

∂
    2 0u =     ( )3 ,u w x t=   (17)    

 
Where (u,w) are the axial and transverse displacements of the 
point (x,0) on the middle plane of the beam. In the EBT the 
only non zero strain is: 

 

             
2

0

2xx xx

u w
z z

x x
ε ε κ

∂ ∂
= − ≡ +
∂ ∂

  (18) 

 
Where 0

xxε  is the extensional andκ is the curvature  
The equations of motion are given by 

 

                     ( )
2

0 2
,

N u
f x t m

x t
+

∂ ∂
=

∂ ∂
              (19) 

 
and 

 

       
2 2 4

0 22 2 2 2
ˆM w w w

m m q N
x t t x x x

∂ ∂ ∂ ∂ ∂
= − − +

∂ ∂ ∂ ∂ ∂ ∂
 
 
 

  (20) 

 
Where f(x,t), q(x,t) are the axial force per unit length and 

transverse force per unit length, respectively. N is the axial 
force, M is the bending moment which are defined 

as
xx

A

N dAσ= ∫ , xx

A

M z dAσ= ∫  where xxσ is the classical   

axial stress on the yz section in the direction of x. The mass 
inertias 0m and 2m are defined by 

 

0

A

m dA Aρ ρ= =∫  and 2

2

A

m z dA Iρ ρ= =∫  

where I denotes the second moment of area about y axis. 

C. Differential equation for non local Euler Bernoulli beam 
 
Applying the operator (10) in equation (8) and considering 

that xx xxEσ ε= ,where E is the Young’s modulus of the 

material and 
2

2

o

xx xx

u
z z

x x

w
ε ε κ

∂ ∂
= + = −

∂ ∂
 (Euler Bernoulli 

Theory - EBT), we obtain the following expressions: 
 

                           ,xx xx xx

BH
xx

HL L tτ σ σ==                     (20a,b) 
or  
 

2
2

2
1 xxxx E

x
ε τ ε

∂
−

∂

  = 
 

      (21) 

       
2 4

2 4

2 4
1 xx xxE

x x
tε γ ε

∂ ∂
− +

∂ ∂
=

 
 
 

 (22) 

 
where xxτ  and xxt are the nonlocal stresses for the two 
modulus, respectively.  
 

The non local axial force and bending moment defined as 
follow for each of the cases (21,22): 
 

i)  xx

A

H
NLN dAτ= ∫           xx

A

H
NLM z dAτ= ∫                        (23a,b) 

 
ii) xx

A

BH
NLN dAt= ∫           xx

A

BH
NLM zt dA= ∫                        (24a,b) 

 
The process for constructing the differential equation refers to 
the operator BHL . 
 
Integrating the (20b), we obtain:  
 

(24 )

xx xx

A A

a
BHL t dx dxσ= ⇒∫ ∫  

  
2 4

2

2 4

4
BH BH

oNL NL
xx

BH
NL

N N
N EA

x x
Nε εγ∂ ∂

− + = =
∂ ∂

     (25) 

   
(24 )

xx xx

A

b
BH

A

L zt dx z dxσ= ⇒∫∫  

 
2 4

2

2 4

4
BH BH

NL NLBH
NL

M M
M EI M

x x
ε κγ∂ ∂

− + = =
∂ ∂

     (26) 

  

Consider that 
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2 2

0 02 2
  

BH BH
NL NLN u N u

f m m f
x t x t

or∂ ∂ ∂ ∂
+ = = −

∂ ∂ ∂ ∂
         (27) 

And  

2 2 4

0 22 2 2 2
ˆ

BH

NLM w w w
m m q N

x t t x x x

∂ ∂ ∂ ∂ ∂
= − − +

∂ ∂ ∂ ∂ ∂ ∂
 
 
 

       (28) 

Substituting for the first and third derivative of N from 
(27) into (25), we obtain 

3 2 3
2 4

0 02 2 2

BH

NL

u u f u f
N EA m m

x t x x x t x x
ε γ

∂ ∂ ∂ ∂ ∂ ∂
= + − − −

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂

   
   
   

 

                                                                                            (29)  

Substituting N from (29) into the equation of motion (27) 
we obtain: 

2

4 2

0 2 2 2

u u f
EA f m

x x t x x
ε

∂ ∂ ∂ ∂
+ + − −

∂ ∂ ∂ ∂ ∂

  
      

      

6 4 2

0 02 4 4 2

4 0
u f u

m m
t x x t

γ
∂ ∂ ∂

− − − =
∂ ∂ ∂ ∂

 
 
 

                     (30) 

Similarly, substituting the second and fourth derivative of 
M from (28) into (26) we obtain:  

2 2 4
2

0 22 2 2 2
ˆBH

NL
w w w w

M EI m m q N
x t t x x x

ε
∂ ∂ ∂ ∂ ∂

= − + − − +
∂ ∂ ∂ ∂ ∂ ∂

  
    

4 6 2 3
4

0 22 2 2 4 2 3
ˆw w q w

m m N
t x t x x x x

γ
∂ ∂ ∂ ∂ ∂

− − − +
∂ ∂ ∂ ∂ ∂ ∂ ∂

  
    

      (31) 

Substituting M from (31) into (28) we obtain: 
2 2 2 2 4

2

0 22 2 2 2 2 2

2 4 6 2 3
4

0 22 2 2 2 4 2 3

ˆ

ˆ

w w w w
EI m m q N

x x x t t x x x

w w q w
m m N

x t x t x x x x

ε

γ

∂ ∂ ∂ ∂ ∂ ∂ ∂
− + − − +

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂

∂ ∂ ∂ ∂ ∂ ∂
− − − +

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂

    
        

  
    

2 4

0 22 2 2
ˆ 

w w w
q N m m

x x t t x

∂ ∂ ∂ ∂
+ − = −

∂ ∂ ∂ ∂ ∂
 
 
 

                     (32) 

In the case of pure bending (m2=0) 

2 2
2

02 2
ˆBH

NL
w w w

M EI m q N
x t x x

ε
∂ ∂ ∂ ∂

= − + − +
∂ ∂ ∂ ∂

  
    

                            

4 2 3
4

0 2 2 2 3
ˆw q w

m N
t x x x x

γ
∂ ∂ ∂ ∂

− − +
∂ ∂ ∂ ∂ ∂

  
    

 (33) 

and the equation takes the form: 

2 2 2 2
2

02 2 2 2

2 4 2 3

02 2 2 2 3

ˆ

ˆ

w w w
EI m q N

x x x t x x

w q w
m N

x t x x x x

ε

γ

∂ ∂ ∂ ∂ ∂ ∂
− + − +

∂ ∂ ∂ ∂ ∂ ∂

∂ ∂ ∂ ∂ ∂
− − +

∂ ∂ ∂ ∂ ∂ ∂

    
        

  
    

 

2

0 2
ˆ w w

q N m
x x t

∂ ∂ ∂
+ − =

∂ ∂ ∂
 
 
 

 (34) 

The same equation arises from the principle of virtual 
displacements as shown below: 

( ) ( )[ ]

0 0

2 2

0 2 0

2

2
, , 0

T L

BH
NL

BH
NL

u u w w w w
m m m

t t x t x t t t

u w
N M f x t u q x t w dxdt

x x

δ δ δ

δ δ
δ δ

∂ ∂ ∂ ∂ ∂ ∂
+ + −

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂

∂ ∂
− + + + =

∂ ∂

     
           

  
       

∫ ∫
                                                                                              

                                            (35) 

Taking into account the (29) and (31), we have: 

3 5 3
2

0 02 2 3 3

2 2 4
2

0 22 2 2 2

2 2

0 2 0
0 0

0

4

T L

L u u f u fEA m m
x t x x t x x

w w wEI m m q
x t t x

u u w w w wm m m dx
t t x t x t t t

u dx
x

ε

ε

δ δ δ

δγ

      
      

       
    ∂ ∂ ∂ ∂ ∂  + − − −      ∂ ∂ ∂ ∂ ∂ ∂ ∂       

∂ ∂ ∂ ∂
− + − − +

∂ ∂ ∂ ∂

∂ ∂ ∂ ∂ ∂ ∂+ + −
∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂

∂−
∂

+

∫ ∫

∫

4 6 2 3
4

0 22 2 2 4 2 3

0

2

2

ˆ

ˆ

L wN
x x

w w q wm m N
t x t x x x x

w dx
x

γ δ

  ∂ 
   ∂ ∂  

   ∂ ∂ ∂ ∂ ∂ − − − +    ∂ ∂ ∂ ∂ ∂ ∂ ∂    

∂
∂

∫

 

( ) ( )[ ]
0

, , 0
L

f x t u q x t w dx dtδ δ+ + =




∫                        (36) 

Neglected m2 [pure bending (m2=0)]and axial force N̂  

2 2

0 2 0
0 0

3 5 3
2

0 02 2 3 3
0

2 2 4
2 4

0 02 2 2 2

4

T L

L

u u w w w w
m m m dx

t t x t x t t t

u u f u f u
EA m m dx

x t x x t x x x

w w w
EI m q m

x t t x

δ δ δ

δ
ε

ε γ

γ

∂ ∂ ∂ ∂ ∂ ∂
+ + −

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂

∂ ∂ ∂ ∂ ∂ ∂
− + − − −

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂

∂ ∂ ∂
+ − + − −

∂ ∂ ∂ ∂

      
           
      

           

 
 
 

∫ ∫

∫

( ) ( )[ ]

2 2

2 2
0

0

, , 0                                         (37)

L

L

q w
dx

x x

f x t u q x t w dx dt

δ

δ δ

∂ ∂
−
∂ ∂

+ + =

    
    
    





∫

∫

 

 
It can be verified that the Euler-Langrage equations associated 
with the variational statement in (37) are indeed the same as 
(30) and (34). Indicatively the bending equation is: 

 
2 2 2 2

2

0 02 2 2 2

w w w
m EI m q

t t x x x t
ε

∂ ∂ ∂ ∂ ∂ ∂
− − + − −
∂ ∂ ∂ ∂ ∂ ∂

    
          

 

( )
2 4 2

4

02 2 2 2
, 0

w q
m q x t

x t x x
γ

∂ ∂ ∂
− − + =

∂ ∂ ∂ ∂

 
 
 

                     (38) 

 
In addition the natural boundary conditions at x= 0,L are 
obtained:  

Q̂ =
2

2

w
EI

x x

∂ ∂
−
∂ ∂

 
 
 

2
2

0 2

w
m q

x t
ε

∂ ∂
+ −

∂ ∂

 
 
 
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4 2

4

0 2 2 2

w q
m

x t x x
γ

∂ ∂ ∂
− −

∂ ∂ ∂ ∂

 
 
 

                                       (39) 

 

M̂ =
2

2

w
EI

x
−

∂

∂
2

2

0 2

w
m q

t
ε

∂
+ −

∂

 
 
 

4 2
4

0 2 2 2

w q
m

t x x
γ

∂ ∂
− −

∂ ∂ ∂

 
 
 

 

    (40) 

III. FREE VIBTRATION PROBLEMS 
In this section we study the free vibration problem for 

three different boundary conditions. We assume constant 
material and geometric properties. The governing equation is 
obtained form (38). 

For free vibration we suppose that q(x,t)=0. Equation (38) 
takes the form:   

4 4 6
2 4

0 0 04 2 2 2 4
0

w w w w
EI m m m

x t x t x t t
ε γ

∂ ∂ ∂ ∂ ∂
− + + − =

∂ ∂ ∂ ∂ ∂ ∂ ∂

     
         

 

  (41) 

and the generalized forces become: 

Q̂ =
3

3

w
EI

x

∂
−

∂

3
2

0 2

w
m

t x
ε

∂
+

∂ ∂

 
 
 

5
4

0 2 3

w
m

t x
γ

∂
−

∂ ∂

 
 
 

 (42) 

M̂ =
2

2

w
EI

x
−

∂

∂

2
2

0 2

w
m

t
ε

∂
+

∂

 
 
 

4
4

0 2 2

w
m

t x
γ

∂
−

∂ ∂

 
 
 

 (43) 

 
In order to calculate the eigenfrequencies, we seek periodic 

solutions of the form ( ) ( ), i tw x t x e ωϕ=  where ( )xϕ is the 
mode shape and ω is the natural frequency.  After 
straightforward calculations, we obtain the following 
equations: 
 

( ) ( )
4 2

2 2 2

0 0 04 2

4 2 0
d d

EI m m m
dx dx

ϕ ϕ
γ ω ω ω ϕε− =+ −  (44) 

( )Q̂ x =
3

3

d
EI

dx

ϕ
− 2 2

0

d
m

dx

ϕ
ε ω−  

 
 

3
4

0 3

2 d
m

dx

ϕ
ω γ+

 
 
 

 (45) 

( )M̂ x =
2

2

d
EI

dx

ϕ
− ( )2

0

2 mω ε ϕ−
2

4

0 2

2 d
m

dx

ϕ
ω γ+

 
 
 

 (46) 

 

The general solution of (44) is: 

( ) ( ) ( ) ( ) ( )
1 2 3 4
sin cos sinh coshx c ax c ax c x c xϕ β β= + + +  

  (47)  

where: 

( ) ( )( )2

0

2 2 2 4 2

0 04 2

0

1
4

2
EI m

EI m
a m mγ ω

γ ω
ε ω ω−

−
= +

( ) ( )( )2

02

0

2 2 2 4 2
0 04

1
4

2
EI m

EI m
m mγ ω

γ ω
β ε ω ω−

−
= − +  

                                                                                   (48a,b) 

A. Cantilever beam 
For this problem the boundary conditions are: 

( )0 0ϕ = , ( )0 0ϕ′ =    ( )ˆ 0M L = , ( )ˆ 0Q L =  
 (49) 
Use of the boundary conditions leads to the condition: 
 

1 4
0c c+ = ,   

1 4
0c ca β+ =  

 

( )( )( )

( )( )( )

2 2 2 2

0 0 1 2

2 2 2 2

0 0 3 4

4

4

sin cos

sinh cosh 0

EI m a m c aL c aL

EI m m c L c L

γ ω ε ω

γ ω β ε ω β β

− − +

− + + =

−
 

 

 
( )( )( )

( )( )( )

2 2 2 2

0 0 1 2

2 2 2 2

0 0 3 4

4

4

cos sin

cosh sinh 0

a EI m a m c aL c aL

EI m m c L c L

γ ω ε ω

β γ ω β ε ω β β

− − −

− + + =

−
 

  (50) 

To calculate the eigenfrequencies ωn, n=1,2,…N of a 
cantilever beam we have to set the determinant of the 
coefficient matrix in (50) to zero.  

B. Simply supported beam 
For this problem the boundary conditions are:  

( )0 0ϕ = ( ) 0Lϕ =   ( ) ( )ˆ ˆ0 0, 0M M L= =  (51) 

To calculate the eigenfrequencies ωn, n=1,2,…N of simply 
supported beam we follow the same procedure as that in the 
case of the cantilever beam. 

C. Clamped clamped beam 
For this problem the boundary conditions are 

( )0 0ϕ = ( ) 0Lϕ =  ( )0 0ϕ = ( ) 0Lϕ′ =  (52) 

Respectively the eigenfrequencies ωn, n=1,2,…N of 
clamped-clamped beam we follow the same procedure as that 
in the case of the cantilever beam and simply supported beam. 

IV. RESULTS AND DISCUSSION  

A. Results 
Numerical results are presented using the properties of carbon 
nanotubes. The following values of the parameters [10] are 
used E=1TPa, L=100nm, ρ=2300 kg/m,3 d= 91 10 m−× , 

A= 19 27.85 10 m−× ,
4

38 44.91 10
64

d
I m

π −= = ×  
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Table 1 The eigenfrequencies (ωn) of the cantilever beam 

 

Table 2 The eigenfrequencies (ωn) of the simply supported 
beam  

 

Table 3 The eigenfrequencies (ωn) of the Clamped – Clamped  
beam 

 

The eigenfrequencies for each kind of boundary conditions 
(cantilever, simlpy supported and clamped-clapmed) are 
presented in table 1, 2 and 3. In the first column is the number 
of mode “n”, in the second column are the first nine 
eigenfrequencies corresponding to the classical ( )0 0e a =  
EBT. In the other three columns are the results from the 
nonlocal theory using three different operators HL and 

1 2,BH BHL L . For all cases the nonlocal  parameter 0e a  has the 

value of 80.1 10L m−× = . 

The above results are presented in the following diagrams. 
The eigenfrequencies are dimensionless. In each problem, all 
the eigenfrequencies are divided by the fundamental 
eigenfrequency of the classical theory (EBT). 

The conclusions of the study of the bi-Helmholtz nonlocal  
operator are summarized as follows:  

For all cases of boundary conditions, almost all the 
eigenfrequencies are smaller than those of classical theory, but 
also from those yielded by the Helmholtz operator. This 
means that essentially our model presents lower stiffens 
response. The only exception is the fundamental natural 
frequency in the case of the cantilever beam. 

The variation of results especially in high eigenfrequencies  
is quite large , exceeding  50 % for ω9 compared with this 
form the Helmholtz operator. 

 

 
figure 1 The first nine Dimensionless eigenfrequencies of the 
cantilever beam 

 
Figure 2 The first nine Dimensionless eigenfrequencies of the 
simply supported beam 

 

 
Figure 3 The first nine dimensionless eigenfrequencies of the 
claped-clapmed beam 

Mode Classic 
(GHz) 

HL (GHz) 1

BHL (GHz) 2

BHL (GHz) 

1 1.8335 1.8415 1.8412 1.8485 
2 11.491 10.784 10.727 9.9857 
3 32.174 26.629 25.801 21.226 
4 63.048 44.686 41.075 29.913 
5 104.63 63.288 54.106 35.961 
6 156.45 81.733 64.333 40.001 
7 217.75 99.904 70.214 42.795 
8 289.51 118.24 78.083 44.746 
9 371.86 135.47 82.631 46.174 

Mode Classic 
(GHz) 

HL (GHz) 1

BHL (GHz) 2

BHL (GHz) 

1 5.1469 4.9102 4.9048 4.6865 
2 20.587 17.432 17.194 14.763 
3 46.322 33.710 32.076 24.531 
4 82.350 51.277 46.017 31.929 
5 129.21 69.100 57.605 37.109 
6 185.42 86.835 66.733 40.695 
7 252.42 104.74 73.784 43.213 
8 329.12 122.29 79.215 45.021 
9 417.75 139.42 83.426 46.351 

Mode Classic 
(GHz) 

HL (GHz) 1

BHL (GHz) 2

BHL (GHz) 

1 11.667 11.008 10.947 10.243 
2 32.162 26.587 25.763 21.160 
3 63.049 44.699 41.086 29.940 
4 104.24 63.281 54.102 35.947 
5 156.73 81.738 64.335 40.010 
6 217.42 99.900 72.145 44.751 
7 290.18 118.61 78.084 46.170 
8 372.14 135.72 82.631 47.227 
9 464.50 153.46 86.154 48.0316 
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From all the models (Classic, HL , 1 2,BH BHL L  ) that were 
used in this study the bi-Helmholtz operator appear to be in 
better agreement  comparing with results from selected studies 
[15] of the theory of molecular dynamics.  

The choice of bi Helmholtz operator is more appropriate 
for the dynamical analysis of nanotubes, under the 
consideration that limitations are arising on possible values of 
the parameter 0e a . 

The next step of the study is to develop computational 
molecular dynamics simulation to calculate the 
eigenfrequencies due to the strong dispersion of results in 
existing studies[12,13,14,15] 
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Abstract—In this work, the third of this study, numerical 

simulations involving supersonic and hypersonic flows on an 

unstructured context are analyzed. The Van Leer and the Radespiel 

and Kroll schemes are implemented on a finite volume formulation, 

using unstructured spatial discretization. The algorithms are 

implemented in their first and second order spatial accuracies. The 

second order spatial accuracy is obtained by a linear reconstruction 

procedure based on the work of Barth and Jespersen. Several non-

linear limiters are studied using the linear interpolation based on the 

work of Jacon and Knight. To the turbulent simulations, the Wilcox, 

the Menter and Rumsey and the Yoder, Georgiadids and Orkwis 

models are employed. The compression corner problem to the 

supersonic inviscid simulations and the re-entry capsule problem to 

the hypersonic viscous simulations are studied. The results have 

demonstrated that the Van Leer algorithm yields the best results in 

terms of the prediction of the shock angle of the oblique shock wave 

in the compression corner problem and the best value of the 

stagnation pressure at the configuration nose in the re-entry capsule 

configuration. The spatially variable time step is the best choice to 

accelerate the convergence of the numerical schemes, as reported by 

Maciel. In terms of turbulent results, the Wilcox model yields the 

best results, proving the good capacity of this turbulence model in 

simulate high hypersonic flows. This paper is continuation of 

Maciel’s works started in 2011 and treats mainly the influence of 

turbulence models on the solution quality. 

 

Keywords— Euler and Navier-Stokes equations; Menter and 

Rumsey turbulence model; Radespiel and Kroll algorithm; 

Unstructured spatial discretization; Van Leer algorithm; Wilcox 

turbulence model; Yoder, Georgiadids and Orkwis turbulence 

model. 

I. INTRODUCTION 

ONVENTIONAL non-upwind algorithms have been 

used extensively to solve a wide variety of problems ([1]). 

Conventional algorithms are somewhat unreliable in the 

sense that for every different problem (and sometimes, every 

different case in the same class of problems) artificial 

dissipation terms must be specially tuned and judicially 

chosen for convergence. Also, complex problems with shocks 

and steep compression and expansion gradients may defy 
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solution altogether. 

 Upwind schemes are in general more robust but are also 

more involved in their derivation and application. Some 

upwind schemes that have been applied to the Euler equations 

are, for example, [2-4]. Some comments about these methods 

are reported below: 

 [2] suggested an upwind scheme based on the flux vector 

splitting concept. This scheme considered the fact that the 

convective flux vector components could be written as flow 

Mach number polynomial functions, as main characteristic. 

Such polynomials presented the particularity of having the 

minor possible degree and the scheme had to satisfy seven 

basic properties to form such polynomials. This scheme was 

presented to the Euler equations in Cartesian coordinates and 

three-dimensions. 

 [3] proposed a new flux vector splitting scheme. They 

declared that their scheme was simple and its accuracy was 

equivalent and, in some cases, better than the [5] scheme 

accuracy in the solutions of the Euler and the Navier-Stokes 

equations. The scheme was robust and converged solutions 

were obtained so fast as the [5] scheme. The authors proposed 

the approximated definition of an advection Mach number at 

the cell face, using its neighbor cell values via associated 

characteristic velocities. This interface Mach number was so 

used to determine the upwind extrapolation of the convective 

quantities. 

 [4] emphasized that the [3] scheme had its merits of low 

computational complexity and low numerical diffusion as 

compared to other methods. They also mentioned that the 

original method had several deficiencies. The method yielded 

local pressure oscillations in the shock wave proximities, 

adverse mesh and flow alignment problems. In the [4] work, 

a hybrid flux vector splitting scheme, which alternated 

between the [3] scheme and the [2] scheme, in the shock 

wave regions, was proposed, assuring that resolution of 

strength shocks was clear and sharply defined. 

 The motivation of the present study is described in [6,7] 

and the interesting reader is encouraged to read this reference 

to become familiar with the equations and its applications. 

 In this work, the third of this study, numerical simulations 

involving supersonic and hypersonic flows on an unstructured 

context are analysed. The [2, 4] schemes are implemented on 

Supersonic and Hypersonic Flows on 2D 
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Other Turbulence Models 

Edisson S. G. Maciel 

C 
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a finite volume formulation, using unstructured spatial 

discretization. The algorithms are implemented in their first 

and second order spatial accuracies. The second order spatial 

accuracy is obtained by a linear reconstruction procedure 

based on the work of [8]. Several non-linear limiters are 

studied using the linear interpolation based on the work of 

[9]. To the turbulent simulations, the [10-12] models are 

employed. The compression corner problem to the inviscid 

simulations and the re-entry capsule problem to the 

hypersonic viscous simulations are studied. The results have 

demonstrated that the [2] algorithm yields the best results in 

terms of the prediction of the shock angle of the oblique 

shock wave in the compression corner problem and the best 

value of the stagnation pressure at the configuration nose in 

the re-entry capsule configuration. The spatially variable time 

step is the best choice to accelerate the convergence of the 

numerical schemes, as reported by [13-14]. In terms of 

turbulent results, the [10] model yields the best results, 

proving the good capacity of this turbulence model in 

simulate high hypersonic flows. This paper is continuation of 

Maciel’s works started in 2011 and treats mainly the 

influence of turbulence models on the solution quality. 

II. NAVIER-STOKES EQUATIONS AND ALGORITHMS 

The Navier-Stokes equations, defined by the two-equation 

turbulence models treated herein, are presented in details in 

[6], and are not repeated here. The interesting reader is 

encouraged to read [6]. 

 The employed algorithms in this study are also described in 

[6], as also the linear reconstruction procedure to obtain high 

resolution of [9], and are not repeated herein. 

III. WILCOX TURBULENCE MODEL 

In this work, the k- model of [10] is one of the studied 

models, where s =  (s is the second turbulent variable). To 

define the turbulent viscosity in terms of k and , one has: 

 

                                  kReT .                                (1) 

 

where: k is the turbulent kinetic energy, ω is the vorticity,  is 

the fluid density, Re is the Reynolds number, and T is the 

turbulent viscosity. 

 The source term denoted by G in the governing equation 

contains the production and dissipation terms of k and . To 

the [10] model, the Gk and G  terms have the following 

expressions: 

 

             kkk DPG     and     DPG ,          (2) 

 

where: 

 

y

u

x

v

y

u
P Tk





















 ,   RekD *

k  ; 

                kkPP   ,  and  ReD 2 .         (3) 

 

The closure coefficients adopted to the [10] model assume the 

following values: 9/5 ; 40/3 ; 09.0*  ; 

0.2k  ; 0.2 ; PrdL = 0.72; PrdT = 0.9. 

IV. MENTER AND RUMSEY TURBULENCE MODEL 

The [11] model presents four variants: k- model of 

Wilcox, k- of two layers, BSL model of [15], and SST (Shear 

Stress Transport) model of [15]. They are defined as follows: 

A. k- model of Wilcox 

Constants of the k- model of [10]: 

 

09.0*
1  , 5.0*

1  , 41.01  , 9/51  , 5.01     and 

*
1

*
1

2
1111 





  ; 

 

Constants of the standard k- model of [16]: 

 

09.0C  , 44.1C 1  , 92.1C 2  , k = 1.0, and  = 

1.17; 

 

Constants of the equivalent k- model: 

 

 C*
2 , k

*
2 /1  , 41.02  , 2 = 0.1C 1  , 

 /12 , and     C0.1C 22 ; 

 

Weighting function, F1: 

 

F1 = 1.0; 

 

Turbulent viscosity: 

 

 kReT ; 

B. k- model of two layers 

 

Constants of the k- model of [10]: 

 

09.0*
1  , 5.0*

1  , 41.01  , 9/51  , 4.01     and   

*
1

*
1

2
1111 





  ; 

 

Constants of the equivalent k- model: 
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09.0*
2  , 0.1*

2  , 41.02  , 2 = 0.44, 857.02  , 

and *
2

*
2

2
2222 





  ; 

 

Weighting function, F1: 

 

1  parameter: 

 

  2
M1 n/500 ,                                                         (4) 

with:  /MM and n = normal distance from the wall to 

the cell under study; 

 

Coefficient CDk-: 

 









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20

2k 10,Re
yy

k
/2MAXCD ;          (5) 

2  parameter: 

 

  k
2

22 CDnk4 ;                                                (6) 

 

M  parameter: 

 

 21M ,MIN  ;                                                          (7) 

 

 4
M1 TANHF  ;                                                              (8) 

 

Turbulent viscosity: 

 

 kReT ; 

C. Menter’s BSL model 

Constants of the k- model of [10]: 

 

09.0*
1  , 5.0*

1  , 41.01  , 9/51  , 5.01     and   

*
1
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1

2
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
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
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Constants of the equivalent k- model: 

 

09.0*
2  , 0.1*

2  , 41.02  , 2 = 0.44, 857.02  , 
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Weighting function, F1: 

 

1  parameter: 

  2
M1 n/500 ; 

 

Coefficient CDk-: 
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2  parameter: 

 

  k
2

22 CDnk4 ; 

 

3  parameter: 

 

 nk *
13  ;                                                              (9) 

 

M  parameter: 

 

  231M ,,MAXMIN  ;                                       (10) 

 

 4
M1 TANHF  ; 

 

Turbulent viscosity: 

 

Re/kT  ; 

 

D. Menter’s SST model 

Constants of the k- model of [10]: 

 

09.0*
1  , 5.0*
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Constants of the equivalent k- model: 
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Weighting function, F1: 

 

1  parameter: 

  2
M1 n/500 ; 

 

Coefficient CDk-: 
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2  parameter: 

 

  k
2

22 CDnk4 ; 

 

3  parameter: 

 

 nk *
13  ; 

 

M  parameter: 

 

  231M ,,MAXMIN  ; 

 

 4
M1 TANHF  ; 

 

Weighting function, F2: 

 

M  parameter: 

 

 13M ,2MIN  ;                                                      (11) 

 

 2
M2 TANHF  ;                                                           (12) 

 

 parameter: 

 

yu  ;                                                                    (13) 

 

Turbulent viscosity: 

 

  ReF/ka,/kMIN 21T  ,                                 (14) 

 

where a1 = 0.31.                                                                                        

 With these definitions, each model can determine the 

following additional constants: 

 

                        *
211

*
1

* F1F  ;                         (15) 

                            2111 F1F  ;                          (16) 

                     
*

k /1     and    /1 ;                    (17) 

                           2111 )F1(F  ;                          (18) 

                           2111 )F1(F  ;                          (19) 

                          
*
211

*
1

* )F1(F  .                         (20) 

 The source term denoted by G in the governing equation 

contains the production and dissipation terms of k and . To 

the [11] model, the Gk and G  terms have the following 

expressions: 

 

       kkk DPG    and    DifDPG ,    (21) 

where: 
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                     Re
yy
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)F1(Dif 2

1











 ,             (22) 

with:  /TT . 

V. YODER, GEORGIADIDS AND ORKWIS 

The [12] turbulence model adopts the following closure 

coefficients: Rs = 8.0, Rk = 6.0, R = 2.7, k = 1.0,  = 0.0,  

= 3/40, MT,0 = 0.0, 0 = 0.1, 3/*
0  , 0.2k   and 

0.2 . The turbulent Reynolds number is specified by: 

 

                              MT /kRe .                          (23) 

 

The parameter * is given by: 

 

                 kTkT
*
0

* RRe1RRe  .          (24) 

 

The turbulent viscosity is specified by: 

 

                               /kRe *
T .                        (25) 

 

The source term denoted by G in the governing equation 

contains the production and dissipation terms of k and . To 

the [12] model, the Gk and G  terms have the following 

expressions: 

 

          kkk DPG     and     DPG , 

 

where: 

 

Pk is given by Eq. (3). 

 

The turbulent Mach number is defined as: 

 

                                
2

T a/k2M  .                         (26) 

 

It is also necessary to specify the function F: 

 

                      0.0,MMMAXF 2
0,T

2
T  .                 (27) 

 

The 
*  parameter is given by: 

 

     4

ST

4

ST
* R/Re1R/Re18/509.0        (28) 
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and the dissipation term of turbulent kinetic energy is 

obtained: 

 

                  Re/F1kD k
*

k  ;                     (29) 

 

The production term of vorticity is defined by: 

 

                               kkP/P  ,                             (30) 

 

with: 

 

          *
TT0 RRe1RRe9/5   .      (31) 

 

Finally, the vorticity dissipation term is determined by: 

 

                        ReFD *2
  .                  (32) 

VI. UNSTRUCTURED TRIANGULATION 

An unstructured discretization of the calculation domain is 

usually recommended to complex configurations, due to the 

easily and efficiency that such domains can be discretized 

([17-19]). However, the unstructured mesh generation 

question will not be studied in this work. The unstructured 

meshes generated in this work were structured created and 

posteriorly the connectivity, neighboring, node coordinates 

and ghost tables were built in a pre-processing stage. 

 
Figure 1. Triangulation in the Same Sense (SS). 

 

A study involving two types of domain triangulation is 

performed. In the first case, the mesh is generated with the 

triangles created in the same sense (see Fig. 1). In the second 

case, the triangles generated in one row is in a specific sense 

and in the above row is in an opposite sense (see Fig. 2), 

originating a mesh with more regular geometrical properties. 

It is important to emphasize that in the second method, the 

number of lines should be odd. These triangulation options 

are studied in the inviscid and turbulent cases. As in [6-7] the 

alternated generation provides excellent results in 

symmetrical configurations. It is expected to be repeated in 

this study. 

 
Figure 2. Triangulation in Alternate Sense (AS). 

VII. TIME STEP 

As in [6-7] the spatially variable time step procedure 

resulted in an excellent tool to accelerate convergence, it is 

repeated in this study with the expectative of also improve the 

convergence rate of the numerical schemes. For details of 

such implementation the reader is encouraged to read [6], as 

for the convective case as for the convective + diffusive case. 

VIII. INITIAL AND BOUNDARY CONDITIONS 

Freestream values, at all grid cells, are adopted for all flow 

properties as initial condition, as suggested by [17,20]. This 

initial condition is specified in [6]. 

The boundary conditions are basically of five types: solid 

wall, entrance, exit, far field and continuity. These conditions 

are implemented with the help of ghost cells and details of 

such implementation are also described in [6]. 

IX. RESULTS 

Simulations were performed using a personal notebook 

with processor INTEL core i7 and 8GBytes of RAM memory. 

The convergence criterion consisted of a reduction of four (4) 

orders in the magnitude of the residual. The residual was 

defined as the maximum value of the discretized equations. 

As one have four (4) equations to the inviscid case and six (6) 

equations to the turbulent case, each one should be tested to 

obtain the value of the maximum discretized equation for 

each cell. Comparing all discretization equation values, one 

obtains the maximum residual in the field. The entrance or 

attack angle in the present simulations was adopted equal to 

0.0o. The value of  was estimated in 1.4 for “cold gas” flow 

simulations. Two problems were studied: the compression 

corner (inviscid case) and the reentry capsule (turbulent case). 
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A.  Inviscid Solutions – Same Sense Mesh Generation 

In the inviscid case, it was studied the supersonic flow 

along a compression corner with 10o of inclination angle. 

The freestream Mach number was adopted equal to 3.0, a 

moderate supersonic flow. The compression corner 

configuration and the corner mesh are show in Figs. 3 and 4. 

Details of the same sense (SS) and alternated sense (AS) 

mesh generations are presented in Figs. 5 and 6. This mesh is 

composed of 6,900 triangular cells and 3,570 nodes, which 

corresponds to a mesh of 70x51 points in a finite difference 

context. 

 

Figure 3. Compression corner configuration. 

 

Figure 4. Compression corner mesh (70x51). 

 

Figure 5. Detail of the SS mesh generation. 

 
Figure 6. Details of the AS mesh generation. 

 

Figure 7. Pressure contours (VL-BJ). 

 
Figure 8. Pressure contours (VL-VL). 

 

Figures 7 to 11 exhibit the pressure contours obtained by 

the [2] scheme, in its five variants, to a second order high 

resolution solution. The five variants were abbreviated as 

follows: Barth and Jespersen (BJ), Van Leer (VL), Van 

Albada (VA), Super Bee (SB) and -limiter (BL). All 

variants of the [2] algorithm capture appropriately the shock 
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wave at the corner. Oscillations are not present, which 

indicates that the wall pressure distribution of each variant is 

smooth and well defined. 

 
Figure 9. Pressure contours (VL-VA). 

 
Figure 10. Pressure contours (VL-SB). 

 
Figure 11. Pressure contours (VL-BL). 

 

 

 In the second order solutions with the [2] algorithm none 

of the variants present differences in terms of thickness width, 

which is expected to the SB limiter, due to its improved 

capability of capturing shock waves, as reported by [21]. 

 
Figure 12. Mach number contours (VL-BJ). 

 
Figure 13. Mach number contours (VL-VL). 

 
Figure 14. Mach number contours (VL-VA). 
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Figure 15. Mach number contours (VL-SB). 

 
Figure 16. Mach number contours (VL-BL). 

 
Figure 17. Wall pressure distributions (VL). 

 

 Figures 12 to 16 present the Mach number contours 

obtained by each variant of the [2] algorithm. The solutions 

are, in general, of good quality, but some oscillations appear 

in the SB and BL results. The shock wave is well captured by 

the variants of the [2] algorithm in the Mach number 

contours results too. 

Figure 17 shows the wall pressure distributions of each 

variant of the [2] scheme. They are compared with the 

oblique shock wave theory results. They are plotted with 

symbols to illustrate how many points are necessary to 

capture the discontinuity. As can be observed, all solutions 

capture the shock discontinuity with four (4) cells. The best 

wall pressure distributions are due to BJ and VL non-linear 

limiters. The other limiters present a pressure peak at the 

discontinuity region, which damages its solution quality. 

One way to quantitatively verify if the solutions generated 

by each scheme are satisfactory consists in determining the 

shock angle of the oblique shock wave, , measured in 

relation to the initial direction of the flow field. [22] (pages 

352 and 353) presents a diagram with values of the shock 

angle, , to oblique shock waves. The value of this angle is 

determined as function of the freestream Mach number and of 

the deflection angle of the flow after the shock wave, . To  

= 10º (corner inclination angle) and to a freestream Mach 

number equals to 3.0, it is possible to obtain from this 

diagram a value to  equals to 27.5º. Using a transfer in 

Figures 7 to 11, it is possible to obtain the values of  to each 

scheme, as well the respective errors, shown in Tab. 1. The 

results highlight the [2] scheme, in its SB variant, as the most 

accurate of the studied versions, with error of 0.00%. 

 

Table 1. Shock angle and percentage errors ([2]). 

 

Variant  () Error (%) 

BJ 28.0 1.82 

VL 27.9 1.45 

VA 28.0 1.82 

SB 27.5 0.00 

BL 27.6 0.36 

 
Figure 18. Pressure contours (RK-BJ). 

 

Figures 18 to 22 exhibit the pressure contours obtained 
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with the [4] scheme, in its five variants. All figures present 

pressure oscillations. The reasonable solution is that 

generated by the VL variant. From the analysis 

aforementioned, it is reasonable to predict pressure oscillation 

at the wall pressure distributions. 

 
Figure 19. Pressure contours (RK-VL). 

 
Figure 20. Pressure contours (RK-VA). 

 
Figure 21. Pressure contours (RK-SB). 

The oscillations are more significant in the SB solution. 

Figures 23 to 27 show the Mach number contours obtained 

with the [4] algorithm in its five versions. All solutions 

present oscillations. The reasonable solution is that presented 

by the BL variant. 

 
Figure 22. Pressure contours (RK-BL). 

 
Figure 23. Mach number contours (RK-BJ). 

 
Figure 24. Mach number contours (RK-VL). 
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Figure 25. Mach number contours (RK-VA). 

 
Figure 26. Mach number contours (RK-SB). 

 
Figure 27. Mach number contours (RK-BL). 

 

Figure 28 presents the wall pressure distributions obtained 

by the [4] algorithm in their five versions. The solutions are 

compared with the oblique shock wave theory results. All 

algorithms capture the discontinuity in five cells, 

characterizing this scheme as worse than the [2] scheme, to 

the SS mesh generation. The pressure peak is present in all 

solutions and the VL variant is the most reasonable result that 

can be considered for comparison. 

 
Figure 28. Wall pressure distributions (RK). 

 

Again, the shock angle of the oblique shock wave can be 

considered to quantitatively measure the level of accuracy that 

each variant of the [4] scheme presents for. Noting that again 

THEORETICAL = 27.5, using a transfer in Figs. 18 to 22, one 

has in Tab. 2: 

 

Table 2. Shock angle and percentage errors ([4]). 

 

Variant  () Error (%) 

BJ 27.4 0.36 

VL 27.4 0.36 

VA 28.0 1.82 

SB 27.4 0.36 

BL 27.5 0.00 

 

The results highlight the [4] scheme, in its BL variant, as 

the most accurate of the studied versions. The percentage 

error was 0.00%. 

B. Inviscid Solutions – Alternated Sense Mesh Generation 

To the alternated sense mesh generation, the same problem 

was studied. A freestream Mach number of 3.0 (moderate 

supersonic flow) was used to perform the numerical 

simulation. This is the equal condition used in the same sense 

mesh generation study. 

Figures 29 to 33 show the pressure contours obtained by 

the [2] algorithm in its five versions. It is a remarkable aspect 

of these solutions that the thickness of the shock wave is very 

thin as compared to the same results of the SS case. All 

solutions present this aspect and their quality is significantly 

improved. Moreover, the shock wave is well captured by the 

[2] scheme in its variants. 
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Figure 29. Pressure contours (VL-BJ). 

 
Figure 30. Pressure contours (VL-VL). 

 
Figure 31. Pressure contours (VL-VA). 

 

Figures 34 to 38 exhibit the Mach number contours 

obtained by the [2] scheme in its variants. The main feature 

of reducing the thickness of the shock wave is again repeated. 

Although the SB and BL present oscillations in their 

solutions, which originates non-homogeneity in the Mach 

number contours, the thickness is still thin. All variants 

capture appropriately the shock wave. 

 
Figure 32. Pressure contours (VL-SB). 

 
Figure 33. Pressure contours (VL-BL). 

 
Figure 34. Mach number contours (VL-BJ). 
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Figure 35. Mach number contours (VL-VL). 

 
Figure 36. Mach number contours (VL-VA). 

 
Figure 37. Mach number contours (VL-SB). 

 

Figure 39 shows the wall pressure distributions generated 

by the five variants of the [2] algorithm. As can be observed, 

the AS case presents a smoothing of the pressure plateau, 

eliminating the oscillation and peaks presents in the SS case. 

It is a remarkable feature of the AS case: due to its better 

symmetry properties, the solution is far more improved and 

better resolution is achieved. The best solution is obtained by 

the [2] scheme using the BL non-linear limiter. 

 
Figure 38. Mach number contours (VL-BL). 

 
Figure 39. Wall pressure distributions (VL). 

 

Table 3. Shock angle and percentage errors ([2]). 

 

Variant  () Error (%) 

BJ 27.9 1.45 

VL 27.5 0.00 

VA 27.6 0.36 

SB 27.2 1.09 

BL 27.0 1.82 

 

Again, the shock angle of the oblique shock wave can be 

considered to quantitatively measure the level of accuracy that 

each variant of the [2] scheme presents for. Noting that again 

THEORETICAL = 27.5, using a transfer in Figs. 29 to 33, one 

has in Tab. 3. The results highlight the [2] scheme, in its VL 

variant, as the most accurate of the studied versions, with an 
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error of 0.00%. 

 
Figure 40. Pressure contours (RK-BJ). 

 
Figure 41. Pressure contours (RK-VL). 

 
Figure 42. Pressure contours (RK-VA). 

 

Figures 40 to 43 exhibit the pressure contours obtained 

with the [4] algorithm in its four variants. The SB non-linear 

limiter did not present converged results. What is more 

important to note in these figures, is the notable improvement 

in the solution quality of the pressure contours. Oscillations 

disappeared and shock wave thicknesses are thin. It is a very 

surprising characteristic of this procedure to solve 

unstructured Euler equations. As seen in [6,7], a great feature 

of this procedure had been in the viscous turbulent 

simulations, where the flow symmetry at the re-entry 

capsule’s trailing edge had been guaranteed only because of 

the alternated sense in the mesh generation process. Now, it 

guarantees not only the homogeneity in the pressure and 

Mach number contours, but also corrects and yields the 

thinnest thickness of the shock wave, to both algorithms. 

 
Figure 43. Pressure contours (RK-BL). 

 
Figure 44. Mach number contours (RK-BJ). 

 

Figures 44 to 47 present the Mach number contours 

obtained by the algorithm of [4] in its four variants. As 

notable, the shock wave thickness is far thinner than in the 

respective solution in the SS case. A pre-shock oscillation 

occurred at the corner beginning in the BL solution, 

producing a non-homogeneity field close to the wall. All 

variants capture appropriately the shock wave at the corner. 

Figure 48 shows the wall pressure distributions obtained by 
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the [4] scheme. All variant’s solutions are plotted. They are 

compared with the oblique shock wave theory results. An 

improvement is clear: the shock discontinuity was captured 

using three cells, which is very significant. The best pressure 

distribution is due to the VL variant. 

 
Figure 45. Mach number contours (RK-VL). 

 
Figure 46. Mach number contours (RK-VA). 

 
Figure 47. Mach number contours (RK-BL). 

 
Figure 48. Wall pressure distributions (RK). 

 

Again, the shock angle of the oblique shock wave can be 

considered to quantitatively measure the level of accuracy that 

each variant of the [4] scheme presents for. Noting that again 

THEORETICAL = 27.5, using a transfer in Figs. 40 to 43, one 

has in Tab. 4: 

 

Table 4. Shock angle and percentage errors ([4]). 

 

Variant  () Error (%) 

BJ 27.4 0.36 

VL 27.0 1.82 

VA 27.6 0.36 

BL 27.1 1.45 

 

The results highlight the [4] scheme, in its BJ and VA 

variants, as the most accurate of the studied versions. These 

non-linear limiters obtained the best solutions with an error of 

0.36%. 

C. Inviscid Conclusions 

In qualitative terms, the best solution was obtained by the 

[2] scheme using the BL non-linear limiter due to its best 

wall pressure distribution. In quantitative terms there are 

three variants that present the exact solution: VL – SS – SB, 

RK – SS – BL, and VL – AS – VL. As the qualitative results 

were good as the AS simulation was performed, the VL – AS 

– VL was chosen the best scheme to the quantitative results. 

Therefore, the [2] scheme, in its BL and VL variants, is the 

best scheme to the inviscid case studied in this work. 

D. Turbulent Solutions – Same Sense Mesh Generation 

In this work, three turbulence models were studied: the k- 

model of [10], the k- and k- model of [11] and the k- 

model of the [12]. It is important to remember that the [11] 

turbulence model has four (4) variants: Wilcox, Two-Layers, 

BSL and SST. All these variants are studied in this work. 

Initially the SS case was considered. 
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Re-entry capsule problem 

 

The re-entry capsule configuration is shown in Fig. 49, 

whereas the re-entry capsule mesh, generated in the SS case, 

is exhibited in Fig. 50. Three freestream Mach numbers were 

studied, each one related to the maximum value of this 

parameter that each model was able to support. 

  

 
Figure 49. Re-entry capsule configuration. 

 
Figure 50. Re-entry capsule mesh (SS case). 

 

Table 5. Freestream conditions to the re-entry capsule 

problem. 

 

Mach Re Mesh Stretching Model 

7.0 1.66x106 65x51 7.5% W, MR, YGO 

9.0 2.14x106 65x51 7.5% W, YGO 

11.0 2.61x106 65x51 7.5% W 

 
Hence, in Table 5 is presented the test cases that were 

performed by the [2, 4] algorithms in the solution of this 

turbulent problem. Only first order solutions were obtained. 

The Reynolds number is also included in Tab. 5 to 

characterize the flow. For instance, for M = 7.0, all 

turbulence models simulated this problem; for M = 9.0, only 

the [10] and the [12] simulated this problem; and for M = 

11.0, only the [10] simulated this problem. [23] gives the 

Reynolds number. 

 
Case 1 – M = 7.0 (Low “cold gas” hypersonic flow) 

 
 Figures 51 and 52 exhibit the pressure contours obtained 

by the [2] and the [4] algorithms as using the [10] turbulence 

model. The pressure field generated by the [2] scheme is more 

strength than the respective field in the [4] scheme. Good 

symmetry properties are observed, even in the SS mesh 

generation procedure. Figures 53 and 54 present the Mach 

number contours obtained by each algorithm. As can be 

observed, a wake is formed in both solutions at the 

configuration trailing edge. 

 
Figure 51. Pressure contours (VL-W). 

 
Figure 52. Pressure contours (RK-W). 

 

Non-symmetry is noted at the wake, which is an indicative 

that the separation region behind the re-entry capsule 

geometry presents an unsymmetrical behavior. This 
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consideration implies that the pair of circulation bubbles that 

is formed in this region is unsymmetrical too. In both 

solutions the maximum freestream Mach number exceeded 

the original freestream Mach number. It could be a problem 

of the algorithm or of the turbulence model under study. This 

aspect will be verified in the following sections. 

 
Figure 53. Mach number contours (VL-W). 

 
Figure 54. Mach number contours (RK-W). 

 
Figure 55. Velocity field and streamlines (VL-W). 

 
Figure 56. Velocity field and streamlines (RK-W). 

 

Figures 55 and 56 exhibit the velocity vector field and the 

streamlines around the re-entry capsule configuration. Both 

solutions present good symmetry properties. The [4] solution 

presents a small non-symmetry characteristic at the trailing 

edge. Both solutions present a wake formed at the trailing 

edge and this wake is not positioned at the body’s symmetry 

line, indicating a non-symmetry zone. Afterwards it will be 

shown that it is characteristic of the mesh generation process 

and that the AS generation process eliminates this solution 

aspect. In general, the solutions are good. 

 
Figure 57. -Cp distributions at wall. 

 

Figure 57 shows the wall pressure distributions obtained by 

the [2, 4] schemes, in terms of -Cp distribution. The solutions 

are very close, without meaningful differences. The -Cp 

plateau equal to zero indicates that at the separation region 

the pressure is constant and has its freestream value. In other 

words, in a region of great exchange of energy, the pressure is 

constant and equal to its freestream value. The Cp peak at the 

re-entry capsule leading edge is approximately 1.92 for both 

schemes. The variation of –Cp at the ellipse region is 
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practically linear, without great variations. The Cp behavior, 

hence, is characterized by a linear region at the ellipse zone 

and by a constant region, with Cp = 0.0, at the linear zone of 

the re-entry capsule. This Cp behavior is typical of blunt nose 

bodies. 

 
Figure 58. Turbulent kinetic energy. 

 

Figures 58 and 59 exhibit the turbulent kinetic energy 

profile and the turbulent vorticity profile captured by the [2, 

4] algorithms at node 58. As can be seen, the kinetic energy 

of the [4] scheme is bigger than the respective energy of the 

[2] scheme. It means that the [4] scheme remove more kinetic 

energy of the mean flow than the [2] scheme does. In terms of 

vorticity, both schemes dissipate approximately the same 

quantity of energy. Note that the vorticity is maximum close 

to the wall. 

 
Figure 59. Turbulent vorticity. 

 

Figure 60 shows the u distribution along y, respectively. 

The u profile presents a reverse flow close to y = 0.0 and 

characterizes as turbulent profile because of the large width 

close to the wall and a linear behavior approaching the 

boundary edge. 

 
Figure 60. u profile. 

X. CONCLUSIONS 

In this work, the third of this study, numerical simulations 

involving supersonic and hypersonic flows on an unstructured 

context are analysed. The [2, 4] schemes are implemented on 

a finite volume formulation, using unstructured spatial 

discretization. The algorithms are implemented in their first 

and second order spatial accuracies. The second order spatial 

accuracy is obtained by a linear reconstruction procedure 

based on the work of [8]. Several non-linear limiters are 

studied using the linear interpolation based on the work of 

[9]. To the turbulent simulations, the [10-12] models are 

employed. The compression corner problem to the inviscid 

simulations and the re-entry capsule problem to the 

hypersonic viscous simulations are studied. The results have 

demonstrated that the [2] algorithm yields the best results in 

terms of the prediction of the shock angle of the oblique 

shock wave in the compression corner problem and the best 

value of the stagnation pressure at the configuration nose in 

the re-entry capsule configuration. The spatially variable time 

step is the best choice to accelerate the convergence of the 

numerical schemes, as reported by [13-14]. In terms of 

turbulent results, the [10] model yields the best results, 

proving the good capacity of this turbulence model in 

simulate high hypersonic flows. This paper is continuation of 

Maciel’s works started in 2011 and treats mainly the 

influence of turbulence models on the solution quality. 

The forth part of this study will terminate the Mach 

number 7.0 studies and perform the consecutive analyses. 
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Abstract— This paper is concerned with the modeling of the behavior 

of railway tracks under a dynamic load of wheel set taking into account the 
elastic, viscous-elastic and elastic-plastic properties of the interaction 
region between two solid bodies and elastic anisotropic properties of the 
mound, which differ in three main directions: along the rails, along the 
sleepers and vertically downwards. 
 

Keywords— dynamic interaction, the condition of compatibility, 
railway embankment, engineering-geological factors, dynamic sag. 
 

I. INTRODUCTION 
 
 to explore in detail the process of dynamic loading of the track 
structure with subsequent establishment of dependencies for 
buckling (sag) and stresses it is necessary to simulate the 
dependencies of the force of interaction on different types of 
deformation (including bearing deformation) [1-12]. The main 
approaches that allow the detailed modeling of the interaction 
process between two rigid bodies differ from one another in the 
force acting in the contact area [1-5] and the nature of motion 
of the track (rail) points outside of the interaction region [6-
12]. 

After the beginning of the interaction of the wheel set, which 
is represented by a solid body and the construction of the top 
ways, the contact area with the radius of r0 is formed in this 
construction and both the quasi-longitudinal and quasi-transverse 
waves, which fronts represent surfaces of strong discontinuity, 
start to propagate from its surface. 

 
II. DEFINING EQUATIONS 

 
The embankment of the railway is modeled by an elastic 

orthotropic two-dimensional Uflyand-Mindlin element that 
exhibits a cylindrical anisotropy. In the polar coordinate 
system, the dynamic behavior of this element is described using 
equations which take into account the rotary inertia of the cross 
sections, deformation of the transverse shear and axial 
symmetry of the problem [4]: 

2 2 2
2 2 3 2 3

2 2 2 2 2
1 1 1

1 1 1 rc c c c c
r r c c r rr r r c r

ϕ ϕ ϕ σ ψ ϕϕ
θ θθ

∂ ∂ ∂ + ∂ + ∂
+ + − + − +

∂ ∂ ∂ ∂∂ ∂
 

2
4

2
1

12
,

c w
c r

ϕϕ
τ

∂ ∂ + − = − ∂ ∂ 
 (1) 

2 2 2
4 4 4

12 2 2 2
1 1 1

,
c c cw w w w q
c r c r r r c rr r

ϕ ϕ ψ
θθ τ

   ∂ ∂ ∂ ∂ ∂ ∂ − + − + − = +       ∂ ∂ ∂∂ ∂ ∂    
 

 
 

2 2 2 2
3 2 3 2 32

2 2 2 2 2 2
1 11 1

1 ,rc c c c ccu u u u v v u
r r c c r rr c r r c r

σ
θ θθ τ

  + +∂ ∂ ∂ ∂ ∂ ∂
+ + − + − =  ∂ ∂ ∂ ∂∂ ∂ ∂ 

 

2 2 2 2
3 3 2 32

2 2 2 2 2 2
1 11 1

1 ,
c c c cc v v v v u u v
c r r c r rc r r r c r

θσ
θ θθ τ

  + +∂ ∂ ∂ ∂ ∂ ∂
+ + − + + =  ∂ ∂ ∂ ∂∂ ∂ ∂ 

2 2 2
3 3 2 32

2 2 2 2 2
1 11 1

2
5

2
1

1

12 1 ,

c c c cc
c r r c r rr r c r c r

c w
c r

θσψ ψ ψ ψ ϕ ϕ
θ θθ

ψψ
θ τ

  + +∂ ∂ ∂ ∂ ∂
+ − + + + +  ∂ ∂ ∂ ∂∂ ∂ 

∂ ∂ + − = − ∂ ∂ 

 

where 
( )

1
1, , , , , ,

1
r

r

t c Ew u v rw u v r c
h h h h h θ

τ
σ σ ρ

= = = = = =
−

 

( )2 ,
1 r

E
c θ

θσ σ ρ
=

−
 3 ,rG

c θ

ρ
=  4 5, zrz KGKGc c θ

ρ ρ
= = , 1

1

qhq
cρ

= , 

3
,

12r r
hD B=  

3
,

12
hD Bθ θ=  

3
,

12k k
hD B=  ,r rC hB=  

, ,k kC hB C hBθ θ= =  2 ,r r kD D Dθ θσ= +  ,
1

r
r

r

EB
θσ σ

=
−

 

,
1 r

E
B θ

θ
θσ σ

=
−

 ,k rB G θ=  ,r rE Eθ θσ σ=  5 6,K =  Dr, Dθ 

and Сr, Сθ - the bending regidity and and tension-compresiion 
rigidity for r and θ directions, respectively; Dk – the torsional 
regidity; Сk – the shear stiffness; Еr, Еθ and σr, σθ  - the 
coefficients of elastisity and Poisson's ratios for r and θ directions, 
respectively; Grz, Gθz – the shear modules for rz and θz planes, 
respectively; w(r,θ) – the normal displacement of the median 
plane, u(r,θ) and v(r,θ) – the tangential displacements of the 
medial surface with respect to r and θ  coordinates; ϕ(r,θ) and 
ψ(r,θ) – the rotation angles of the normals in r and θ directions 
r,θ (fig.1), ρ - density, q – load, R1 – radius of spherical 
impactor, h – thickness of the plate. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Model of the contact between wheel and rail 
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III. METHOD OF SOLUTION 
 
To determine the unknown displacements in Eq. (1) the 

following series expansion can be used [2,4,5,6]: 
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where Z – the required function, Z,(k) = kZ/tk, , the upper indices 
«+» and «-» of the derivative Z,(k) indicate that the value is found 
in front of and behind the wave surface, respectively, G – the 
normal velocity of the wave, Н(t-s/G) – the Heaviside step 
function, s – length of a curve, measured along the ray, t – time. 

The proposed method is based on the applying the geometric 
and kinematic conditions of compatibility, suggested in 
reference [1] and developed for physical components in the 
paper [2] as follows: 
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where  δ /δt - δ -time-derivative at the surface of the wavefront. 
To determine the coefficients of the series (2) for the 

required functions it is necessary to differentiate the wave 
equations (1) k times with respect to time, calculate their 
difference at various sides of the wave surface  and apply  the 
compatibility condition (3). The found discontinuities allow 
one to write the expressions for the required functions in a view 
of an interval of the ray series within the accuracy of the 
coefficients, which are determined from the boundary 
conditions [2,4,5]. In order to determine the integration 
constants it is required to consider the problem of a dynamic 
contact between the wheel set and the track structure [9,10,11]. 
For the modelling of the contact the buffer is used, which can 
be represented as an elastic, visco-elastic and elastic-plastic 
element. For these three elements the dependencies of the 
arising contact force in the point of interaction on the rail 
displacement and mechanic characteristics of applied materials 
are determined [2,3,4,5,6] 
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the minimal plastic constant of the interacting bodies, σ 1, E1 – 
the Poisson's ratio and the module of rigidity of the wheel set, 
respectively, 1 1 1 ,Eτ η= τ1 – the relaxation time in the case of 
the visco-elastic model, t′ - the integration variable, η1 – the 
viscosity coefficient, α, w - displacements of the upper and 
lower ends of the rail, respectively. 

For the determination of the integration constants it is 
necessary to write a system of equations that describes the 
behavior of the wheel set, the buffer and the rail contact area 
after the biginning of the interaction [4,5,8,9]. 

Taking into account the condition of a horizontal position of 
the tangent line towards the middle surface of the rail at the 
boundary points of the contact area with the wheel set, the 
system of equations defining the process of interaction between 
the wheel, rail and tie may be obtained [9,10]. This system is 
solved using the following initial conditions: 

 
By solving the system of equations, which determine the 

behavoir of the interacting bodies after the beginning of the 
contact, at equal times and based on Eq. (4) the expression for 
the interaction force between the wheel and the rail my be written 
as 
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IV. NUMERICAL INVESTIGATION 

 
Figure 3 shows the time dependencies of the dimensionless 

contact force for different interaction models: curve 1 – elastic 
contact (Eq. (4)), curve 2 – visco-elastic contact (Eq. (5)), curve 
3 – elastoplastic contact (Eq. (6)). The dotted line depicts the 
results of the experimental tests, carried out using a geometry car 
(fig. 2). From Fig. 3 it can be seen that the elastic model (Eq. (4)) 
gives the best approximation to the experimentally obtained data 
in respect to the maximal force value, the contact time and type 
of a graphic dependence. 
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Fig. 2 View testimony of the geometry car 

Fig.3 The dependence of the force of interaction on time for 
different models of contact 

 
The conducted investigations have shown that the elastic 

model describes in the best way the behavior of the force in the 
point of interaction and by correctly choosing the stiffness 
properties (moduli of deformation and shear) of the 
superstructure and the main body of the embankment allows for 
the precise determination of the railway behavior with the 
dynamic loading. Operating by a kinematic parameter (sag) and 
a power parameter (interaction force) it is possible to find such 
a velocity and a cargo regime of the wagonage passing, at 
which the полотно would be less destroyed. On the contrary, 
by knowing the parameters of the velocity and the pressure on 
the axis one can determine the suitable materials for the 
embankment and the underlayer, as well as the parameters of 
armoring (reinforcement) of the grade level (foundation, earth 

work, road base), at which the arising sag and stresses would 
not exceed the acceptable value. 
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Abstract— A model for the prediction of temperature profiles 

inside particle reinforced composites of polymer matrix, during 
induction heating processes, is presented. The magnetic particles, that 
consist the filler of the composite, are stimulated by the applied 
electromagnetic field and act as heat sources during the induction 
heating procedure. Heat is generated inside the particles as a result of 
three distinct mechanisms namely magnetic hysteresis, the Joule 
phenomenon due to induced eddy currents and residual loss. In the 
following analysis a decoupling from the electromagnetic effects is 
adopted and the rate of heat generation per volume   W/m3 inside 
the particles is assumed known. The main goal is a study on the 
uniformity of the temperature field generated when the heating source 
is a large number of spherical inclusions (the particles), stimulated by 
a driving electromagnetic field. The need for accurate prediction of 
the temperature profile stems from the applications of induction 
heating to the curing of polymer matrix (e.g. epoxy resin) composites, 
or bonding procedures involving epoxy resin adhesives. Utilizing the 
periodicity of the configuration studied, a unit cell analysis yields the 
approximate distance between successive particles. For obtaining 
closed form solutions of the resulting heat transfer problem, the 
particles are modeled as point sources with equivalent heat 
generating capacity. The singularities of the temperature field, 
induced by this model at the centre of the particles, are rapidly 
diminishing and do not affect in essence the temperature distribution 
outside the particles. A simplified model of heat transfer, based on 
effective parameters, is also derived. Several applications of the 
derived formulas are presented and the dependence of the 
temperature field on the volume fraction of the particles in the 
examined composite is studied through representative examples. 
 

Keywords— Heat transfer, induction heating, particle reinforced 
composites, periodic structures.  
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I. INTRODUCTION 
EMPEATURE field simulation, in particle reinforced 
composites of polymer matrix, during induction heating 

processes, is a subject of both theoretical and industrial 
interest. The phenomenon comprises of a temperature field 
generated when the heating source inside a polymer matrix 
composite is a large number of spherical inclusions (the 
particles) that are stimulated by a driving electromagnetic 
field. From the analysis point of view, the periodicity of the 
structure (if an equidistribution of the filler particles inside the 
matrix is assumed) may favor the application of 
homogenization techniques or other advanced theoretical tools 
[1]. In addition, the posed problem in its full generality would 
require the coupling of the temperature with the 
electromagnetic field driving the induction heating process.  
From the applications point of view, we mention, for example, 
induction heating for the curing of polymer matrix (e.g. epoxy 
resin) composites, or bonding procedures involving epoxy 
resin adhesives. The strict specifications of the curing cycles 
for these applications, dictate uniform temperature 
distributions so as to ensure proper curing and consequently 
achieve the desired properties and structural integrity of the 
product. 

Regarding the induction heating method, it is a non contact 
heating process of metallic materials, based on power loss in 
an alternating magnetic field. The total power loss is 
composed of three parts namely hysteresis, eddy current and 
residual loss [2], [3]. Hysteresis loss is due to the irreversible 
magnetization process in AC magnetic field. Eddy current loss 
is the Joule loss due to eddy current, induced by the alternating 
magnetic field, and hence depends much on the electrical 
resistivity of the material. The physical origin of residual loss 
is more complicated as it can be separated neither from eddy 
current nor from hysteresis loss in a straight forward manner. 
Residual loss originates from various relaxation effects of 
magnetization in a magnetic field.  

Additionally, induction heating is applicable to non metallic 
materials, such as composites, for curing their thermosetting or 
thermoplastic matrix. Extensive research on this field has been 
conducted, ultimately establishing the feasibility of induction 
heating in polymer processing [4], [5], [6]. Existing polymer 
processing techniques are restricted by time and cost 
limitations that hysteresis heating could surmount. As the 
thermal requirements for the repair of high-performance 
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polymer composites are stringent, self-controlled heating, 
based on the Curie temperature of the material, is ideal. 
Moreover, by using nanoparticles as additive fillers, one can 
easily adapt existing processing techniques for hysteresis-
heating-based processing of polymers. Extensive research is 
required in order to quantify the heat-generation capabilities of 
various magnetic nanoparticle systems and the use of Curie 
temperature as a built-in "smart" thermal control system. 
Recently, techniques involving the use of magnetic particles as 
heating susceptors were proposed. The application of FeCo 
magnetic nanoparticles is mentioned, which has been 
investigated in curing polymer epoxy composites through 
radio-frequency heating [7]. The RF response of 
functionalized FeCo was shown to cure the epoxy uniformly, 
without parasitic heating. 

In medical science, induction heating is used in cancer 
treatment. Hyperthermia is well established in terms of the 
required temperatures and dwell cycles for cellular thermal 
shock, thermotolerance buildup from heat shock proteins, 
apoptosis, and rapid thermoablation [8], [9], [10]. The most 
clinically effective and desirable means of imposing thermal 
energy for hyperthermia is to inject a susceptor material 
directly into the target cells. Hence, allowing localization of 
thermal energy into the target cells alone. In order to be 
acceptable for hyperthermia treatment in humans, the 
susceptor material must be injectable into the cellular 
structure, remain localized in the target cells for the 
subsequent treatment, and not cause clinical complications. In 
order to be effective, the susceptor material, or ferrofluid, must 
be energetically able to remain in suspension, capable of rapid 
heating up to the correct "process" temperature as to minimize 
electromagnetic radiation exposure time for the patient, have a 
Curie temperature that provides for precise control of 
temperature, and finally must have sufficient hysteretic 
properties such that the volumetric percentage of loading of 
particles is minimized.   

The magnetic losses, utilized for heating, arise due to 
different processes of magnetization reversal in systems of 
magnetic nanoparticles. These processes depend on the 
applied magnetic AC field amplitude and frequency. 
Moreover, there is a strong correlation between particle 
magnetic and structural properties like mean size, width of size 
distribution, particle shape and crystallinity. 

In the following analysis, a decoupling from the 
electromagnetic effects is adopted and the rate of heat 
generation per volume   W/m3 inside the particles is assumed 
known. The paper is organized as follows: In section II, the 
attributes of the domain as a periodic structure and the 
geometry of a typical unit cell are studied. This analysis 
provides the distance between neighboring particles as a 
function of the percentage volume fraction of filler inside the 
composite. In sections III and IV, steady state and transient 
heat transfer analysis for the given configuration are presented 
respectively. A simplified model based on the law of mixtures 
to produce equivalent parameters for the heat transfer equation 

is introduced in section V. Finally, in section VI, simulation 
results based on the proposed method are presented.   

II. GEOMETRY OF THE DOMAIN 

A. Periodicity and Unit Cell Characteristics  
Consider a continuum of density  , thermal conductivity k  

and Specific heat capacity under constant pressure 
P

C , 

occupying the Euclidian space 3
 . Let this continuum 

constitute the matrix of a particle reinforced composite (see 
figure 1). We introduce the following assumptions. 

 
(A1) All particles are perfect spheres of radius 

p
R  

(A2) The filler particles are uniformly distributed inside the 
matrix, thus forming a periodic configuration. 

 
Let the reinforcing material concentration be %  per 

volume and assume that it comprises of a total of N  particles 
(The actual number of particles is irrelevant as it actually does 
not appear in any of the subsequently derived formulas of 
practical interest). 

 

 
Fig. 1 uniform distribution of particles inside the matrix and 

characteristic cells. 
 
If 

F
V  is the volume of the filler and 

C
V  is the volume of the 

whole composite, we have 
 

                
34

100 3 100
pF

C C

N RV

V V

 
   .                         (1) 

 
Let us now define the characteristic cell as a cube of edge 

length  , with a particle located at its centre. The 
characteristic cell volume is 

 

                                  3 C
V

N
 .                                         (2) 

 
From equations (1) and (2) we get  

 
              1 1 3 1 3400 3 7 4822/ /( ) .

p p
R R       .           (3) 
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If the %  per weight   is to be used instead, one can derive 
a simple formula, of   in terms of  , provided that the 

particle density 
p

 is known.  

We denote 1
p

c    . From the definition of   we have 

 

          

3

3

4
31

100 1004
3

p p
F

C
C p p

N RW

W
V N R

  
   

        

.     (4) 

 
Equation (4), finally yields 
 

                                1 1 1 1
100 100

c
        

.                   (5) 

 
For typical polymer matrix and metallic reinforcing particle 

materials it is 5c  . 
 

B. Maximum Distance between two Neighboring Particles 
For two unit cells with one common face, the distance from 

center two center is  . For the configuration shown in figure 
2, the distance between the centers of the cubes is 

 

                                  
1 22 33

4 2

/

c
d

     



 .                   (6) 

 
Combining eq. (6) with (3) we have 
 
                                     1 36 4798 /.

c p
d R  .                    (7) 

 
Equation (7) is of extreme importance as it will be used in 

order to determine the lowest temperature inside the 
composite, when the particles act as heat sources during 
induction heating. Figure 2 shows the geometry of the 
characteristic cell and the maximum distance between two 
particles  

 

 
Fig. 2 characteristic cell geometry and maximum distance between 

neighboring particles 

C. Validity and Limitation of the Formulas 
Apart from the aforementioned assumptions (A1) and (A2), 

which need to hold in order of the above analysis to be valid, it 
is evident that the characteristic length   must be at least two 
times the particle radius 

p
R . The critical case, is when 

                                      
2p

R 
 .                                      (8) 

 
From (3) and (8) we have 

 

                          400 52 3
24

. %
criticaal


   .                     (9) 

 
This critical value, poses no practical limitations, as in most 

realistic cases, the typical values for   are significantly 
smaller.  

 

 
Fig. 3 characteristic nondimensional cell edge length and maximum 

half distance between neighboring particles as a function of  . 
 

Figure 3, shows the characteristic nondimensional cell edge 
length and maximum distance between neighboring particles 
as a function of  .  

III. STEADY STATE HEAT TRANSFER ANALYSIS 
Having defined the domain characteristics of the Induction 

heating problem for particle reinforced composites, we now 
present a first approach for modeling heat transfer phenomena 
during the heating process itself. At this point, an assumption 
additional to (A1) and (A2), is introduced: 

 
(A3) The particles are in perfect contact with the matrix and 

the thermal contact resistance of the interface is zero. 
 

A. Steady State Heat Transfer for a Single Particle 
Consider a single spherical particle of thermal conductivity 

p
k  (W·m-1·K-1) inside the 3D matrix of thermal conductivity 

k  and fix the axes origin at the center of the sphere (Fig. 4). 
Inside the particle, a constant uniform heat generation rate of 
  W/m3 is caused by induction heating, when the process has 
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reached a plateau stage. The temperature of the configuration, 
as the distance r  from the origin tends to infinity attains the 
constant value T

K. Due to the central symmetry, the 
respective boundary value problem of heat conduction 
becomes [11]: 

 

         
2

2

2

p

d T dT

r dr kdr


   ,   0

p
r R  ,                     (10) 

              
2

2

2 0d T dT

r drdr
  ,   

p
r R ,                            (11) 

 
with continuity of temperature and heat flux as interface 
conditions 

 

        ( ) ( ) ,
p p

p p p
r R r R

dT dT
T R T R k k

dr dr 

 

 

  ,        (12) 

 
and boundary conditions, 

 
             0( )T  bounded and lim ( )

r
T r T

 .                   (13) 

 
The solution of the above problem is 
 

22

3

1 2   0
6

1                        
3

,
( )

,

p p

p
p p

p

p

R k r
r R

k k RT r T
R

r R
k r



                                       

 (14)  

 
The temperature at 0r  , calculated from the first of (14) 

is 

             
2

0 0 1 2
6

( ) p p

p

R k
T T T

k k 

         
,                   (15) 

 
while the temperature at the particle matrix interface is 

 

                            
2

3
( ) p

p

R
T R T

k 


  .            (16) 

 
Define the nondimensional radius 1

p
rR  . Equations (14) 

in nondimensional form become 
 

    

1

2

1
0

1 1 2   0 1

12 1 2         1

,
( )

,

p

p p

k

kT r T

T T k k

k k








                            

.          (17) 

B. Steady State Heat Transfer for a Point Source 
   The total amount of heat rate generated inside a particle is 

 

                              
3

0

4

3
p

R
 Φ , W  .                         (18) 

 
If we replace the particle by a point source, located at point 

0 0 0( , , )x y z , we have the solution 
 

            0
0 0 0( , , ) ( , , , , , )T x y z T G x y z x y z

k 
Φ

,           (19)          

 
where  

 

   
0 0 0

2 2 2
0 0 0

1                 
4

( , , , , , )

( ) ( ) ( )

G x y z x y z

x x y y z x



     

,     (20) 

 
is the fundamental solution of the Laplace equation in 3

 . We 
readily observe that if    0 0 0 0 0 0, , , ,x y z  , equations (18), 

(19) and (20) yield 
 

                                  
3

1
3

( ) p
R

T r T
k r


  ,                        (21) 

 
which is the same as (14), for 

p
r R . Solution (21) has a 

singularity at 0r  , being in essence the fundamental 
solution, times a suitable constant. The use of equation (21) 
produces a singularity of the temperature field in the centre of 
the spherical particle. However, both solutions coincide 
outside the particle.  
 

 
Fig. 4 nondimensional temperature distribution (Eq. (17)) for 

different values of the thermal conductivity ratio /
p

k k  
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Figure 4 shows the nondimensional temperature distribution 
as predicted by Eq. (17) for different values of the thermal 
conductivity ratio /

p
k k . Outside the spherical particle, the 

temperature profile is actually of the form induced by a point 
source located at 0  . Inside the particle radius, the 
temperature is of quadratic form and becomes approximately 
constant for 10/

p
k k   . 

   Since the solution of the problem under consideration cannot 
be obtained analytically for a system of particles, in the 
following, we will approximate the solution, with the one for a 
system of point sources, disregarding the temperature field 
inside the particles. 
 

C.  Steady State Heat Transfer for a System of Point 
Sources 
The steady state heat transfer problem for the temperature 

profile inside an infinite 3D medium of thermal conductivity 
k  and a distribution of heat sources ( , , )x y zΦ  is 

 

                        
2 2 2

2 2 2

T T T

kx y z

  
   

  

Φ .                    (22)   

 
The general solution of problem (22) is [12] 
 

2 2 2

1    
4

( , , )

( , , )

( ) ( ) ( )

T x y z T

u v w dudvdw

x u y v z w



  

  

 

     
  

Φ .  (23) 

 
For the induction heating problem of the particle reinforced 

composite, the heat source distribution, is a system of point 
heat sources located at points( , , )

i i i
x y z , 1 2, ,..,i N  

corresponding to the centers of the particles. In this case it is 
 

         0
1

( , , ) ( , , )
N

i i i
i

x y z x x y y z z


    Φ Φ ,           (24) 

 
and according to (23) the solution becomes   

 

      3

2 2 21

1    
3

( , , )

( ) ( ) ( )

N
p

i
i i i

T x y z T

R

k x x y y z z





 



    
 ,       (25) 

 

IV. TRANSIENT HEAT TRANSFER ANALYSIS 
For reasons of completeness, the transient heat diffusion 

problem inside a particle reinforced composite, where the 
particles act like point sources during induction heating 
processes, will be briefly discussed. 
 

The transient heat transfer problem for the temperature 
profile inside an infinite 3D medium of density  , thermal 
conductivity k , specific heat capacity under constant pressure 
C  and initial temperature T

,  occupying the Euclidian space 
3

 is  
 

      
2 2 2

2 2 2

( , , , )

P

x y z tT T T T
a

t Cx y z

              

Φ ,          (26) 

 
where 1( )a k C   (m2/s) is the thermal diffusivity and 

( , , , )x y z tΦ , 0t   is the distribution of heat sources.  
The general solution of the above problem is [12] 
 

     
0

( , , , )

( , , , , , , , )
t

T x y z t T

A x y z t u v w dudvdwd


  

  

 

    
,       (27) 

 
where 
 

            
       
( , , , , , , , )

( , , , ) ( , , , , , , )

A x y z t u v w

u v w G x y z u v w t

 
 Φ

,              (28) 

 
and 
 

2 2 2

3 2

1     
48 /

( , , , , , , )
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exp

( )

G x y z u v w t

x u y v z w

atat


           

,   (29) 

 
For the induction heating problem of the particle reinforced 

composite, the heat source distribution, is a system of point 
heat sources located at points( , , )

i i i
x y z , 1 2, ,..,i N , 

similarly to the steady state problem. In this case it is 
 

3

1

4

3

( )
( , , , ) ( , , )

N
p

i i i
i

R t
x y z t x x y y z z



 
    Φ .      (30) 

 
And according to (27), the solution becomes 
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with 
 

 2 2 2

                 
4

( , , , , , , , )
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exp
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i i i

i i i

B x y z x y z t

x x y y z z

a t
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.    (32) 
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V. A SIMPLIFIED MODEL BASED ON EFFECTIVE MODULI 
The heat generation rate inside a unit cell is given by 

equation (18). The heat generation rate per unit cell volume is 
thus 

 

                            
3

3

4

1003
p

R  
  



.                          (33) 

 
A steady state heat transfer problem, based on effective 

moduli, has the form 
 

                     
2 2 2

2 2 2
eff

T T T

kx y z

   
   

  
,                   (34) 

 
where 

eff
k  (W·m-1·K-1) is an equivalent thermal conductivity, 

representative of the polymer matrix/particle reinforced 
composite. There exists an extensive literature on effective 
conductivity formulas, dating back to the work of Maxwell and 
Lord Rayleigh. Among them perhaps the simplest is the one 
based on the law of mixtures and reads 

 

                    1
100 100eff p

k k k
                 

.                     (35) 

 
More sophisticated approximations as for example in [13], 

[14] and the references therein may also be incorporated. 
These approaches may be classified as flux law models, in the 
case that the temperature field is solved for a given geometry, 
or Ohm’s models, when based on an equivalent electrical 
system resistance formulation [15]. 

 

VI.   NUMERICAL EXAMPLES AND DISCUSSION 
In this section, several applications of the above derived 

formulas, for the induction heating process of a polymer 
matrix/magnetic particle reinforced composite, will be 
presented, the main goal being the study of the resulting 
temperature field. 

As a first example, the temperature field generated inside a 
polymer matrix of infinite dimensions, with a small number of 
point sources will be studied by means of eq. (25). Three 
different numbers of point-sources (particles) are considered, 
namely 8N  , 64N   and 512N  . The origin of the 
axes 0 0 0( , , ) ( , , )x y z   is located at the common vertex of the 
eight central cells. The induced nondimensional temperature 
field for the three cases is shown in figures 5,6 and 7 
respectively. All spatial coordinates are in the nondimensional 
form 1( , , ) ( , , )

p
R x y z    . The subfigures, show the    

plane at deferent levels of  . Level 0   is the most distant 
from the planes where point sources exist, as for example 

2/   . As expected, the temperature field is smoother as 

the distance from the planes where point sources exist 
increases. Furthermore, more uniform distributions in the 
central area occur and a highest maximum temperature is 
achieved as the number of point sources increases. It is 
mentioned here that the singularities of the temperature filed 
generated in any level of the form 2/n   , n    are an 
undesired result of this particular solution and do not exist in 
real applications. However, they are representative of the 
tendency of the temperature filed to increase as the heating 
particles are approached. Inside the particles, temperature 
distributions close to those predicted by eq. (14) are to be 
expected for low values of  .  

 
 

 
Fig. 5    plane nondimensional temperature contour plot in an 
infinite medium with 8N   particles, at different   levels: (a) 

0  , (b) 4/   , (c) 0 9 4. /   , (d) 0 95 4. /    
 

 
Fig. 6    plane nondimensional temperature contour plot in an        
infinite medium with 64N   particles, at different   levels: (a) 

0  , (b) 4/   , (c) 0 9 4. /   , (d) 0 95 4. /    
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Fig. 7    plane nondimensional temperature contour plot in an 
infinite medium with 512N   particles, at different   levels: (a) 

0  , (b) 4/   , (c) 0 9 4. /   , (d) 0 95 4. /    
 

The area at the vicinity of the heating particle is of great 
importance itself. In cases of polymer matrix curing, particles 
will create ‘hot spots’ around them and the quality of the 
product material might be compromised. In addition, high 
temperature gradients at the aforementioned points might lead 
to increased thermal stresses.  

Consider now the configuration shown in figure 8. A cube of 
the polymer matrix/magnetic particle reinforced composite 
composes the central part of a bulk of the same polymer 
material as the one of the matrix. The dimensions of the whole 
specimen are very large compared to that of the composite 
material cube specimen in the interior. This allows the 
modeling of the composite specimen as if it is located in an 
infinite space consisting of the polymer matrix.  

 

 
Fig. 8 Infinite domain, containing a cube of volume 3h  of the 

particle reinforced composite, with internal heat generation at the 
particles 

 

A system of coils is supposed to generate the appropriate 
electromagnetic field that induces the desired heat generation 
rate inside the particles. This theoretical configuration could 
be easily set up for the experimental validation of the 
analytical formulas.  

In the following, Equation 25 has been used for the 
calculation of the temperature at points 0   and 300  . 
All calculations were performed with the size of the edge of 
the small cube 1h   mm. For the particle radius, the value 

0 1  μm.
p

R  was adopted. Five different values of the 

volume fraction   were used, namely 1, 2.5, 5, 7.5, 10 %. 
These values correspond to a total of particles 2.3846 109, 
5.9691 109, 1.1915 1010, 1.7902 1010 and 2.3838 1010 
respectively. Figure 9, shows the temperature as a function of 
 . The temperature increase in the selected points is 
practically linear. Furthermore, the filed inside the body is 
almost uniform, at least not in the vicinity of the point sources. 

 

 
Fig. 9 non dimensional temperature at selected points as a function 

of  .  
 
As a last application, a comparison of the derived results, 

with the ones yielded by the model based on the effective 
moduli will be presented. If we instead of a cubic specimen of 
volume 1 mm3, assuming a spherical specimen of the same 
volume, its radius will be 0 6204.R   mm. Inside this 
specimen, the thermal conductivity is given by eq. (35). Using 
now equation (15), we finally get 
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                                       

. 

(36) 
 
Comparing the results of equation (36) with the analytical 

solution (25), as shown in figure 10, it is seen that although the 
low of mixtures, although being a simple approximation when 
applied for the effective conductivity, yields results that are of 
the correct form of the temperature variation and within the 
same order of magnitude as the analytical solution. The 

Recent Advances in Mechanical Engineering and Mechanics

ISBN: 978-1-61804-226-2 71



 

 

approximation is better for low values of   and the ratio 
/

p
k k . In order to remedy this inconsistency more 

sophisticated formulas for the effective modulus should be 
employed. We mention finally, that for typical magnetic 
particle and polymer matrix materials, the ratio /

p
k k  is 

usually much higher than 10. 
 

 
Fig. 10 results of formula (36) for different values of   and the 

conductivity ratio /
p

k k . 

 
 In the above analysis, as far as the use of induction heating 

for the matrix curing is employed, any effects of the cure 
reaction on the temperature field are not considered. A more 
detailed analysis would involve the coupled effects of cure 
reaction – heat diffusion. The corresponding analysis is 
typically nonlinear and advanced computational methods 
need to be employed. 
 

VII. CONCLUSION 
The form of temperature fields generated inside a polymer 

matrix/magnetic particle reinforced composite during 
induction heating processes, where the particles act as 
distributed heat sources, is studied with analytical techniques. 
Due to the periodicity of the configuration, a unit cell 
approach is adopted, through which all the problem 
parameters, are expressed as functions of the volume fraction 
of the particles inside the composite.  Heat transfer analysis by 
means of analytic formulas for point sources and with the use 
of simplified equation of effective parameters is presented. 
The derived formulas are applied in a number of numerical 
results and comparisons are featured.  The formulas based on 
the effective parameters calculated by the laws of mixtures are 
found to be in some agreement with the analytic formulas, 
especially for low values of the ratio /

p
k k . The actual limits 

of the two methods should be tested against experimental 
procedures, as described in the preceding section. 
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Abstract— Usually phase transitions in solids are described by 

using the assumption about unstable constitutive law, containing a 

decreasing segment.  The present paper investigates the possibility of 

obtaining such stress-strain relation through considering two-

component medium. The basic idea lies in the assumption that a 

crystalline structure consists of two lattices connected by nonlinear 

interaction force. This force depends on the relative displacement of 

the lattices. When this value reaches its critical value the system 

passes to the unstable branch of the interaction force leading to a 

complicated dynamics. In this article the problem of static loading of 

two-component medium is considered. The problem is limited to one 

space dimension. The analytic solution obtained by applying the 

Galerkin procedure is compared with results of numerical 

calculations.  

 

Keywords— Kinematic loading, structural conversion, unstable 

constitutive law.  

I. INTRODUCTION 

recent papers on experimental study of  a high-speed 

deformation under a shock wave loading [1], [2]  it was 

found that inner structure can exert a serious impact on 

material, resulting in increasing such important 

characteristics such as yield stress and hardness. These 

changes indicate an important role of structural 

transformations, which are caused by a local loss of stability 

by crystalline lattice leading to appearance of inclusions.      

Obviously, the process of structural conversion make some 

contribution in overall deformation, but despite a large number 

of experimental data it is very difficult to estimate it. The 

influence of microstructure on material properties still remains 

unclear. Classical continuum mechanics doesn't take the 

microstructure into consideration. The relation between the 

conservation laws and the properties of material is established 

only by the constitutive law, and the possibility of structural 

transformations should be somehow reflected in it. For 

instance, in many works devoted to phase transitions in solids  

[3],[4],[5] it is accepted that description of this process is 
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based on a non-monotone stress-strain relation. In case of one-

dimensional problem the constitutive curve is often presented 

with a piece-wise function including a decreasing segment that 

separates two stable phases A and B (see Fig.1).  

 

 
Fig. 1 Constitutive curve  

 

The presence of decreasing branch means that after reaching 

the critical value of deformation material can not  resist to 

external load, and after passing the unstable segment this 

ability is recovered. 

       In the present paper we would like not to postulate the 

non-monotone stress-strain relation but to obtain it as a result 

of introducing new variable corresponding to structural 

conversions  and to point out the values of parameters, which 

provide the existence of such constitutive law.       

II. TWO-COMPONENT MEDIUM. BASIC EQUATIONS 

Let us consider a 1D model of material with a complicated 

crystalline structure which consists of two lattices. We suppose 

that there is no mass production (or destruction). Then the 

balance of momentum equations for each of the lattices are 

given by [ 6] 

 

1 1
1

2 2
2

σ

σ

dV
Q

x dt

dV
Q

x dt

ρ

ρ

∂
− =

∂

∂
+ =

∂

.                         (1) 

 

Here  ( 1, 2)k kσ =  is the stress, kV  denotes  the mass 

velocity and kρ  is the density of each component.  The 
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interaction force is denoted by Q . The operator
d

dt
 signifies 

the material derivative kVk
d

dt t x

∂ ∂
= +

∂ ∂
 . After introducing 

the center of mass velocity 1 2 1 1 2 2( )V V Vρ ρ ρ ρ+ = +  and 

postulating 1 2σ σ σ= + , one can obtain a conventional form 

of  dynamic equation 

 

,
dV

dt
σ ρ∇ ⋅ =                               (2) 

 

where 1 2ρ ρ ρ= + . Considering small deformations we 

assume the validity of Hooke's Law for both components and 

we write time derivative instead of material one. In this case 

the equations (1) take the form 

 
2 2

1 1
1 012 2

2 2

2 2
2 022 2

u u
E Q

x t

u u
E Q

x t

ρ

ρ

∂ ∂
− =

∂ ∂

∂ ∂
+ =

∂ ∂

   .                     (3) 

 

Here ku  denotes displacement of the components. kE  is  

Young's modulus and 0kρ  is density in the equilibrium. 

Equations (3) will be used for the further analysis.   The form 

of  expression for  interaction force depends on the properties 

of  medium which have a dominant role in the investigated 

phenomena. The process  of conversion of crystalline structure 

during can  be conceived by using a rheological model [7] 

depicted in Fig. 2. 

 

 
Fig. 2 Rheological Model  

 

Suppose that as a result of the longitudinal displacement of 

the chains with respect to each other material points can 

occupy a new stable equilibrium position corresponding to 

another phase. Taking into account the periodic structure of 

the lattice,  the simplest expression for interaction force can be 

chosen as follows 

 

( ) sinQ z K zλ=  ,                           (4) 

 

where K  defines its maximum value. The relative 

displacement is denoted as 
1 2z u u= − , and λ signifies   the 

reciprocal of the period in crystalline lattice. In essence, 

function z plays the role of a latent degree of freedom, which 

can't be measured during experiment. It can be revealed only 

through its impact on the center of mass. Basing upon these 

considerations [8] it is convenient to rewrite the equations (1) 

with respect to the center of mass displacement U and relative 

displacement z   

 
2 2

2 2 2

1

2 2

2 2

1 1

(1 ) (1 )

(1 (1 )) 1 (1 )

(1 (1 )) 1
( )

xx tt xx

xx tt tt

m m
U U z

c m m

m m
z z Q z U

c c

α α

α α

α
β

− −
− =

− − − −

− − −
− = +

.   (5) 

 

In these equations 1

2

c
m

c
=  stands for the ratio of the sound 

velocities 

0

k
k

k

E
c

ρ
= . The coefficient 1 2

1 2

E E

E E
β

+
=  

depends on rigidity of the components.  If z  is negligibly 

small, the problem reduces to a linear wave equation with 

respect to the center of mass.  

 

III.  KINEMATIC LOADING. STATEMENT OF THE PROBLEM 

   

   In the present paper we discuss the possibility of obtaining 

the constitutive relation with decreasing segment (see Fig. 1).   

For this purpose we consider a static loading of two-

component rod of length l , which is described by the system 

of equations (5). It is obvious that the static problem reduces 

to one equation with respect to z  

 

 ( ) 0xxz Q zβ− =                                (6) 

 

which should be supplemented by appropriate boundary 

conditions.  Suppose that one of the butts of the rod is fixed 

and another one moves accordingly to the prescribed function 

of time 0 ( )U t . These conditions can be written down in the 

following form 

 

01 1 02 2
1 2 00

01 02

0,  ( )
x

x l

u u
u u U U t

ρ ρ

ρ ρ=

=

+
= = = =

+
      (7) 

 

 From the system of equations (3) it is clearly seen that three 

boundary conditions are not enough to determine the solution. 

So, we need an additional assumption which allows us to find 

one more condition. Let us assume that the stress distribution 
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among the components is proportional to their densities 

    

0

01 02

k k
k

u
E

x

ρ σ

ρ ρ

∂
=

∂ +
   .                          (8) 

 

The assumption (8) is a moot point, but at least it doesn't 

contradict to the postulate of stress summation. The equation 

(6) and  conditions (7) and (8) form a full problem of 

kinematic loading. Of course, all boundary conditions should 

be rewritten with respect to z . Our aim is to determine the 

relation between σ  and 0 ( )U t . After introducing 

dimensionless variables:  

 
0

0

1 2

, = ,  ,  
Ux z

w P
l l E E l

σ
ξ ε= = =

+
 the problem can 

be presented in the form : 

 

( )

0
1 1 2 0

0
01

sin( ) 0

0,  ,  

.

xx

x
x

x

z lz

z Pr
z

x E E

z P
r

γ λ

ρ

ρ
ε

=
=

=

− =

∂
= =

∂

= −

           (9) 

 

Here the following notation is used: 
2 01 1 02r E Eρ ρ= − , 

Klγ β= , 
0 01 02ρ ρ ρ= + . Eliminating P  from equations 

(9) one can obtain the problem with mixed-boundary 

conditions. Note that parameter r  corresponds to the 

difference between the sound velocities of the components. If 

dimensionless parameter lλ is small, the problem becomes a 

linear one. Its analytical solution is given by 

 

0 2

0 1 2

1
,  

tanh
1

ef efP E E
r

E E

ε
γ

ρ γ

= =

+
�

�

,                (10) 

 

where lγ γλ=�  The relation (10) can be regarded as 

Hooke's law  with equivalent Young modulus equal to efE , 

which depends on parameters r  and γ� .  If the sound 

velocities of the components are equal, we deal with  spring's 

parallel connection. The same situation happens,  if the force 

between the components becomes infinitely strong. The 

function 
tanh( )

( )F
γ

γ
γ

=
�

�

�

 tends to zero when the 

argument γ  goes to infinity. 

 

IV. GALERKIN PROCEDURE. NUMERICAL SOLUTION. 

 

For nonlinear problem we apply the Galerkin method, taking 

for simplicity only one basic function ( )f x x=  and 

searching  solution in the form z Ax= . After multiplying the 

equation (9) by ( )f x  and integrating it between the limits 

0x = and 1x =  we arrive at the following algebraic system 

of equations      

 

2

0

1 2 0
0

cos( ) sin( ) 0

( )
( )

P r
m m A

m m

E E
A P

r

γ γ β

ρ

ρ
ε

− − + =

+
= −

.         (11) 

 

The first equation of the system can be written as 

( , )F A P =0, where F is implicit function. Obtaining the  

stress-strain relation analogous to the one shown in Fig. 1 

requires that the derivative of stress with respect to the 

prescribed elongation of the rod equals to zero at critical 

points.  Between these points the derivative should be 

negative. Using the implicit function allows to present the last 

requirement in the following form: 

 

0

0

0

F A F

d A P P
F AdP

A

ε

ε

∂ ∂ ∂
+

∂ ∂ ∂= − <
∂ ∂

∂ ∂

 .                 (12) 

 

At critical points the denominator is equal to zero. This 

condition can be brought to the form 

 

2

2 2
1 sin( ) cos( )

m
m m

m m lλ γ

 
− − = 

 
.         (13) 

 

The equation  (13)  has roots  only if the  inequality m lλ γ<   

is fulfilled. On the other hand, the relation  (12) leads us to 

another inequality 
2

2

1 2 0

2

l
m

r

E E

γλ

ρ

>

+

. Thus, we have a strong 

constraint on the roots of  equation (13) 

 

2

2

1 2 0

2

l
m l

r

E E

γλ
γλ

ρ

< <

+

 .                     (14) 

 

Although the gap is rather narrow, it is not very difficult to 

find the parameters, satisfying the inequality (14). One of the 

examples is demonstrated in Fig. 3. The calculations are 

performed with the following parameters:  
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10 10 3

1 2 01 02

11 3 5 1

1 10 ,  E 5 10 ,  3 10 / ,  

5 10 / ,  1 10 ,  =1 10 .

E N N kg m

K N m l m

ρ ρ

λ− −

= ⋅ = ⋅ = = ⋅

= ⋅ = ⋅ ⋅
    

These parameters do not correspond to any real material. They 

were chosen arbitrarily to illustrate the solution. Dots in Fig. 3 

indicate the results of numerical calculation performed by 

using finite difference method with the same parameters.   

 

 
Fig. 3  Constitutive relation  

     

This method was used to verify the solution obtained by 

Galerkin procedure. We see that two different approaches 

correlate well with each other. 

 

V. CONCLUSION 

 

The present paper deals with the problem of structural 

conversions of material. We consider the model of two-

component medium which  implies introducing an additional 

degree of freedom and writing a separate equation for it.  We  

demonstrate that in one-dimensional case this approach allows 

to obtain a non-monotone stress-strain relation, which is 

widely used for description of  phase transitions in solids. One 

of the controversial points here is the form of expression for 

nonlinear force. It may depend on different factors and it is a 

complicated problem to pick out the most important ones. The 

boundary condition (8) also seems to be rather contentious. 

There are many doubts about the restriction (14). Does it have 

any physical sense or is it just a mathematical trick? We 

assume that  it is necessary to investigate dynamic equations 

(5) to answer this question.  Finally, it not clear yet whether it 

is possible to extend this approach for two and three-

dimensional problems.   
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Abstract— In this paper, we reveal the research results on the 

behaviour of the resistance structure of an overhead travelling crane which 
operates in the steelwork of an integrated iron and steel plant. This has 
been realised through theoretical analysis, based on the resistance structure 
modelling, using the finite element method, and by experimental 
measurements, based on electric resistance tensometry. The obtained 
results can be used to develop programs for monitoring the behaviour in 
time of the overhead travelling crane resistance structure, for its further 
optimal operation, in order to obtain lifelike physical models of the real 
resistance structure, for size optimisation at redesigning. 

 
Keywords—crane, experimental, resistance, structure.  

I. INTRODUCTION 
The resistance structures of the metallurgical equipment, 

designed and tested using the classical methods of Strength of 
materials, lead in most cases to over sizing [1]. Due to the 
current trend of getting machines with lower weights, but 
without affecting the strength, rigidity and stability, it is 
necessary to optimize their size [2]. This leads to an optimum 
correlation between the deformed state of the structure and 
material consumption [3], [4].  

The complex process of analyzing the behaviour of resistance 
structures of the metallurgical equipment under operating loads 
is achieved using theoretical and experimental methods of 
investigation [5]. The theoretical study methods are based on the 
resistance structure modelling, which in turn is based on the 
analysis using the finite element method. In order to validate the 
theoretical study, certain industrial experiments should be 
carried out to highlight the behaviour of the structure resistance 
in the assembly whose part it is [6]. The experimental analysis is 
performed to determine the stresses and deformations in the 
resistance structure of the equipment in operation, and their 
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distribution in the areas of stress concentrators. These are 
considered critical areas, which will be given special attention 
either in operation or in case of equipment redesigning [7], [8].  

The metallurgical equipment design procedures are highly 
standardized and most effort and time are spent on interpreting 
and implementing the available design standards [9]. The 
research of the resistance structures stresses for the elevating 
and conveying plants, represents a very important stage for the 
design of some installations according to the reliability 
imposed by the norms and standards in the field [10]-[12]. 
DIN-Taschenbuch and F.E.M Rules offer design methods and 
empirical approaches and equations that are based on previous 
design experience. DIN norms generally state standards values 
of design parameters and F.E.M. rules are mainly an accepted 
collection of rules to guide metallurgical equipment designers. 
It includes criteria for deciding on the external loads to select 
the components [13], [14]. There are many published studies 
on structural and component stresses, safety under static 
loading and dynamic behaviour of cranes [15]-[17]. 

In this study, the calculations apply the F.E.M. rules and DIN 
standards, which are used for the cranes. A solid model of the 
metallurgical travelling crane is generated with the same 
dimensions as in the calculation results. Then static analysis is 
performed, using finite element method. Before starting the 
solutions, the boundary conditions are applied as in practice.  Next, 
we are going to perform experimental measurements in static 
regime, to highlight the behaviour in operation of the structure, 
which involves determining the state of stresses and deformations 
by applying resistance tensometry methods. The complex process 
applied to analyse the behaviour of the metallurgical equipment 
resistance structures under operating loads, using theoretical and 
experimental methods of investigation, highlights the strength 
reserves of the structure, which can be taken into account for size 
optimization, in case of redesigning it. On the other hand, the 
modality to assess the structure response to operational actions, 
and the interpretation of its complex behaviour phenomenon under 
loading, are significant factors on which the further operation of 
the construction depends. 

II. ANALYSIS PROCEDURE 
Based on the rules in force, in redesigning the resistance 

structures of the metallurgical equipment it is accepted the 
semi-probabilistic computing concept, and the calculation 
method related to this concept is the Limit State Method [18]. 

Experimental determinations on the behaviour 
in operation of the resistance structure of an 

overhead travelling crane, for size optimisation 
C. Pinca-Bretotean, A. Josan, A. Dascal, and S. Ratiu 
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Principle, this method consists in providing reasonable 
elements and resistance structures strength as a whole, for 
reaching limit states. Reaching these limit states would involve 
either loss of ability to meet the operating conditions, or 
generate hazards for humans or property. 

The use of this method in the calculation of metallurgical 
equipment resistance structure involves [19]: 

• observance of the structure design and calculation rules 
(sizing and testing) applied to the resistance structures of the 
metallurgical equipment; 

• proper execution of the structural elements, in accordance 
with the standards in force; 

• proper operation of the resistance structure, consistent 
with the design conditions approved; 

• periodic check of the resistance structure behaviour, 
according to the design-established rules. 

Metallurgy industry develops certain technological processes 
whose features need the use of all equipments of the 
assemblies – these equipments belong to the hardware 
category [1]. The most appropriate equipments we use in this 
domain are the cranes, because they provide some advantages, 
such as: they could adjust according to the features of the 
technology process, they could lift up and transport a large 
range of weights, they do not need too much space, and are 
used for a large range of activities. The sub-installation is the 
most important element of the strength structure when 
assembling the cranes, because it should provide the 
lastingness, stiffness during transportation and assembling, 
easy maintenance during use, and its elements should adjust to 
the dynamic use of the equipment [5], [20]. 

In this paper, we checked the way of reaching the limit state 
at normal operation of the resistance structure of an overhead 
travelling crane which operates in the steelwork of an 
integrated iron and steel plant. The method allows resistance 
structure calculation for an overhead travelling crane in the 
design stage, and also after a certain period of construction 
operation, under the influence of various operating loads [5]. 

Adopting the limit state method to calculate the strength 
structures of the metallurgical equipment involves assessing 
their response to external stresses, both qualitatively and 
quantitatively. The qualitative aspect refers to the modalities 
used to assess the physical quantities corresponding to the 
analyzed strain state (displacements and stresses), and the 
quantitative one refers to the determination of their values. 

In this regard, the quantitative characterization of the 
response received from the resistance structure of the overhead 
travelling crane subjected to study, that is the assessment of 
the stress state in one of its principal beams, was conducted in 
this paper in two modalities: theoretical studies about the 
resistance structure modelling, using the finite element 
calculation program COSMOS/M, [21], and experimental 
measurements based on electric resistance tensometry [22]. 

Taking into account the above-mentioned aspects, the study 
conclusions have been made by analysing the experimentally 
determined results compared with those obtained by 
modelling, using the finite element method. 
 The goals have been reached by searching: 

•  the geometrical aspect of the principal beam behaviour, 
which is part of the resistance structure of the analysed 
overhead travelling crane, by interpreting the measured 
deformations comparatively with those calculated; 
• the physical aspect of the analysed principal beam 

behaviour, by studying the correlations between the 
experimentally obtained stresses and those analytically 
determined.  

III. CONSTRUCTIVE ANALYSIS OF THE OVERHEAD 
TRAVELLING CRANE 

The crane we are analysing is able to lift up to 100 KN, and 
the items are lift up to 17.3 m. It is made up by the following 
main sub-installations: strength structure – 1, trolley - 2, the 
translation mechanism - 3, the electric installation and 
additional elements - 4, fig.1. 

 
Fig.1 The assembly of the travelling crane 

 
The design values used in the crane analysis from F.E.M  

and DIN standards are given in  I. 
 

I. Crane property values 

 
 
All the subassemblies are mounted on the resistance structure, 

the mechanisms are electrically operated from the control room 
fixed on the resistance structure, and for lifting the loads, the 
crane trolley is equipped with a hook shank. The resistance 
structure is made of two symmetric, caisson-type main beams, 
and two cross beams (right end beam, left end beam). The 
connection between the main and cross beams is realised by 
welding, creating a closed, statically indeterminate structure. The 
caisson section is realised by welding the constituent elements. 
These are 8 mm-thick steel strips, for sides, and 6 mm-thick for 
the upper and lower flange, respectively. The main beams have, 
at the ends, dimensions reduced along the height, unlike the 
cross beams which are made with constant section. Looking 
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from the point of view of construction, we found that the 
resistance structure of the overhead travelling crane represents 
about 75% of the total equipment weight, which represents a 
rather high percentage and requires dimensional optimization. In 
this paper, we analysed the possibility to obtain a size 
optimisation without losing the stability and rigidity of the 
resistance structure under the operation strains. 

IV. THEORETICAL ANALYSIS OF THE RESISTANCE STRUCTURE 
The theoretical analysis of the studied overhead travelling 

crane resistance structure dealt with the following problems: 
- structural composition of the overhead travelling crane in 

terms of geometry of the structure and its elements; 
- analysis of the static load schemes of the resistance 

structure; 
- modelling of the overhead travelling crane resistance 

structure, for its spatial calculation; 
- analysis of the state of stresses and deformations in the 

resistance structure elements; 
- presentation of the theoretical study results. 
The results of the performed theoretical analysis will allow 

us to assess the behaviour under operation strains, in terms of 
optimization possibilities of the overhead travelling crane 
resistance structure. 

In this study, the finite element modelling is carried out by 
means of the Cosmos package, [21], [23], which has shell type 
elements with three or four nodes per element and six degrees 
per node in the finite elements library, which secure a very 
good calculation accuracy, with deviations under 4% related to 
the exact methods of calculation, [24]- [26]. The solid model 
of the overhead travelling crane is presented in fig. 2. 

The theoretical analysis of the overhead travelling crane 
resistance structure has been presented in detail in [26]-[30]. 

 

4,25 m 

11 m 

Longitudinal 
beam II 

Longitudinal 
beam I 

Right end 
beam 

Left end 
beam 

y 

x z 

The rolling system of 
rolling bridge assimilated 
to some supports which 

block the linear 
displacement on two or 

three direction 

 
Fig. 2 Solid model of the strength structure of the travelling crane 

 
The analysis of the strength structure of the crane using 

finite elements have been calculated all the stresses and strains 
tensor from the structure nodes and from the centroids of the 
finite elements. Analyzing these data, it results a series of 
conclusions regarding the behavior of the strength structure of 
the crane. We have selected some values we have considered 

important from amongst the analysis of the folders which 
contained the results. The beams of the strength structure of 
the rolling bridge are made of OL 37 then, the analysis of 
stresses and strains is more effective if we use the theory of the 
specific form modifying energy (stated by von Misses) as a 
determining factor for reaching the limit stages, [5].  

The extreme values of the principal stresses σ1, σ2, σ3, 

normal stresses σx, σy, σz, tangential stresses τxy, τzy , τzx and 
von Mises stresses  σvon Mises are presented in II. 
  

II. The extreme values of stresses, obtained from the analysis with 
finite element method 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

After a thorough analysis of results files, we selected several 
values we considered significant both for stresses because they 
generate critical areas within the strength structure of the crane 
bridge. Thus, the most requested areas are presented in fig.3. 
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 σ3, σy, τzx 

σ2, σx σz, τzy, τxy 

σ1, σVon Mises maximum positive 

σ2, σ3, σz 

σ1, σVon Mises maximum negative 

Fig. 3 The critical areas of the resistance structure 
 

In III we can see the minimum and maximum values of the 
displacements, considering four distinct values for the nominal 
load. Fig. 4 shows the image of the structure deformed under the 
action of the highest value of the rated load.  
 
III. Value of maximum and minimum displacement of main  beam A 

 
  

 
Fig. 4 Deformation of the resistance structure under the action of 

the maximum rated load 
 
Also, the area of the right end beam near the global axis 

system needs special attention in order to improve the product 
and to eliminate any possible tension peak. 

The conclusion obtained after the analyzing using finite 
element method are: 

- the mid area of the main beam A is critical for which 
action will be taken to improve the state of stress and 
deformation if the strength structure is redesigned; 

- the main critical area of the travelling crane is represented by 
the connection between the main beam A and the right end beam; 

- for the maximum value of the load, the maximum 
displacement is recorded in the middle of the principal beam A. 

V. THE PROGRAM OF EXPERIMENTAL DETERMINATIONS 

The program of experimental determinations by electric 
resistance tensometry aimed at determining the values of 
stresses and displacements corresponding to the stress state 
of the resistance structure of the overhead travelling crane in 
operation. This includes the following steps: 

• preparation in laboratory of the measurements; 
• selection of equipment, materials and accessories needed 

for the experimental determinations; 
• establishing the conditions for measurements inside the 

steelwork where the analysed overhead travelling crane is 
working; 

• selection of tensometric methods, preparation of the related 
operation and experimental determinations planes, 
according to the design of the resistance structure; 

• carrying out the experimental determinations, based on 
electrotensometric measurements, followed by 
experimental data processing; 

• preparation of the final table results;  
• critical analysis and interpretation of the obtained values. 

VI. EXPERIMENTAL DETERMINATIONS 
The object if of experimental determinations consists in 

determining the displacements corresponding to the stresses 
states, under the conditions of overhead travelling crane 
operation, and the maximum absolute values of stress for 
certain hypotheses considered, either at the level of the upper 
flange, or the lower flange of the caisson belonging to the 
principal beam “A”. The resistance structure scheme for 
experimental determinations, made using the electric 
resistance tensometry method, is presented in fig.5.  

 

 
Fig. 5 The resistance structure scheme prepared for carrying out 

experimental determinations 
 

For loading the overhead travelling crane, we used steel 
ingots with known weight. So, the loads used for experimental 
measurements are presented in III. We neglected the tare 
weight of the metal construction and other mechanisms 
mounted on the crane, and the loads were considered to have 
the point of application in the geometric centre of the trolley. 
The positions of the geometric centre of the trolley were 
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marked with P1, P2, P3, P4, and P5. The analysed resistance 
structure was subjected to stress in static regime, with the 
loads Qi (i = 1.3), applied increasingly up to exceeding the 
limit load. The investigated sections are noted with SIII, SII, SI, 
S1, S2, and S3 , fig. 6. 

 
Fig. 6 Presentation of the caisson afferent to the principal beam A, 
the sections where the experimental determinations are carried out, 

and the positions of the geometric centre of the trolley 
 

The degrees of freedom imposed to the supports and the 
positions of those six sections on the main beam A, part of the 
resistance structure of the overhead travelling crane for which 
the experimental determinations were performed, are presented 
in fig. 7. It is stated that the sections SI* and S1*, located on 
the main beam B, have been explored as a witness. This is the 
reason for which the experimental determinations for the main 
beam B have been carried out only in two sections. 

 
Fig. 7 The explored sections positions on the resistance structure of 

the overhead travelling crane 
 

Two strain gauges were placed within each of the six 
analysed sections, on the upper flange and, respectively, on the 
lower flange of the main beam A, at 120 mm from the ends of 
the side wings of the caisson, fig. 8. 

 

 

Lower 
flange 

Upper 
flange 

Side 
caisson 

2 1 

3 4 
 

 
Fig. 8 Positioning of the electrical strain gauges on the upper and, 
respectively, on the lower flange of the caisson afferent to the main 

beam A 
The experimental determinations have been carried out in 

the positions P1, P2, P3, P4, and P5, with successive application 
of the loads Q0, Q1, Q2, and Q3, every time making records in 
the sections SIII, SII, SI, S1, S2, and S3. These sections and the 
measurement points Pi (i = 1…5), during the experimental 
determinations, are presented in fig. 9. 

 

 
a – marking of the section SII and 

position P2 of the geometric 
centre of the trolley on the main 

beam A 

b – marking of the sections SI 
and, respectively, S1, and 

position P1 of the geometric 
centre of the trolley 

 
c - marking of the witness sections SI* and S1* on the main beam B  

 
Fig. 9 Marking of the analysed sections and positions of the 

geometric centre of the trolley on the resistance structure of the 
overhead travelling crane, in order to determine the industrial 

experiments 
 

In order to perform experimental determinations based on 
electrotensometric measurements, [31], we carried out 
tensometric apparatus balancing, as follows: 

a.  For static measurements with the load Q0, the trolley being 
empty, for the strain gauges placed within the sections S1, 
S2, S3 the balancing was realised in the position P1 of the 
Q0 load, and for the sections SIII, SII, SI the balancing has 
been realised in the position P5 of the load Q0. 

b. For static measurements with the loads Q1, Q2, Q3, the 
balancing was realised with the load Q0 placed in the point 
where it was made the loading.  

The experimental determinations led to: 
•  plotting the stress variation diagrams in those six analysed 

sections; 
•  plotting the deformation variation diagrams along the main 

beam A; 
•  quantitative and qualitative study of the correlations 

between the analytically obtained results and those 
determined experimentally. 

•  critical analysis of the experimental results compared with 
those obtained with the finite element program.  

At each loading step, we measured the specific deformations to 
be used for calculating the normal stresses in the direction in which 
the measurements were carried out. So, on the upper flange and, 
respectively, on the lower flange of the caisson, we plotted the 
specific stresses, taking into account the quantities measured with 
the resistance strain gauges placed in the points 1and 2, 
respectively, 3 and 4, fig. 8. Laterally, we plotted the variation 
diagrams of the specific stresses in the lateral sections of the 
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caisson, based on the results obtained from the arithmetic means of 
the measured stresses, for each of those six analysed sections.  

The stress variation diagrams in the cross section are used to find 
the stress state in the upper and lower flanges of the main beam A.  

Analysing all the diagrams, we found differences between 
the records afferent to the same section of the upper flange 
compared with the lower flange, but not significant. This is 
due to measurement errors, that is. the recording errors, 
inherent in any electrotensometric measurement. 

Regarding the stress distribution in the cross sections, the 
worst loading case was recorded for the main beam A, towards 
the area of connection with the right end beam. In fig. 10, we 
presented the variation diagram of the specific stresses in the 
section S2, in the loading hypothesis Q3 in P4, this being the 
worst loading situation for which we obtain the maximum 
values of the specific stresses. 
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Fig. 10 Variation diagram of the specific stresses in the side 

sections of the caisson, hypothesis Q3 in P4 
 

With the experimental data obtained, we plotted the 
variation diagrams for the deformations along the main beam 
A, using the Excel program. We realised the quantitative and 
qualitative study of the correlations among the analytically 
obtained results and those determined experimentally, in order 
to find: 

• the geometric aspect of the principal beam A behaviour, by 
qualitative interpretation of the measured deformations 
compared with the calculated ones; 

• the physical aspect of the main beam A behaviour, by 
studying the correlations among the stresses obtained 
experimentally and those determined analytically. 

The comparative study of the above mentioned aspects has 
been conducted based on four loading hypotheses, considered 
to be significant: Q0 in P1 (Fig. 11), Q1 in P2 (Fig. 12), Q2 in P3 

(Fig. 13), Q3 in P4 (Fig. 14). In these diagrams: 
- 1-2 E represents the variation diagram  of deformation 

for the upper flange, along the main beam A, plotted with 
the experimentally determined values, and 1-2 A for the 
analytically determined values; 

- 3-4 E represents the variation diagram of deformation 
for the lower flange, along the main beam A, plotted with 
the experimentally determined values, and 3-4 A for the 
analytically determined values.  

  

 
 

Fig. 11 The strength variation diagram  along the main beam A, 
drawn up based on the analytically and experimentally obtained 

results, hypothesis Q0 in P1 
 

 
 

Fig. 12 The strength variation diagram  along the main beam A, 
drawn up based on the analytically and experimentally obtained 

results, hiypothesis Q1 in P2 
 

 
 

Fig. 13 The strength variation diagram  along the main beam A, 
drawn up based on the analytically and experimentally obtained 

results, hiypothesis Q2 in P3 

 
Fig.14. The strength variation diagram  along the main beam A, 
drawn up based on the analytically and experimentally obtained 

results, hiypothesis Q3 in P4. 
 

As a common element of the diagrams determined 
analytically and experimentally, we found significant increases 
of the vertical displacements in the areas of concentrated force 
action, directly applied on the resistance structure. On the other 
hand, the displacement variation generally keeps the same shape. 
This shows that the calculation scheme is properly modelling the 
beam behaviour in terms of displacement rigidities. In the same 
sets of diagrams we found the existence, within the same cross 
sections, of certain differences between the records afferent to 
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the upper flange (in the points marked with 1 and 2) and those 
afferent to the lower flange (in the points marked with 3 and 4). 
To explain these differences, we made the assumption that 
among the four components of the cross section, realised as a 
closed caisson, it was also manifesting the spatial collaboration 
phenomenon. The consequences of this phenomenon would be 
the mitigation of the adverse effect of twisting caused (due to the 
deviation from the vertical axis of symmetry) by the loading 
resulted from the load suspended in the hook, transmitted to the 
higher level in point 1.  

Regarding the physical aspect of the principal beam A 
behaviour, some significant differences has been found in the 
following cases: 

• On the cross section, in the upper flange, which confirms the 
collaboration between the hearts and flanges of the caisson 
section; 

• In the longitudinal direction of the beam, where remarkable 
quantitative differences are seen towards the cross sections 
located in the surrounding areas of the supports, especially in 
the loading cases when concentrated forces are found in these 
sections. 

In IV, we presented the comparative values of the 
maximum stresses obtained analytically and experimentally in 
the upper flange and, respectively, in the lower flange of the 
principal beam A. 

 
IV. Comparative values of the maximum stresses obtained 

analytically and experimentally in the upper and lower flanges of the 
principal beam A 

 

The operation behaviour assessment for the resistance 
structure of the overhead travelling crane with the rated load of 
100 KN and lifting height of 17.3 metres has been made after 
testing it at the limit state of normal operation, according to the 
standards in force, [10], [11], [14], [18] based on the analytical 
results presented in detail in [26]-[30] and the experimentally 
results presented in this paper. So, the limit state of normal 
operation of the overhead travelling crane resistance structure 
was tested in terms of stresses and displacements. The test 
results highlighted the fact that, in the loading situation 
considered for the analysed overhead travelling crane, which 
operates in the steelwork of an integrated iron and steel plant, 
the limit state conditions of normal operation are met, and the 
analysed resistance structure has significant reserves of 
strength. This makes possible further dimensional 
optimization. 

VII. CONCLUSIONS 
All modeling revealed that the operation mode of the 

structure varies according to the calculation pattern adopted 
from a quantitative point of view, and behave identically from 
a qualitative point of view. Different quantitative behavior 
revealed that the resistance structure has inseminated strength 
reserve, so it may be subject to dimensional optimization by 
reducing the thickness of plate beams without exceeding 
allowable material strength; the same qualitative behavior 
confirms the validity of the model calculation. In case of 
resistance structure, choosing a certain calculation pattern has 
a quantitative and qualitative influence on the structure 
components’ state of application, with direct implications on 
the process of optimization. All results of this study can be 
conducted as a basis for developing the software used for 
tracking down the travelling crane strength structure and for 
redesigning it.  

Adopt a calculation model is quantitative and qualitative 
influence on the state of application components of the 
strength structure of travelling crane in use after a relatively 
long time. 

The results of the undertaken studies and experimental 
research can be used as basis to develop programs for 
monitoring the behaviour in time of the overhead travelling 
crane resistance structure, and to realise lifelike physical 
models of the real resistance structure, aimed at redesigning it.  
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Abstract—The heat transfer problems for critical regimes, e.g. 

severe accidents at the nuclear power plants (NPP) are considered as 
a case of complex influence of many different real factors including 
change of the Navier-Stokes partial differential equations (PDE) to 
the equations with fractional derivatives both in time and space. An 
example of particle cooling (heating) in a flow of coolant (high-
temperature medium) is analyzed. The models considered and the 
results obtained may be of interest for planning and decision making 
in the field of environmental and other research and for diverse 
practical applications with complex heat transfer processes.  
 

Keywords—Computer simulation, flow, fractional derivatives, 
mathematical model, particle, heat transfer, non-linearity, severe 
accidents.  

I. INTRODUCTION 
he considered problem has concern to one of the problems 
on system analysis for NPP in touch with modeling and 

simulation of the melted fuel cooling and spreading during 
postulated severe accidents. Development and implementation 
of the complex mathematical models for analysis and 
computer simulation of the many unknown processes for such 
or similar critical conditions allow forecasting these processes 
for the needs of creation the passive protection systems against 
severe accidents.  

Development of the new complex mathematical models for 
analysis and simulation of the different complex systems, 
where the traditional known models are too robust for their 
description, e.g. severe accidents at the nuclear power plants, 
when heat and flow of the melted materials reveal unknown 
features due to multiphase and multicomponent nature of the 
system, high temperature differences of components and 
intensive transformations of the flow and heat transfer 
conditions.  

Such kind models are of paramount importance for 
scientists and engineers because of need for their computer 
modeling and simulation due to valuable prediction of any 
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available negative environmental influence of these processes, 
revealing both positive as well as negative unknown properties 
of the complex systems, forecasting catastrophes, and the most 
important – development the preventive methods and tools 
against accidents and catastrophes.      

One of the problems mentioned above has concern to 
spreading and cooling of particles of high-temperature nuclear 
melted fuel during hypothetic severe accidents [1-5]. For 
example, particle in a high-temperature melted fuel, or high-
temperature particle of a solidified fuel in a coolant flow - 
both cases are interesting for detail modeling and simulation 
of peculiarities of the severe accident’s progression. Such 
complex phenomena predetermine physical features for 
development of the passive protection systems against severe 
accidents at the NPP. Certainly they are of interest for many 
other physical situations, which are waiting for an 
investigation.  

II. HEAT TRANSFER FOR A PARTICLE IN A FLOW 

A. Equation for the heat transfer of a particle. 

Let us consider particle in a flow in a polar coordinate 
system ,  , where   and   are respectively dimensionless 
coordinates by radius and angle,  =0 is the center of the 
moving particle and  =1 is its surface, Fo  is dimensionless 
time, Fourier number. Then two-dimensional energy equation 
is written as follows [6]: 
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where are: 
r
R

 , 
2

atFo
R

  and 
2URPe

a
  - Peclet 

number, T  is a temperature, R  is a radius of a particle, 
U , a - flow velocity and heat diffusivity coefficient in a fluid 
flow, respectively. 

B. Physical domain 
The domain of fluid flow is considered as  
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1   ,    0    , 0 Fo  . 
 
The next boundary and initial conditions for the partial 

differential equation (1) are stated 
 

                    00,Fo T T  ,                      (2) 

  1 ,  ( , )sT T Fo ;    ,  0T  .       (3)  
 

Here in the initial condition (2) 0 ( , )T T    is the known 
initial spatial temperature distribution in a particle and 
surrounding flow. The first boundary condition (3) determines 
a temperature distribution at the surface of a spherical particle 
as a function of the angle coordinate and time while the 
second boundary condition (3) expresses undisturbed 
conditions in a domain at the infinity (or just far from particle 
in a reality).  

Thus, the boundary-value problem (1)-(3) for the heat 
transfer of a particle in a flow is one of the simplest two-
dimensional problems for this physical situation. 
Dimensionless equation (1) contains two criteria, which 
determine completely the considered heat transfer process – 
Fourier and Peclet numbers. An analytical solution for this 
boundary-value problem has been done in [6] by the method 
of fractional differentiation with derivative by Letnikov. 

In a reality heat conductivity coefficient depends on 
temperature, therefore some additional terms appear in the 
equation (1) due to this. And spatial temperature distribution 
may change equation to the three-dimensional case. Then 
equation (1) is written for the case when particle is just 
moving in a uniform flow, without considering the full 
Navier-Stokes equations for fluid flow and heat transfer. But 
there are actually more complex factors, which may 
sometimes change the physical situation dramatically. 

III. EQUATION IN FRACTIONAL DERIVATIVES 
The problem for fractional heat conduction equation has 

been considered by many researchers, e.g. solution for a 
space- and time-fractional heat conduction equation defined in 
a space (0,1) [7–10]. The space- and time-fractional 
derivatives are described in the Caputo sense. There are used 
also some other definitions for fractional differentials. The 
pulse boundary conditions are presented in [11] to show the 
application of the proposed method. Results show the 
transition from a pure diffusion process to a pure wave 
process. 

The non-stationary second order partial differential equation 
(1) may be generalized for fractional differentiation case as 
follows 
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                  
                .

      (4) 

 

Here are: 0< <2, 1< <2, 0< <1. The process of fractal 
thermal conductivity that is due to the sharp temperature 
heating of the border area [11] and many other processes were 
investigated during the last years. The solution depends 
continuously on the α, β and   and varies from solution of 
the pure diffusion equation (α, β = = 2) to wave (α = 2 β = 2). 
The results can be used in the study of dynamic problems of 
fractal of thermal conductivity in the two- and three 
dimensional cases.  

These results by fractional calculus have shown connection 
between fractional derivatives and fractal nature of the 
domains’ geometry of space and fractal properties of time in 
case of substantial unlocal dependence of functions in a space 
and time including equations with deviated arguments [1, 12, 
13], which represent one case of unlocal time-dependent 
functions. 

The above considered equations are based on the Fourier 
law q k T  , which is linear correlation between heat flux 
q  and temperature gradient T  with proportionality 
coefficient k . In general heat conductivity is function of 
temperature ( )k T , which may cause local abnormal heat 
transfer processes [14] up to a blow-up regime. But many real 
heat transfer processes are even more complex and do not 
follow linear Fourier law or some similar non-linear law. 

An example of the more complex energy equation 
corresponding to the dual phase lag model results from the 
generalized form of the Fourier law, in which the two ‘delay 
times’ (relaxation and thermalization time) are introduced was 
given in a literature, e.g. the problem of heat diffusion in the 
presence of volumetric internal heat sources Q(x,t) is 
described by the following PDE [15]: 

 

 
2

2q T q
T T T Qc T Q
t t t t

    
                      

 

 
This equation should be used in case of microscale heat 

transfer analysis, in particular when thermal processes are 
characterized by extremely short duration (e.g. ultrafast laser 
pulse or severe accident at NPP).  

IV. NUMERICAL ALGORITHM FOR SOLVING THE PROBLEM 
The finite-difference numerical algorithm for solution of the 

boundary-value problem (1)-(3) may be proposed as follows. 
An algorithm starts with an appropriate grid generation in the 
numerical domain including the spherical particle in a flow: 
 

( 1/ 2)i i    ,  i=1,2,…,M, 

max /( 1/ 2)M    ,   j j   , 

j=0,1,…,N-1,   2 / N   ,   n n   ,  n=0,1,2,…;   

 max ,h     , 

where the variable Fo   is introduced for simplicity of 
computations. Here the spatial and temporal steps of the 
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numerical grid are chosen from the request stated by fidelity 
of calculation and temporal interval considered.  

The approximation of spatial derivatives are performed 
inside the numerical domain by the known methods of 
discretization according to the specific boundary-value 
problem stated. For example most useful second-order central 
difference approximations for derivatives are:  
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where ( ,i j ) is a grid cell in a numerical domain, x∆  is a 
spatial step chosen on the numerical grid, n  is a number for a 
temporal step, f  is a function sought from numerical solution 
of the problem. On the boundary of the discrete numerical 
domain there no enough grid points for central difference 
approximation, therefore an approximation of the derivatives 
is considered for example as follows 
 

x
fff

x
f j

n
j

n
j
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2
2 ,1,2,3

. 

 
The index n  here shows a corresponding value of the 

function the temporal layer n .  
The above approximations written in a common form are 

applied to the function T  in our case and the independent 
variables ,   are implemented instead of the above-
mentioned variable x . 

Then the following data arrays are introduced in the 
numerical solution procedure: 

 

0 ( , ), ( , ),sT T     1 2( , , ), ( , , ),...F F       
 

The quantity of such data arrays depends on the stated number 
К, which means the order of a selected accuracy by time in the 
numerical solution. Here the first two arrays are representing 
the initial data by temperature distribution in the domain as 
stated in (2). 

The arrays 1( , , )F     represent the first order temperature 
derivatives by time at the grid cells in the numerical domain 
for the initial moment of time. Later on, for the current 
moment of time, it is computed according to the outgoing 
partial differential equation and according to the initial 
conditions stated at the numerical grid. 

 The arrays 2 ( , , )F     represent the second order 
temperature derivatives by time at the grid cells in the 
numerical domain for the initial moment (and afterwards for 
the current time) computed by differentiation by time the 
outgoing partial differential equation with account of the 
functions 1( , , )F     and the initial conditions at the 
numerical grid. 

Afterwards 3 ( , , )F     are the arrays representing the 

third order temperature derivatives by time at the grid cells in 
the numerical domain first for the initial moment and 
afterwards for the current time, which are computed by second 
differentiation in time of the outgoing partial differential 
equation. 

The above described numerical procedure is repeated up to 
the requested accuracy by time for the numerical solution 
sought.  

With account of the procedure described, the following 
arrays are introduced 

 
( , , ), ( , , ),..., ( , , )T DT DKT         , 

 
which mean temperature distribution in the numerical domain, 
its derivatives in the numerical domain of all orders by time 
requested by the temporal accuracy stated. 

For the partial differential equation (1) the above-mentioned 
functions are as follows: 

 
2

1 2 3

2 3 1( , , ) cos (1 )
2 2 2

T PeF    
   

           
 

                                                          (5) 
2

2 2 2 3

sin 3 1(1 )
2 4 4

T T ctg Pe T 
       

             
. 

 
Then the function 2 1 1( , , ) ( )F F F     is computed 

according to the algorithm described above. In the expression 

1 1( )F F  the function 1F   is substituted instead of the function 

T , and so on as follows:  

2 1 1( , , ) ( )F F F    ,  3 1 2( , , ) ( )F F F    . 
Now the solution sought is sought in the following form of 

a Taylor series by time steps   :  
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m m m m n m
n

T T F
n

           


   , 

1m m    . 
 

Thus, as seen from the equation array (6), the values 
( , , )T     and 1( / )T     are computed according to the 

time step   chosen. Such computations are done for each 
temporal step in the way that the results of computations for 
the two consecutive numerical grids with m (k) and 
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m /2 (k+1) differ less than it is requested by the fidelity 

stated: 1k k

k

T T
T


 , where   is a fidelity of computations. 

With the equation array (5), (6) the computer computations 
are going until the fidelity stated is achieved. The calculations 
done according to the equations (6) with an accuracy up to 
  have the first order of accuracy, then calculations with 

accuracy up to (  )2- correspondingly second order 
accuracy, afterwards with accuracy (  )3- the third order 
accuracy, etc. 

This numerical algorithm for solution of the general case 
non-stationary Navier-Stokes 3-D partial differential equation 
array applied here was developed in [16]. In a first order 
approach by  , when only the terms up to   are kept in 
computations, the numerical scheme coincides with a simple 
first order explicit scheme. Nevertheless afterwards these two 
methods are absolutely different.  

It is widely known that the second order in time numerical 
schemes are time-consuming. On a contrast, in the strategy 
considered the numerical solution procedure in a second order 
by time (and in any higher order by time what is especially 
valuable) is nearly the same as in the first order by time. Then 
any numerical solution of a highest order is similarly 
obtained, it does not request substantially more computer 
resources than in a first order approach.  

Solution of the boundary-value problem this way is 
comparably simple computations from the equations stated. 
The end of numerical procedure is substitution of the results 
obtained into the Taylor series expansions (6). 

V. NUMERICAL SIMULATION OF THE HEAT TRANSFER 

A. Uniform initial temperature distribution  
The first physical situation about particle in a fluid was 

stated as follows. Initial temperature of fluid is supposed to be 
equal to 0.7 in a whole domain, while the temperature of 
particle is 1.0. The problem may be of interest for example in 
case of modeling hypothetic severe accidents at NPP when 
particles of melted or solidified fuel are moving inside 
coolant. Due to internal heat generation one can consider that 
particle keep constant temperature at the surface and simulate 
temperature distribution for such simple modeling case. 

 

 
Fig. 1 initial temperature distribution inside the fluid 

Thus, first the PDE (1) with the initial and boundary 
conditions (2), (3) was solved numerically by the method 
described above. The results of simulation are presented in 
figures 1-3: 

 

  
 
Fig. 2 temperature distribution in particle and fluid, Fo=5 
 
As seen from Fig. 2, temperature around particle for the 

moment of time Fo=5 has grown substantially approximately 
until the distant of one particle radius and it has grown 
remarkably in front of moving particle while behind it not so 
much. 

 
Fig. 3 temperature distribution at Fo=14 

 
This tendency in non-uniform temperature distribution 

around particle is kept with time as shown in Fig. 3, so that it 
looks like a feature for small Peclet numbers, which is here 
Pe=10. 

B. Uniform initial temperature distribution  
The second physical situation about particle in a fluid was 

stated for the case of sharply non-uniform temperature 
distribution in particle. The initial temperature of fluid is 
supposed to be uniformly zero in a whole domain. Particle has 
sinusoidal temperature distribution by angle coordinate on its 
surface. The results of computations are presented in figures 
4-7 below: 
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Fig. 4 temperature distribution for the time moment Fo=0.5 
 
  Particle’s initial temperature distribution is in the 

sinusoidal two-wave form, it changes in the range from 
maximum 1.0 to minimum 0.3 by angle   from 0 to 2 .  

 

 
 

Fig. 5 temperature distribution for the moment Fo=8.5 
 

 
 

Fig. 6 temperature distribution for the moment Fo=32.5 

 
 

Fig. 7 temperature distribution for the moment Fo=48.5 
 

 
 

Fig. 8 temperature distribution for the moment Fo=64.5 
 

 
 
Fig. 9 temperature distribution for the moment Fo=72.5 
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    Non-linear Dynamics of Electromechanical System  
“Vibration Transport Machine – 
Asynchronous Electric Motors”     

 
Sergey Rumyantsev, Eugeny Azarov, Andrey Shihov, Olga Alexeyeva 

 
   

Abstract –  In this paper we present some new results on the 
numerical simulation of dynamics of vibration transport 
machines (VTM) with independently rotating vibration ex-
citers (VE). There are given the non-linear differential equa-
tions for movement of “VTM – electric motors" system in 
case of an asynchronous motor drive with random quantity 
of poles’ pairs. The model describes an influence of the cur-
rent displacement effect on the asynchronous driver rotor 
resistance.  
 
Key-words – Asynchronous electric motors, Dynamics, 
Non-linear Differential Equations, Self-synchronization, 
Vibration.  

 
1   INTRODUCTION 

Vibration transport machines (VTM) are intended 
for transporting and/or separating variable bulk mate-
rials. Most of these machines are constructed as solid 
bodies (working elements, WE) fixed on springs or by 
means of other elastic elements that enable their plane-
parallel motion (Fig. 1). 
  

 
Fig. 1 

      
The motion of working elements is excited by special 
devices called vibration exciters (VE). VE act as unba-
lanced rotors driven by electric motors.    
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Lately VTM with independent rotating VE have the 
increasing application. The concept of their action is 
based on active usage of physical phenomenon called 
self-synchronization (SS) of vibrators. In these ma-
chines synchronism and relation of VE’ phases are 
achieved automatically due to characteristic properties 
of the vibration system [1].  
 The dynamics of VTM with independently rotating 
VE was observed in works of  I. Blechman, B. Lavrov,  
K. Frolov, L. Sperling, A. Kosolapov and other re-
searchers [1-6]. 
 

2   TRANSIENT DYNAMIC PROCESSES 
Most of above-mentioned authors’ works were de-
noted to synchronous motions. We had stated the prob-
lem of transient dynamic processes researching. These 
processes are accompanying the start of the machine 
from its stand still until its reaching (or not-reaching) 
stabled synchronous motion [7-9]. This approach al-
lows evaluating the time until synchronization and the 
type of connections between this time and various fac-
tors. 
     The VTM dynamics with n independently rotating 
VE is given by the following system of differential 
equations: 
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(1) 

 
Here x, y, φ, φi are generalized coordinates of the sys-
tem, where x, y are the coordinates of the mass centre 
of VTM’s WE in some Cartesian coordinate system 
strictly connected to earth; φ is the angle of WE rota-
tion about the axis passing through the mass centre 
perpendicular to the motion plane of the machine; φi is 
an angle of i-th eccentric weight rotation about the mo-
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tor axis; Li(φi) is the rotation moment of i-th eccentric 
weight; Ri(φi) is the moment of the rotating resistance 
for i-th eccentric weight; Ii are indicate of the rotation 
direction of i-th eccentric weight, where the value is 
taken equal to 1 for eccentric weights rotating counter-
clockwise (positive direction) and -1 for eccentric 
weights rotating clockwise; M is the total VTM mass 
(of WE and eccentric weights); mi is the mass of the i-
th eccentric weight; J is the second moment of VTM  
relative to the mass centre; Ji is the second moment of 
i-th eccentric weight relative to the rotative axis; εi is 
the radius of gyration of the i-th eccentric weight rela-
tive to the rotative axis (Fig.2);      
                          

         
Fig.2 

 
 δi is the angle assigning the i-th eccentric weight posi-
tion; ri is the distance from the mass centre to the axis 
of the i-th eccentric weight; cx, cy, cϕ, cxϕ, cyϕ  are the 
generalized coefficients of elastic supporting elements’ 
hardness; kx, ky, kϕ, kxϕ, kyϕ  are the viscous drag coeffi-
cients; g is the free fall acceleration.     
    
2.1 Electromechanical System “Vibration Transport 

Machine – Asynchronous Electric Motors”  
 

 The model describes only non-stationary dynamics 
of VTM itself without taking into account transient 
dynamic processes in motors. However, by the start-
up and impact loads affecting the machine, there may 
arise transient dynamic processes in electric motors, 
resulting in strong deviation of torque / angular speed 
dependence from the static characteristic. Accounting 
for these effects will allow describing more precisely 
not only the influence of motors on non-stationary 
VTM dynamics, but also influence of VTM dynamics 
on electromagnetic processes in the motor. 
     The dynamics of “VTM – electric motors" system 
in case of an asynchronous motor drive with random 
quantity of poles’ pairs is given by the following sys-
tem of differential equations [10]: 
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This system contains 3+5n differential equations de-
scribing movement of VTM – asynchronous driven 
motors electromechanical system. The phase va-
riables of this system are generalized coordinates x, 
y,  φ, rotational angle φi of i motor, and magnetic-flux 
linkages of motors 4321 ,,, iiii ΨΨΨΨ . p is the number of 
pairs of poles. Coefficients  Ai,Kij (j =1, … , 4) are 
calculated by formulas: 
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Mi, Lis , Lir are mutual inductance and complete induc-
tances of stator and rotor windings. 
The research was carried out using the VTM dynam-
ics mathematical model based on numerical solution 
of system (1) or (2). 
 

3   PROBLEM FORMULATION 
The system (2) includes coefficients Ai and Ki1 – Ki4 
that depend on the active and inductive resistances of 
stators and rotors of the motors. These values used to 
be considered constant and equal to the values of re-
levant nominal rating resistances. 
The research, which was conducted using numerical 
experiment with the mathematical model [10, 12], has 
stated that differential equations of asynchronous mo-
tors with constant coefficients, included in the system 
(2), can be applied well to the VTM working process 
during the operating mode, as well as to the transient 
processes that appear in the VTM when its vibration 
exciters are accelerated. However, this model gives 
inadequate results when describing the transient 
processes that occur during the startup of the VTM.  
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It is obvious that startup transient processes modeling 
must take into account variability of the range of phys-
ical parameters of motors, and, consequently, variabili-
ty (i.e. dependence on the current angular speed of the 
rotors) of the coefficients  Ai and Ki1 – Ki4. Thus the 
decision was taken to consider a non-linear model that 
would take into account the current displacement ef-
fect in rotor winding bars of asynchronous drivers as 
the factor that has the greatest influence on the starting 
torque value.  
 

4 INFLUENCE OF THE CURRENT DISPLACEMENT 
EFFECT ON THE ASYNCHRONOUS DRIVER ROTOR 

RESISTANCE 
It is known [13] that in case when there is alternate 
current in the winding, conductors produce whirling 
currents that combine with the principal current and 
increase (or decrease) the current density in different 
areas of the conductor sections. The current density 
evenness is disturbed, which increases the active resis-
tance of the conductor. 
The greatest current density will occur in upper parts 
of the conductor sections, i.e. in the areas that are lo-
cated closer to the slot opening into the air gap (Fig.3). 
Because it looks as if the current has been displaced 
into the upper part of the conductor section, this phe-
nomenon is called the current displacement, whereas 
the coefficient kr, which registers the active resistance 
change caused by this affect, is called the current dis-
placement coefficient.  
 

 
Fig.. 3   Current density allocation in the short-circuit motor 

winding bar with deep-bar slots on the rotor  
 

Calculations showed that it is less practical to de-
fine directly the active and inductive bar resistance by 
the uneven current allocation, than to define their rela-
tive change caused by the influence of the current dis-
placement effect. These changes are measured with the 
use of coefficients kr and kd [14, 15]. Coefficient kr 
shows by how many folds the active resistance  rcp of 
the slotted bar area by the uneven current density in 
the bar has increased in comparison with its resistance 
rc by equal density throughout all the bar section 

ccpr rrk /= .  
The damping coefficient kd shows how the magnetic 
conductance ξλ′p  of the slot area with the conductor 
under current has decreased in comparison with the 

resistance of the same area by the even current density 
pλ′ in the bar pPDk λ′λ′= ξ / . 

Rotor winding active resistance with account for the 
current displacement  
               

RKrr 22 =ξ
. 

Overall rotor resistance increase coefficient caused by 
the current displacement effect  
               2c /)1(1 rrkK rR −+= . 
The current displacement coefficient kr is defined by 
the equation rr qqk /c= , where qc is the bar section 
area; qr is the section area constrained by the height hr 
(Fig. 4). 
 

 
Fig. 4  Depth of current penetration into the bar 

Current penetration depth )1/(c ξϕ+= hhr , where φξ 

is the coefficient that depends [14] on ξ (Fig. 5). 
 

 
Fig. 5  Dependence of φξ on ξ 

 
The ξ value for the cast aluminum rotor winding is 
defined by the equation  

ссс /)(15,65)( ωϕ−ω=ϕξ  ph , 

where 
сω  is the power-line frequency, ϕ  is the rotor 

angular speed, p is the number of poles pairs.  
Rotor winding inductive resistance with allowance for 
the current displacement effect: 

,22 XKXX =ξ     ./)1(1 2
'
п2 Σλλ−−= dX kK  
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The damping coefficient dk is considered to be equal to 

ξϕ′ , where ξϕ′  is the coefficient that depends [14] on  

the ξ value (Fig. 6). 
 

 
                  Fig. 6  Dependence of ξϕ′  on the ξ value 

The differential VTM equation system with allowance 
for the current displacement effect in the rotors of dri-
ven motors can be written in this case as 
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In this differential equation system coefficients Ai and 
Ki1 – Ki4 are no longer constant and are nonlinearly 
dependant on the angular speed of the rotors in the dri-
ven electric motors. Angular rotation rates of the i-th 
VE (the rotor of the motor) iϕ , or else their derivatives, 
are included into all these equations. On the other hand, 
the flux linkage rates of the i-th electric motor 

4321 ,,, iiii ΨΨΨΨ , are included into the VE angular ac-
celeration. Thus the system poses a rigidly bound diffe-
rential equation system. It is impossible to solve some 
of its equations separately from the others, all the sys-
tem must be integrated in unison. 
   To calculate the currents of the real three-phase 
machine it is possible to take advantage of formulas 
of return transformations which are as follows for 
stator and rotor magnitudes: 
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The current isα will be correspondent to real phase 
current of the one of stator phases of three-phase ma-
chine. 

 
5 CONCLUSION 

Therefore, a new differential equation system (5) has 
been deduced that describes non-stationary dynamics 
of VTM – electric motors electromechanical system, 
which is highly-nonlinear in the electrical as well as in 
the mechanical parts and allows a more precise mea-
suring of the startup transient processes.         
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Abstract- Changing the length of the arm leads us to a new 
approach; we name it multi-joint single actuator. To find out the 
control approach, the mechanism is described in this article. Using 
one actuator for lots of joints and each time connecting one of them 
to this actuator is required 2 issues. The first issue is to control the 
freedom of joint. Another is transferring the torque to the desired 
joint. In this article, a mechanism is proposed for satisfying both. For 
the second issue, two approaches are proposed and analyzed. 
Equations for both of are found.  

Keywords—Robot, mechanism, joint, control, arm. 

 

I. INTRODUCTION 
ECHANICAL arm [1] is a robot act like human arm 
and, is used in different functions like welding, painting, 

assembling and rehabilitation [2]. In these robots each joint 
has its own actuator and controller. For controlling several 
degrees of freedom, same number of actuators is needed like 
snake robots [3, 4, 5] which have several actuators. Another 
kind of robots is continuous robot [6, 7] which consists of 
three actuators. They move a continuous arm like elephant 
nose. Joints are not controllable separately in continuous 
robots. Controlling several joints with one actuator is an issue, 
is investigated in this paper. Two mechanisms is proposed for 
this purpose. The first one is for selecting the desire joint and 
other one for transferring the torque to that joint. For 
transferring the force to the joints there is two ways. The first 
one is wire and some springs and the second one is using a 
series of gears. In this article mechanical design and dynamic 
analysis of both is proposed but gears is used for transferring. 
This robot can be used in many applications which there are 
several joints and each time one of them is moving. This 
mechanism helps us to reduce the number of actuators to 3 for 
several joints. The only factor that limits us in number of 
joints is the accuracy of our devises like our manufacturing 
machineries and our actuator. One of the application of this 
mechanism is in endoscopy [8] and Laparoscopic [9] since the 
robot can work in different workspaces. By improving this 
mechanism in future works we can use it in multi actuator 
robots like humanoid robots [10]. 

II. MECHANICAL DESIGN 
The proposed mechanism consists of two coaxial groups of 
joints, inner group and outer group. In the inner group, each 

joint axis has a non zero angle with respect to the others, 
however, all joints axes of the outer group are in the same 
plane, i.e., each joint axis has a zero angle with respect to the 
others. If the inner group is rotated, the difference in its joints 
angles makes the mechanism to bend merely in the desired 
joint. For example, for bending the third joint, the inner group 
must rotate until the angle between the third inner joint axis 
and the third outer one becomes zero. On the other hand, it 
can’t bend in the other joints (e.g. in the fourth joint) because 
there is a non zero angle between the other inner joint axes 
and their corresponding outer ones.  

For manufacturing this robot, one polyamide cylinder was 
located inside the other one. Then both of them were cut in the 
same length. The links were built and joined together, as 
shown in Fig.1. Then the inner joints were put inside the outer 
ones. 

To rotate the desired joint by exerting the actuator force, we 
investigate two approaches. The first approach is based on 
using the wire and spring. A wire is along the robot and one of 
its ends is connected to the end of the robot and its other end is 
connected to the actuator. When the actuator pulls the wire, its 
length decreases and makes the robot to rotate. On the other 
side of the robot (the side with no wire), there are some 
springs. If the pulling force of the wire is removed then these 
springs release and the robot rotates to the other side. This is 
similar to the method used in some continuous robots. 

 

Fig.1 angle of inner and outer axis 

A Multi-Joint Single-Actuator Robot: Dynamic 
and Kinematic Analysis 

A.Nouri, and M.Danesh.   
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The second approach is based on using a series of gears which 
the last gear attached to the robot body and the first gear is 
connected to the actuator shaft. All of the other gears are free 
to turn and some of them are located on the joints (one gear on  

 

Fig.2 Cartesian coordination 

each joint).For example, if the third joint is allowed to move, 
the gear on this  joint acts like a gear attached to the third link. 
When the actuator’s shaft rotates, only the gears before the 
third joint rotate. This leads to the arm movement in the third 
joint.  

Returning the spring to its normal extension is not 
controllable, thus, the second approach is more accurate than 
the first approach. On the other hand, in the second approach 
the ratio of gears can be chosen by designer to control the 
velocity and the force of each joint.  

III. DYNAMIC ANALYSIS 
A. ROBOT WITH WIRE AND SPRING 

KINEMATIC 

Consider Cartesian coordination defined in the plane that the 
robot turns in it, according to Fig.2. 

In Fig.2, link i is the last movable link and n is the total 
number of robot links. is the angle between the movable link 
axis and horizontal axis, x. (x,y) shows the position of the end 
effecter. is limited by the structure. Due to the links structure 
in this prototype, the limit is 60 degree. The end effecter 
position is derived as 

 

 

Fig.3. A 3D coordination 

 
 

(1) 

 
 

(2) 

A 3D coordination is shown in Fig.3. x axes are the same in 
both recent figures, however, y axes are different in them. The 
end effecter position in this coordination is 

 
 

(3) 

 
 

(4) 

 
 

(5) 

The relationship between  and other variables can be derived 
geometrically. Fig.4 shows the geometrical model of this 
robot. 

a is the perpendicular distance between the wire and the link 
axis, and b is the half of the distance between two adjacent 
joints.c is the hypotenuse of the right-angled triangleabc. Fs 
shows the spring force of the joint i. Fc is the wire force 
supplied by the actuator. is the angle between the two 
adjacent c hypotenuses in the wire side. β is the same angle, 
however in the spring side. and β are calculated by the 
following equations. 
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Fig.4. different angles in spring and wire 

 

 

(7) 

The spring and wire torques are 

 

 

(8) 

The joint torque is 

 

 

(9) 

There are three different kinds of springs, hard, soft and linear, 
and their typical characteristics are shown in Fig.5. 

 

Fig.5. Typical characteristics of different kinds of springs 

Spring force in each group of springs is calculated by the 
following equations. 

 hard  
 Liner  

 soft (10) 
                        n>1 

In this robot, xs is calculated by  
  

 
 

  

To compute the moment of inertia in each mode of robot, a 
Catia model for each link is developed. Based on this model, 
the moment of inertia of each link around its z axis (Jn) and 
then the moment of inertia of all movable links around the 
movable joint are calculated as 

 

 
M is the mass of movable joints and m is 
the mass of each link. 

(11) 

 
 

(12) 
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Fig.6. forces and moments in robot 

 

DYNAMICS 

Dynamic analysis can be done with both Newton-Euler 
and Lagrangian. 

NEWTON-EULER: 

In the following formulation, the torque is calculated. We 
rewrite all of the formulation with ө. 

 

 
 

 
(13) 

LAGRANGIAN: 

In this part, the robot dynamic relations are derived by 
Lagrangian. 

 

 

(14) 

In this robot, we have 2 kinds of potential energy, spring 
and gravity. 

 

 

(15) 

From the following equations 
 

 
 

(16) 

 (17) 
Then, 

 

(18) 
 

 
(19) 

 
 

(20)  
 
 

(21) 
 

 
 

Kinematic energy comes from the rotation of arm. 

 
 

(22) 

Then 

 
(23) 

 

At last Q is the generalized force. 

 

 
 

 
(24) 

From Lagrangian formula and its ingredients, we have 

 
 
(25) 
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B. ROBOT WITH GEARS 
 

KINEMATICS: 

Robot kinematic with gear is the same as that of with 
spring and wire. 

 

Here, the potential energy includes only gravity term. 

 
(29) 

 
(30) 

  

 

 

(31) 

 

DYNAMIC ANALYSIS: 

For gears, it is easier to find the desired arm torque. 
Because the actuator moment is directly transferred to the 
joint and can be used directly in the formulation, thus, we 
rewrite the equations as 

Newton Euler: 

 

 

(26) 

 

 

(27) 

Lagrangian: 

 
(28) 

 

Therefore, the dynamic equation is as 

 
 

 

 
(26) 
 

IV. THEORITICAL RESULTS 

 

We simulate all the equations in MATLAB and get these plots 
as the result 

 

(a)Torque(n.m) plot for joint 1 

description Length Force Force Mass of each link Gravity Angle Links number Moment of inertia 

symbol L FX FY m g  i j 

value 0.05 2 1 0.117 9.81 π/2 1 0.00004149 

    Table 1. Robot characteristics  
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(b)Torque(n.m) plot for joint 2 

 

 

(c)Torque(n.m) plot for joint 3 

 

(d)Torque (n.m) plot for joint 4 

Fig.6. Theoretical results, (0)=-pi/3, 
= (0) +t pi/10; 

 

 

V. EXPERIMENTAL RESULTS 

To find out the effectiveness of the proposed robot design, as 
it is depicted in fig.7, we made this robot and tested the 
mechanism. The robot parameters are mentioned in table 1. 

All of the robots links are made of polyamide which is suitable 
for production procedure of this  

 

 

Fig.7. the prototype of robot 

prototype. Polyamides are very hard and need to be cooled in 
milling process. 
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In this robot, a RX-64 motor is used for turning the arm in 
each case. This motor is controlled via MATLAB (software) 
and is commanded through USB2DYNAMIXEL connector 
(hardware interface). All of the feedback data are stored in a 
matrix and are plotted. 

Fig.8. presents a comparison between the actual torque and 
theoretical torque for the same trajectory. Although we tried to 
consider all factors in the theoretical calculation, however, we 
can’t ignore the friction and some production faults effects. In 
this mechanism, manufacturing accuracy is very important.  If 
inner and outer joints are not exactly coaxial then some 
difficulties appears in turning the inner joints. Also the axes of 
the inner joints and outer joints must be in the same plane. In 
the case, the angle between the axis of the 3rd inner joint and 
the axis of the 3rd outer joint becomes zero, if they do not 
coincide, they won’t move. If the joints have backlash or free 
space, it causes unwanted turn in other joints. 

 

(a)Torque (n.m) plot for joint 1 

 

 

(b)Torque (n.m) plot for joint 2 

 

(c)Torque (n.m) plot for joint 3 

 

(d)Torque (n.m) plot for joint 4 

Fig.8. experimental results, (0) = -pi/3, 
= (0) +t pi/10; 

 

V. 3BCONCLUSION 
In this paper, a novel mechanism is presented to robot design, 
manufactured and practically tested. This robot has the 
following contributions. 

1) Several joints can be controlled with just one actuator 
and turned with only one actuator; however, in a 
simple arm an actuator is needed to move each joint. 

2) The work space of a continuous arm or a simple 
robot arm is limited. In this robot, there is a work 
space for each mode. 

3) The mechanism, used in this robot can be used in 
other robots, especially if there is a need for 
adjustable joints. 

4) Changing the radiuses of gears in this robot can 
transfer different torques to the joints and it is useful 
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when we want different torques in each link with the 
same actuator. 

In this robot, the accuracy in the production process is very 
important. In comparison with a robot with the same number 
of joints, this robot costs less. 
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Abstract— Using the conservation laws in the form of the 

Euler and Navier-Stokes equations, showing the occurrence of 
the instability of a tangential section rate in the nanoscale 
range of wavelengths, for certain parameters. This allows the 
hope that this approach will produce the parameterization of 
nanostructure formation. 

Keywords — Kelvin-Helmholts instability, nanostructure, 
dispersion equation, viscous  and viscous-potential fluid 

I. INTRODUCTION 
When exposed to a heterogeneous plasma electrical 

explosion of conductors formed on the metal surface 
characteristic graded structure mode electro explosive 
doping.Fibrewise studies performed constant electro 
microscopy methods (Y.F. Ivanov), revealed a layered 
structure as the distance from the surface treatment [1]. 

 
Fig. 1 Scheme four structural zones. 

First nanostructured layer (I) of thickness ~ 1 μm contacts 
with plasma simulates the incoming flow. Second layer (II) 
with a honeycomb structure has a crystallization crystal cell 
sizes along the substantially vertical direction than along the 
horizontal (scheme in Fig 1). The third layer (III) with 
approximately equal longitudinal and transverse dimensions of 
the grains. The fourth inner layer nanostructured (IV) ~ 1 μm 
thick. These experimental facts, namely the presence of two 
nanolayers have been the subject of theoretical studies. First 
nanolayer able to describe in the development of Kelvin - 
Helmholtz instability - impinging plasma and molten metal 
(two semi-infinite layer). Second nanolayer - internal, was 
described by the Kelvin - Helmholtz instability char by finite 
layers. In the products of the rapid quenching of the melt on 
the high-speed drive (spinning) identified four structural zones 

 
 

described A.M. Glaser [2]. Area adjacent to the quench 
surface area or freeze - microfine. It is believed that it is 
formed as a result of multiple nucleation. The second zone is 
columnar crystals. In the third zone is formed dendritic or 
dendritic-cellular structure. The fourth zone - the area of 
equiaxed randomly oriented nanograins. The resulting 
situation is similar to the above described case. Formation of 
nanoscale structures for large plastic deformations also occurs 
when two materials shear [2]. In a  detailed microscopic 
examination in shear bands were observed nanostructures [3]. 
Creating volumetric structural nanomaterials under intensive 
plastic deformation described in [4]. Given set of experimental 
data suggests broader manifestations appearance 
nanostructures by shear flows. Therefore, an important task is 
to develop the physical mechanisms and mathematical models 
of nanostructure formation in the development of instability in 
shear flows in nanoscale scale. 

In [5] proposed to explain the first nanolayer based on the 
mechanism of Kelvin - Helmholtz instability (KHI) in the 
nanoscale range. The relative motion of the two media waves 
appear. KHI study conducted over a hundred years. In the 
linear approximation of the evolution of the interface is 
obtained dispersion equation, as a rule, it is a transcendental 
algebraic equation relating the growth rate and wavelength. It 
depends on a large number of parameters, so analytical 
parameterization possible to carry out in rare cases. Therefore, 
the dispersion equation is solved numerically to obtain ix 
increment depending on the wavelength for certain values of 
the parameters. Maximums in this dependence for positive 
increment achieved at certain wavelengths – λmax. Hence the 
development of wave and get them generated eddies of size ~  
λmax , and wavelengths, and therefore will not develop other 
scales. Dispersive equation for viscous fluids for KHI booked 
out in the early XX century, but analyze it in nanoscale 
wavelengths to explain the tour nanostructures in the liquid 
metal to our work in the literature did not occur. In [5], a 
dispersion equation for the semi-infinite layers of viscous and 
ideal fluids, simulating wind plasma interaction and molten 
metal, and the numerical analysis. Control parameter was the 
relative sliding velocity layers.  

The idea of using this mechanism to a second internal 
nanolayer (Zone IV) was given in [6]. There was discharged 
corresponding mathematical model and show that under 
certain conditions, there are two possible scale of the 
instability in the nano-and micro-bands. In this case the 
control parameter is the thickness of the upper layer. 

New mechanism of nanostructure formation by 
the development of hydrodynamic instabilities 

Vladimir D. Sarychev, Aleks Y. Granovsky, Elena V. Cheremushkina, Victor E. Gromov 

Recent Advances in Mechanical Engineering and Mechanics

ISBN: 978-1-61804-226-2 104



 

II. MATHEMATICAL MODELS 
 
Consider two layers for liquid surface tension and 

accelerating field, a tangential velocity on the surface of the 
gap section (Fig. 2). We will use the linear approximation in 
the equations and in the boundary conditions. We denote 
perturbations of the longitudinal and transverse velocities by 
Un  and Vn , respectively, and the perturbation of pressures in 

the nth fluid by Pn ; these perturbations satisfy the Navier-

Stokes and Euler differential equations. 
 

 
Fig. 2  Two-dimension flow of a bilayer fluid. 

 
The system of the Navier-Stokes equations for perturbations 

in the first layer has the form 
2 2

1 1 1 1
2 2
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2 2
1 1 1 1 1 1
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    (1) 

The system of Euler equations for perturbations in the 
second layer has the form 
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The boundary conditions are specified as follows: 
02
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     (3) 

We will seek the solutions to system (1), (2) in the form of 
traveling waves: 

 ( , , ) ( , , ) ( ( )).U V P U iV P exp i kx tn n n n n n ω= −  
Substituting this relation into Eqs. (1), (2), we obtain a 

system of ordinary differential equations. Solving this system, 
we obtain the general solution depending on arbitrary 

constants. Substituting the solution into boundary conditions 
(3), we obtain a system of homogeneous algebraic equations 
in these constants. To obtain a nontrivial solution to such a 
system, the determinant of this system must vanish. This 
condition leads to the basic dispersion equation 
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where the following notations has been introduced:  
2 0 2

1 2
1

2
2 1 0

3 3
1 1

( 1)

( ) .

uz i
k k

g kAW
k k

ρν µ
ρ

ρ ρ σ
ρ ρ

Ω
Ω = = − − , = ,

− −
= =

      (6) 

When 1ν ν= , we obtain the dispersion equation for a 

viscous fluid: 

( ) ( ) ( ) ( )

2 2( ) cth( ) 01 1
24 ( 1)( )1 sh ch sh ch

4 2 4 2( 2 5) ( 6 1) th( ) th( )
.

th( ) th( )
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z z z z z d zd
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ν µ, + Ω + = ,

− +
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−
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+

−

     (7) 

For semi-infinite layers (i.e., for h→∞  and H →∞ ), we find 
that th( ), th( ),cth( ) 1d zd kH →  and ch( ),sh( )d d →∞ , and Eq. (7) 
leads to the following dispersion equation: 

( ) ( )22 4 21 2 1 ( ) 0.1z z Wν µ − − − + Ω + = 
 

       (8) 

 
An analogous equation was obtained earlier in [5]. The 

increment is the imaginary part of ω whose positive sign 
indicates instability. We denote it by 

2 2Im( ) Im( ( 1))i k zα ω ν= = − .  Numerical analysis of this equation 
revealed the peak of the increment in the nanometer range 
(Fig. 3). The resulting dependence on the wavelength 
increment indicates the fact that the instability occurs at 
wavelengths corresponding to the maximum λmax decrement. 
Unstable waves generate vortices that lead to the creation of 
nanostructures, continuing during solidification. 
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Fig. 3 Plots of the KH instability increment α versus surface perturbation 

wavelength  λ  for relative plasma-melt slip velocities U0=759 (1), 670(2), 
and 350 m/s (3). 

 
For 0 01ν ν= , ≠  the limit transition from Eq. (5) leads to 

dispersion equation for a viscous potential fluid in which 
viscosity 1ν  is taken into account only at the interface: 

( ) ( )

2
0( ) cth( ) 02 2

22
( )2 12 4th th
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G z d kH W

k

i
G z d

d k k d

ω
µ

ω ω
ν

 −
, + + = , 

 

, = +

   (9) 

To explain an internal limb nanolayer were used in the 
upper layer part of a viscous fluid (7) and the viscosity of the 
liquid potential (9). Increment depending on the wavelength 
for these two models are shown in Figure 4, which show that 
these two models describe the existence of two maxima. The 
first maximum is in the nanoscale range, and the second - in 
the microwave. Parametric analysis comfortable visco-
potential model, which is described in more simple dispersion 
equation.  

 
Fig. 4. Dependence of increment α on wavelength λ upon variation of 

thickness H of the upper layer for surface tension σ0=1.2 N/m. Solid and 
dashed curves correspond to the viscous and viscopotential models, 
respectively. Upper layer thickness H, nm: 6 (1), 10 (2), 20 (3), and 30 (4). 

 

So are three models: viscous and visco-potential end layers 
and layers of semi-infinite model, which describe the 
existence of the instability in the nanoscale range. This allows 
the state to establish a new mechanism for the formation of 
nanostructures. 
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Abstract—Optimization of injection molding process serves for 

finding ideal conditions during production of plastic parts and 
observing their final dimensions, shapes and properties. It is possible 
to determine the appropriate injection pressure, velocity, value and 
time of packing pressure, etc. by optimization. The paper is dealing 
with description of Moldflow Plastics Xpert (MPX) system and its 
usage in optimization of injection molding process on real part 
during its production. 
 

Keywords—Defect, Injection molding, Optimization, Polymer, 
Process.  

I. INTRODUCTION 
NJECTION molding represents the most important process 
for manufacturing plastic parts. It is suitable for mass 

producing articles, since raw material can be converted into a 
molding by a single procedure. In most cases finishing 
operations are not necessary. An important advantage of 
injection molding is that with it we can make complex 
geometries in one production step in an automated process. 
The injection molding technique has to meet the ever 
increasing demand for a high quality product (in terms of both 
consumption properties and geometry) that is still 
economically priced.  

This is feasible only if the molder can adequately control the 
molding process, if the configuration of the part is adapted to 
the characteristics of the molding material and the respective 
conversion technique, and a mold is available which satisfies 
the requirements for reproducible dimensional accuracy and 
surface quality. Typical injection moldings can be found 
everywhere in daily life; examples include toys, automotive 
parts, household articles and consumer electronics goods. 
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II. MOLDFLOW PLASTICS XPERT (MPX) 
Moldflow Plastics Xpert (MPX) is a software and hardware 

solution that interfaces directly with injection molding 
machine controllers on the shop floor. MPX combines process 
setup, real-time process optimization, and production control 
according to set process parameters in one system.  

MPX is an advanced control solution for the automatic 
setup, optimization and monitoring of the process window of 
an injection molding machine. Unlike other control solutions, 
MPX can utilize the advanced simulation capabilities of 
Autodesk Moldflow Advisers (AMA) and Autodesk Moldflow 
Insight (AMI) software to provide an initial process 
configuration. MPX interfaces directly with the injection 
molding machine and provides on-line process correction with 
technology developed exclusively for the plastics injection 
molding industry. Nowadays, molding machine operators can 
consistently and systematically set up the process, perform an 
automated DOE (design of experiments) to determine a robust 
processing window, and automatically correct the process 
whether it should be drifted or go out of control during 
production.  

The optimization process consists of three main parts: 
process setup, process optimization and process control. 

Process setup allows users to automate the setup of the 
injection molding process through a series of velocity and 
pressure-phase setup routines designed to fix molded part 
defects systematically. The objective is to achieve a 
combination of processing parameters which results in one 
good molded part. 

Process optimization easily allows users to run an 
automated design of experiments (DOE) to determine a robust, 
“good parts” processing window that will compensate for 
normal process variation and ensure that acceptable quality 
parts are produced consistently.   

Process control is designed to maintain the optimized 
processing conditions determined with Process Optimization, 
resulting in reduced reject rates, higher part quality, and more 
efficient use of machine time. Process Control can 
automatically correct the process – either be drifted or go out 
of control and also can send relay signals to alarm operators or 
to divert suspect parts. 

The optimization process consists of three main parts: 
• Process Setup allows users to automate the setup of 

the injection molding process through a series of 

SW Optimization Possibilities of Injection 
Molding Process 
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velocity and pressure-phase setup routines 
designed to systematically fix molded part defects. 
The objective is to achieve a combination of 
processing parameters which results in one good 
molded part. 

• Process Optimization easily allows users to run an 
automated design of experiments (DOE) to 
determine a robust, “good parts” processing 
window that will compensate for normal process 
variation and ensure that acceptable quality parts 
are produced consistently.   

• Process Control is designed to maintain the 
optimized processing conditions determined with 
Process Optimization, resulting in reduced reject 
rates, higher part quality, and more efficient use of 
machine time. Process Control can automatically 
correct the process should it drift or go out of 
control and also can send relay signals to alarm 
operators or to divert suspect parts. 

 

 
Fig. 1 Scheme of MPX unit connection 

 

A.  Process setup (setup wizard) 
Setup Wizard automatically calculates initial profiles based 

on tool or machine related parameters. Tender can choose 
from three Setup Wizard methods: 

• Automated Setup - calculates initial profiles based 
on the material and the values operator enters for 
velocity stroke/injection volume, part thickness and 
mold layout. Operator can also calculate the 
optimal temperature, screw rotation, and back 
pressure settings for plastication. 

• Assisted Setup - creates initial profiles using the 
values operator enters for velocity stroke, injection 
velocity, packing pressure, and cooling time. 

• Manual Setup - creates initial profiles using the 
values you enter for velocity stroke, injection 
velocity, packing pressure, and cooling time. 
Velocity stroke, injection velocity and packing 

pressure must be entered as a percentage of the 
maximum machine capability. 

To use the Setup Wizard, operators need to provide some 
initial information on molding parameters or machine 
parameters, depending on the option their select. The Setup 
Wizard then calculates an initial velocity and pressure profile 
based on this information. The Setup Wizard makes initial 
adjustments to stroke length and cushion size to ensure a full 
shot and adequate cushion, and then develops a basic, un-
optimized profile, which can be further refined with MPX 
Process Setup. Operators can also calculate the optimal 
temperature, screw rotation, and back pressure settings for 
plastication. 

 

 
Fig. 2 Velocity profile example 

 

B.  Process optimization 
The purpose of MPX Process Optimization is to establish a 

robust processing window that produces acceptable quality 
parts while minimizing scrap. This is done by carrying out an 
automated Design of Experiment (DOE) that traditionally took 
many hours that can now be done in a few minutes. 

The MPX Process Optimization DOE produces a series of 
parts using many different profiles. The amount by which the 
profiles are altered is determined by producing a number of 
parts and measuring how the part quality varies with the 
processing conditions. MPX Process Optimization then moves 
the profile set points so that they are positioned in the most 
robust position in the process window. With the tolerance 
boundaries of the process window known, the profile set points 
can be modified if they occur outside of those boundaries. This 
means that the process is better able to handle changes in small 
variables, such as raw material variability and ambient 
temperature. Additionally, the process can be monitored so 
that the specifications for the DOE parameters are maintained. 

During production, the processing conditions will vary 
slightly. With a good set of profiles, these small changes do 
not affect part quality. MPX Process Optimization uses a 
Design of Experiment (DOE) to ensure that typical process 
fluctuations do not affect part quality, by finding a window of 
processing conditions for which good parts will be produced. 
A DOE involves using a series of different profiles, which can 
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be derived from MPX Process Setup profiles, or directly from 
the Profile Wizard. Each profile is changed a small amount. 
The operator creates a series of parts with these profiles, and 
records which of the parts have defects. MPX Process 
Optimization uses this information to adjust the profiles that 
were generated by MPX Process Setup, so that the profiles are 
positioned in the most robust position in the process window 
(Fig. 3.). 

Fig. 3 The process window 
 
There is possible eliminate any combination of visual, 

dimension, warpage and weight defects using MPX Process 
Optimization. Different processing conditions are 
systematically varied, depending on the DOE settings which 
have been chosen. 

 

C. Process control 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

MPX Process Control helps to maintain optimal machine 
operating conditions during production. MPX Process Control 
graphically monitors variables specific to the injection 
molding process (Fig. 4.) and automatically determines 
acceptable quality control limits. 

Once a robust set of processing conditions has been 
established, it is possible to use MPX Process Control to 
monitor the critical parameters that define the profiles during 
production. MPX Process Control detects any tendency of the 
process to drift away from the center of the window. It can 
then produce a warning with recommendations for corrective 
action or it can make corrections, depending upon the cause of 
the drift. 

 
MPX Process Control has two main roles: 

• It displays control charts of process parameters, 
monitoring any changes that occur. Control charts 
are a great benefit to process engineers, who want 
to know when and why part quality varies. For 
example, examination of the control charts may 
reveal steadily decreasing controller performance, 
an indicator that maintenance may be due. 
Alternatively, the material, tool, or environment 
variation may cause the process change. 

• It can also automatically fine tune injection molding 
machine set points to compensate for any changes 
in process parameters. This ensures that gradual 
changes in processing conditions do not lead to bad 
parts or injection molding machine damage. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 

Fig. 4 Viewing the control charts
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III. INJECTION MOLDING PROCESS OPTIMIZATION 
There will be description of injection molding process 

optimization procedure in the next chapters. It will be shown 
on the real chosen part usage MPX software and hardware 
directly connected to the injection molding machine Arburg 
Allrounder  420 C 1000-400. 

 

A. Injection molded part – square piece 
The eight-cavity injection mold was used for production of 

the molded part (electrical cover – Fig. 5). The electrical cover 
is a plastic part used in electrotechnical industry with the main 
dimensions 40 x 15 x 15 mm. The material of the product is 
PP (polypropylene) and its main properties are described in 
Table 1. 

 
Tab. 1 Properties of injected material (PP) 

Basic 
properties 

Melt density 728,95 kg/m3 

Solid density 915,42 kg/m3 

Elastical modulus 1340 MPa 

Melt flow index 21 g/10min 

Shrinkage 1,3 % 

Structure Crystalline 

Recommended 
processing 

Mold temperature 50°C 

Melt temperature 240°C 

Ejection temperature 98°C 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

Fig. 5 Injection molded part – electrical cover 
 

B. Process settings taken from MPI analysis 
Injection molding process of the electrical cover has been 

analyzed in Autodesk Moldflow Insight (AMI) software. The 
values (some of them are on Fig. 6 and Fig. 7) taken from this 
analysis has been used for comparison with optimized values 
and for upload to MPX software for next part of process 
optimization. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Fill time – 0,765 s 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7 Pressure at end of fill – 18,56 MPa 
 

C. Optimization of injection molding process 
Cooling of the injection mold has been made by circulating 

water with temperature 50°C. Temperatures of the heating 
zones are described in Table 2. 

 
 

Tab. 2 Temperatures of heating zones 

Heating Zone Feed Transition Metering Nozzle 

Temperature [°C] 205 210 220 230 
 

D. Automated setup 
 

Tab. 3 Automated setup - results 
 Initial 

Profile 
Final 

Profile 
Difference 

Velocity  
[mm/s] 40 97  

Displacement 
(start - end) 
[mm] 

9,0  -  44,8 10,6  -  54,2  

Pressure  
[bar] 50 149  

Fill Time  
[s] 0,90 0,45 -0,45 

Recent Advances in Mechanical Engineering and Mechanics

ISBN: 978-1-61804-226-2 110



 

 

Packing 
Pressure Time 
[s] 

15 15 0,00 

Cooling Time  
[s] 35 13,63 -21,37 

Total Time  
[s] 50,9 29,08 -21,82 
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Fig. 6 Velocity profile – automated setup 
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Fig. 6 Pressure profile – automated setup 
 

E.  Manual setup 
 

Tab. 4 Manual setup - results 
 Initial 

Profile 
Final  

Profile 
Difference 

Velocity  
[mm/s] 67 75  

Displacement  
(start - end)  
[mm] 

18,1  -  90,6 47,7  -  90,6  

Pressure  
[bar] 1060 160  

Fill Time  
[s] 1,09 0,57 -0,52 

Packing  
Pressure Time  
[s] 

6,43 6,43 0,00 

Cooling Time  
[s] 15 10,39 -4,61 

Total Time  
[s] 22,52 17,39 -5,13 
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Fig. 10 Velocity profile – manual setup 
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Fig. 11 Pressure profile – manual setup 

 

F. Some defects on square piece appeared during optimization  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12 Defects on part – voiding marks 
 
 
 
 
 
 
 
 
 
 

Fig. 13 Defects on part – sink marks 
 
 

Fig. 13 Defects on part – sink marks 
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Fig. 14 Defects on part – short shots on real part 
 

 
 

Fig. 15 Defects on part – short shots by simulation 
 
Tab. 5 Summary of process parameters 

Process setting Automated 
Setup 

Manual 
Setup 

Velocity  
[mm/s] 97 75 

Displacement (start - end) 
[mm] 10,6  -  54,2 47,7  -  90,6 

Pressure 
[bar] 149 160 

Fill Time  
[s] 0,45 0,57 

Packing Pressure  
Time [s] 15 6,43 

Cooling Time 
[s] 13,63 10,39 

Total Time  
[s] 29,08 17,39 

IV. CONCLUSION 
This work deals with optimization of injecting cycle and 

using software MPX. The MPX system enables very effective 
optimization of the injecting process and ensures optimum 
process parameters leading to eliminating possible product 
defects. The aim of optimization is not only correct process 
conditions setting and eliminating all defects made during 
production, but also minimizing the total time of the injecting 
cycle which has a great economical impact. 
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 
Abstract— A comprehensive numerical study of the combustion 

dynamics in a lean premixed swirl-stabilized combustor is described. 
The analysis treats the Reynolds Average Navier-Stokes Equations 
(RANS) in two dimensions and takes in to account the finite-rate 
chemical reactions. The combustor is operated with air and propane 
mixture under atmospheric pressure at swirl number        and a 
global equivalence ratio of      . The effect of inlet swirl on the 
flow development and combustion dynamics is presented. The flow 
field with inner and outer recirculation zones (IRZ and ORZ) is 
typical of swirl-stabilized flame and, a high temperature reaches 
       is identified in the outer recirculation zone, also a high 
velocity field is identified from the converging/diverging nozzle to 
the shear layer of the inner recirculation zone. Detailed fields of axial 
velocity, temperatures and mass fractions, for deferent locations 
given by RANS are compared with experimental values measured by 
LDV, thermocouples and suction probes respectively. Moreover, the 
results indicate a good agreement between numerical and 
experimental values. 

Keywords— Combustion, Premixed, RANS, Swirl, Vortex.  

I. INTRODUCTION  
ODERN gas turbine (GT) combustors are operated 
under lean premixed or partially premixed conditions in 

order to reduce emissions of NOx and CO [1,2]. The 
instabilities of the highly turbulent flames in GT combustors 
are treated aerodynamically by swirling motion. This leads to 
recirculation of hot burned gases, which enhances ignition of 
unburned gas and thus helps to operate the flames under the 
desired lean conditions [3]. These phenomena are generally 
referred to as “combustion dynamics”, and constitute one of 
the most challenging areas in combustion research. The 
swirling flows have been deeply investigated by researchers in 
the recent years in both non-reacting [4,5] and, as the current 
study, reacting flows [6,7]. Because of the intrinsic 
unsteadiness of this phenomenon, the burnt gas filled a 
recirculation zones (swirl-stabilized flames) which is a key 
issue for addressing lean premixed (LP) flame stability. In the 
shear layer between the recirculation zones and the inflow of 
fresh gas, a spectacular large scale structure named Precessing 
Vortex Core (PVC) has an important role in raising 
instabilities. Several works focus on PVC [8,9] and because of  
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the tow dimensional treatment of our study the PVC can’t 
appear so, we’ll focus on the flame-vortex interaction (the role 
of recirculation zones) that cause the stability. 
In the present paper, a numerical analysis of reacting flow in a 
swirl lean premixed combustor is proposed. The approach is 
based on two dimensional burner geometry, high swirl 
number, steady state, two equation eddy-viscosity model 
      for turbulence and Finite-Rate/Eddy Dissipation 
model for chemical reactions. First objective of this work is to 
elucidate both inner recirculation zone (IRZ) and outer 
recirculation zone (ORZ) that appear as a result of the vortex 
breakdown. On the other hand their dependence on the flame 
stability. Second, to examine the impact of other key 
parameters on this problem, an analysis of both temperature 
and mass fraction fields are also presented. Finally, we have 
been employing comparisons of measurements and numerical 
results (e.g., axial velocity profiles) in order to relate our 
numerical results to physics.  

II. COMPUTATIONAL METHOD AND MODELING  
In this step, The FLUENT solver is used as a CFD-tool to 

solve the governing equations for the turbulent premixed 
combustion. As discussed in the introduction, the flow model 
considered in the present investigation is based on two 
dimensions situation, steady state and     turbulence closure 
model for RANS. However, the utilized model for governing 
Turbulence-Chemistry Interaction is the Finite-Rate/Eddy 
Dissipation model. 

A. RANS modeling 

For the numerical prediction of flow properties in 
engineering practice RANS type turbulence models are state 
of the art. This is mostly motivated by reasonable 
computational costs required by this method. A review on the 
application of RANS models to swirl flows has been given by 
[8].  

1) Governing equations 

The mass and momentum Reynolds-averaged equations for 
a turbulent steady state flow can be written in the Cartesian 
tensor notation as follows: 

• Mass conservation equation 
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• Momentum (Reynolds-averaged) equation 

        

   

  
  

   

 
 

   

                                                        

where the deviatoric stress tensor is given by 

       
   

   

 
   

   

  
 

 
  

   

   

                                                

In (2) the velocity fluctuating tensors,          , are generally 
identified as Reynolds stresses. The numerical solution of (1) 
and (2) for a turbulent flow can be obtained only by 
introducing additional equations for the Reynolds stresses. 
These equations contain other correlations of higher order 
which have to be modeled in order to close the system of 
Reynolds-averaged equations. The turbulence closure model 
employed in the present work is summarized briefly below. 

2) k-  model 

In the     model, the Reynolds stresses are linearly 
related to the mean rate of strain by a scalar eddy viscosity as 
follows [9]: 

                   
 

 
                                                                  

where     and     are the mean rate of strain tensor and the 
eddy viscosity which are given, respectively, as: 

    
 

 
 
   

   

 
   

   

                                                                         

      
  

 
                                                                                        

where   and   are the turbulent kinetic energy and dissipation 
rate, respectively, which are expressed as: 

  
 

 
                                                                                                     

    
   

   

   

   

         
                                                                                     

The     model, consists of the following transport 
equations for   and   

       

   

 
 

   

    
  

  

 
  

   

                                    

       

   

 
 

   

    
  

  

 
  

   

   

    

 

 
             

  

 
               

The model constants, which are summarized in Table 1, are 
determined from experiments [10]. 

TABLE I 
THE  K-   MODEL COEFFICIENTS  

                 
0.09 1.44 1.92 1 1.3 

B. Combustion modeling 

The governing equation to solve for energy transport is 
given by 

           

   

 
 

   

  
  

   

                                              

A usual assumption in turbulent premixed combustion 
modeling is to consider a single one-step, irreversible 
chemical reaction. For propane combustion the end products 
can be regarded as carbon dioxide and water in an ideal 
reaction at stoichiometric ratio 

                   

However, when temperatures in excess of        are 
reached,     and     will dissociate into a number of species 
with light molecular weight due to strong thermal atomic 
vibration. 

A Finite-Rate/eddy dissipation model is used to solve this 
global reaction. This approach is based on the solution of 
transport equations for species mass fractions. The reaction 
rates are assumed to be controlled by the turbulence instead of 
the calculation of Arrhenius chemical kinetics. The net rate of 
production for species i due to reaction r, is given by the 
smaller of the two expressions below [11]: 

               
 

 
     

  

        

                                          

                
 

 
  

    

         
 
 

                                           

We notice that the eddy dissipation model assumes that 
reactions are fast and that the system is purely mixing limited. 
When that is not the case, it can be combined with finite-rate 
chemistry. 

III. SWIRLED BURNER CONFIGURATION  
A schematic of the combustor operated at Lisbon Technical 

University [12] is shown in Fig. 1. The premixed mixture 
flows from the left to the right. First it goes through a swirl 
generator with adjustable blade angles to give the flow the 
desired swirl. The swirling jet enters then a premixing pipe of 
     m diameter. This tube is connected to the combustion 
chamber through a converging/diverging nozzle with 
minimum diameter         . All the dimensions in this 
paper will be non-dimensionalised with respect to such 
contraction diameter. 
 

 

 

 

 

 

 

Fig. 1 Schematic of the swirl burner and limits of the computational 
domain [14]. All dimensions are in mm. 
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Because of the sudden expansion downstream of the 
contraction, vortex breakdown occurs and the flame is 
stabilized at the expansion. The model combustor is 
axisymmetric. 

The computational domain covers a fraction of the 
experimental rig, as sketched in Fig. 1, and includes the 
premixing tube, the contraction and the combustion chamber. 
The swirler is not included in the domain. The flow enters the 
premixing tube through an annulus surrounding a conical bluff 
body. The premixing tube, including the annulus and the 
converging diverging nozzle, is       long. The diameter of 
the premixing tube is       and reduces to    at the 
contraction. The conical bluff body is       long. The 
cylindrical combustion chamber has a diameter of       and 
a length of     .  

The reference frame is chosen such that        is 
aligned along the symmetry axis and its origin is in the sudden 
expansion plane (     is the combustion chamber,       is 
the premixing tube). 

IV. OPERATING AND BOUNDARY CONDITIONS 

A. Operating conditions 

The operating conditions of the combustors are the same as 
[12]. The flame is operated with a perfect mixing of propane 
and air, for a global equivalence ratio         at atmospheric 
pressure. The unburned gas temperature at the burner’s inlet 
is         . The bulk velocity in the nozzle,          , 
is used as reference. The corresponding Reynolds number at 
the throat of the converging/diverging nozzle is           . 
The swirler configured at blade angle       , which 
provides a swirl number       , downstream the swirler. 
This later is defined as the ratio of the axial flux of the 
tangential momentum to the product of the axial momentum 
flux and a characteristic radius. The exact expression of swirl 
number depends on the injector geometry and flow profiles 
[13]. 

  
            

  

  

     
    

  

  

                                                                            

where    and    are the radii of the of the central body 
supporting blades and the outer chamber of the swirling 
device, respectively. 

B. Boundary conditions   

The boundary conditions are essential for all computational 
results and in particular for RANS. Zero gradient boundary 
conditions are applied at the outlet. The walls are assumed to 
be adiabatic and no-slip conditions are also applied. Swirling 
flames are rather compact therefore far from the walls. The 
effect of the adiabatic assumption is expected to be negligible, 
especially on the dynamics of the inner and outer recirculation 
zones, which are the zones where this work focuses on. At the 
inlet, in the unforced case the velocity vector is constant and it 
is imposed to ensure the mass flow rate of the mixture 
                  . It should be remarked that the inlet in 

this work has been placed downstream the swirler, at the 
beginning of the premixing tube. At the outlet the temperature 
is about       . 

V. RESULTS AND DISCUSSIONS 
Many works performed using this setup (Experimental and 

numerical investigations) both for reacting [12,14] and non-
reacting [5] cases. They studied extensively the isothermal 
flow field and the swirling flame and reported velocity as well 
as temperature measurements.  

The experimental measurements are summarized in [12]. 
They include laser Doppler anemometry LDA measurements 
and propane mass fraction and temperature measurements 
using intrusive techniques. We remark that the main scope of 
this work is to study the vortex-flame interaction. Therefore, 
we should present the axial velocity profiles and the fuel mass 
fraction as well as temperature fields that can be compared to 
the experiments. 

A. Flow structure 

The flow fields in the converging/diverging nozzle and the 
combustion chamber are illustrated in Fig. 2. The color of the 
streamline patterns represents the axial values of velocity. 

 
 
 
 
 
 
 
 
 
 

Fig. 2 Streamline plots colored by axial velocity fields.  

The flow field is typical of confined swirl flames and 
consists of a cone-shaped stream of burning gas in the inlet of 
the chamber .For sufficiently high swirl number       , 
IRZ appears as a result of the vortex breakdown. The length of 
the IRZ is about      . This recirculation region is deeply 
involved in the flame stabilization process as it constantly puts 
hot burnt gases in contact with fresh gases allowing permanent 
ignition. An outer recirculation zone (ORZ) comes out above 
the shear layer (SL) of the IRZ and takes it shape from the 
neighboring boundary walls. The length of the ORZ is 
about      . Strong velocity gradients occur in the throat of 
the nozzle and, in the outer shear layer (OSL) between inflow 
and (ORZ) because of the strong turbulent mixing in those 
locations. 

B. Thermochemical state 

Distributions of temperature   and mixture fraction   fields, 
which were simulated in this study using Finite-Rate/Eddy 
Dissipation model, are presented in Fig. 3. For propane and air 
mixture, the stoichiometric value is              , and the 
value for equivalence ratio       is        .  

It is seen in Figure 3a, that in the IRZ the mixture 
composition is relatively lean      , whereas in ORZ and 
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when         the mixture is completely burnet    . This 
is due to sudden expansion which caused by the location of the 
converging/diverging nozzle. Figure 3b presents the 
temperature’s increasing within the jet flow region from 
          at          to            at          as a 
result of reaction progress. Those results indicate that the 
flame is stabilized both by the inner recirculation zone caused 
by the vortex breakdown and by the outer recirculation behind 
the expansion as previous discussed. 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Distributions of (a) mixture fraction and (b) temperature. 

C. Comparison with experimental data 

1) Axial velocity profiles 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Comparisons with experimental data: Axial velocity of radial 
profiles at several axial locations. 

The axial velocity of radial profiles at several axial 
locations is shown in Fig.4. RANS simulation capture the 
LDA data of the axial velocity profiles quite well, and 
describes the same flow patterns. Near the expansion 
(upstream location        ) agreement gives good results 
and shows that RANS captures the central recirculation zone 
as well as the weak outer recirculation accurately. Since the 
    included it has got an advantage in predicting the swirl 
jet in the combustion chamber. Further downstream locations 
          and       RANS give unsatisfactory results 
(somewhat smaller) it can be explained by the estimation of 
LDA measurements of the velocity in this region about 15% 
lower than the one reported in the original paper [12]. 

2) Flame fields distribution 

Figs. 5 and 6, display the numerical predicted flame fields 
(in terms of temperature and mass fraction fields, respectively) 
compared to the measurements in different locations.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Comparisons with experimental data: Static temperature of 
radial profiles at several axial locations. 

The overall agreement between the RANS results and the 
measurements is quite well. In addition, the two experimental 
variables fields (  and ) agree reasonably well and show 
similar tends. These trends are also captured by the RANS 
approach, except in a zone relatively close to the burner 
inlet         . This lack of precision could be due to an 
insufficient mesh resolution in this region. Combustion is 
nearly finished at         and no fresh gases are found, in 
this section agreement is exactly the same for both 
temperature and mass fraction. Obviously, these results 
suggest that more studies are required to clarify this issue and 
this is left for further work. 
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Fig. 6 Comparisons with experimental data: Mass fraction of radial 
profiles at several axial locations. 

VI. CONCLUSION 
Simulation of turbulent swirling flow in axisymmetric lean 

premixed sudden expansion combustor has been performed. 
The approaches applied (RANS, Finite-Rate/Eddy 
Dissipation) are useful to capture the vortex-flame interaction. 
In other words we demonstrated the importance of the 
flow/flame dynamics for understanding flame stabilization. It 
was found that introduction of swirl flow greatly enhances the 
mixing of the fuel-air streams, leading to flame stability. 

The measured properties (Axial velocity, Static temperature 
and Mass fraction) in four locations of the chamber compared 
to the present RANS numerical results are closely much and 
gives good agreement as well. These results suggest studying 
this burner more deeply, takes in to account three dimensional 
situations, other turbulence closure technique (e.g., Large-
Eddy Simulation), introducing acoustic oscillations, studying 
pollutants formation (e.g., NOx) and many other parametric 
studies. All of this is left for further works. 
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Abstract—Extensive research work has been carried out to identify 

the suitable pattern wax formulation which can be recycled/reused 

without blending any extra material. To find out the best pattern wax 

formulation a statistical technique; Design of Experiment (DOE) has 

been used. It was found that wax formulation comprising paraffin 

wax 80%, with other coded waxes B,C,D having 8 %, 8 %, 4 % by 

weight respectively is the best formulation that has maximum 

recyclability. 

Industrial trials of identified wax formulation resulted in 

successful recyclability up to three times without adding any extra 

material, the yield of pattern wax in each recycle is found to be in the 

range of 89 to 93 %. Surface roughness parameters of the wax 

pattern, inside portion of the sintered shell, as cast stainless steel 

component, and sand blasted stainless steel component were 

determined and found to be not varying much with each cycle. 

 

Keywords—DOE, Investment Casting, Pattern Wax Formulation, 

Recyclability.  

I. INTRODUCTION 

NVESTMENT casting or the Lost Wax process is the oldest 

method of precision casting, it originated in China about 

3500 years ago, and it was rediscovered in Italy 400 years ago. 

During World War II, this technique was adapted to produce 

castings which could not be fabricated by other casting 

methods. Traditionally used for the creation of jewellery and 

art objects, the need for mass production of near net shape 

components during the 20
th

 century led to the industrial 

development of the precision investment casting process. 

Today this ancient process is more relevant than ever, 

influencing and enhancing our daily lives, through leisure 

pursuits, air travel, medical implants, power generation, and a 

multitude of other diverse applications. 

Today, the reclamation of spent investment casting wax 

forms an integral part of most casting wax supplier's business 
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activities. Historically, investment casting foundries used 

reclaimed wax as a low-cost option for the production of 

runners, gates and sprues. Today industries look for reclaimed 

waxes that can be used for regular pattern making. The 

recyclability of waxes brings in both environmental and 

economic benefits. The focus of this research work is to 

develop a pattern wax formulation(s) which can be reused or 

recycled without reconditioning not only for gating systems 

but more importantly for making patterns.  

The research aims to develop the suitable pattern wax 

formulation which will give greater results in all aspects such 

as pattern wax properties, recyclability and flexibility for all 

types of industrial components production without modifying 

the pattern wax in each recycle. The recyclability aspect of 

pattern wax is a major challenge for the industry and 

researchers alike. The probable reasons for using virgin 

pattern wax every time may be because of producing castings 

with good surface finish. It is generally observed that 

investment casting foundries procure wax formulations or 

blends of waxes rather than producing themselves, so is the 

case with reconditioning of the used wax. Recycled pattern 

wax is though very much desirable for making patterns, 

however, foundries use the recycled wax for making gating 

systems. It is understood that presently about 20 % of the wax 

could be reclaimed for its reuse. The technologies of wax 

formulation presently available are proprietary in nature.  

II. LITERATURE REVIEW 

Fielder [1] in his work on reclamation of waxes explained 

that the wax reclamation process involves the removal of the 

contaminants from autoclaved wax to yield a clean and dry 

wax with performance characteristics such that it can be 

reused in the investment casting process. Pankaj Sharma et al 

[2] in their paper work described how investment casting wax 

was developed with a summary of structure categories of 

investment casting wax available, properties and wax pattern 

production and possibilities of improving the recyclability of 

the wax. Chris Verta [3] describes factors that drove the 

investment casting industry into wax recycling, how changes 

in quality control processes affect the usage parameters of 

recycled waxes, and how the methods of recycling have 

improved to meet the needs of today’s foundries. 

Charanjeet Singh Sandhu et al [4] describes about the 

investment casting process. The investment casting process 

gives good surface finish, high dimensional accuracy, and 

complex shape. But due to some defects are like shrinkage, 
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inadequate surface finish, improper dimensional accuracy in 

the wax patterns result in the poor quality of the final casting 

product. The wax pattern handled during the melting, injecting 

will reflect the quality of wax pattern produced for the 

investment. They have suggested that to produce the good 

quality wax pattern Paraffin wax, Beeswax, Montan wax, 

Carnauba wax, China waxes are the preferred waxes. 

From the literature it is learnt that pattern wax recyclability 

is limited to making gating systems only, even for this used 

pattern wax is sent to the supplier for reconditioning and used 

further. It may be noted that researchers have reported 

recyclability of pattern wax but such recycled wax 

formulations were either further blended and used, or used 

only for making gating systems. It is understood that 

reclamation of used pattern wax is a lengthy and difficult 

process; it has its own drawbacks. Therefore it is desirable to 

find a suitable wax formulation which can be reused as pattern 

wax at least 2 to 3 times without blending/reconditioning.  

III. EXPERIMENTAL 

From the literature and wisdom of Foundry experts it is 

identified that four types of waxes namely Paraffin, Beeswax, 

Montan, and Carnauba waxes are ideal for making the pattern 

wax. Each of these waxes will be in solid state at room 

temperature and melting temperatures of these waxes vary 

between 64
0
C to 87

0
C. However pattern wax formulation 

should ideally have melting and congealing temperature in the 

range of 40 to 45°C. It has been experimentally observed that 

formulation made from above four waxes will bring down the 

melting and congealing temperatures due to interaction effect 

of waxes. It is required to identify the appropriate levels of 

each of these waxes such that melting and congealing 

temperatures of wax formulation are in the required level. 

Among these four waxes Paraffin wax is required in bulk 

and other three waxes are required in small percentages, 

however these three waxes are sensitive and very important in 

the pattern wax formulation. In order to maintain the 

confidentiality while identifying the suitable percentage of 

three sensitive waxes they are indicated by code names such 

as wax B, wax C, and wax D (not in order). Exhaustive 

experimental trials were carried out to arrive at a wax 

formulation that has lowest melting point (MP), lowest 

congealing point (CP) and acceptable level of ash content. In 

selecting the type of wax cost and availability were given 

prime importance. 

The proportions selected in the formation of different wax 

blends are given in Table 1. The weight of each wax is 

measured using electronic balance and ingredients of each 

wax are mixed and melted at a range of 100 – 120
0
C in a 

metal container with constant agitation to get homogeneous 

blend of waxes. In order to identify the best pattern wax 

formulation it was decided to test the formulation for MP and 

CP temperatures, and ash content.  

In Table 2 properties of individual waxes and wax 

formulations are presented, from the table it may be observed 

that individual waxes B and C are having higher MP and CP 

where as paraffin and wax D are having low MP and CP. In 

respect of formulations it was found that formulations 3 and 4 

are having lowest MP and CP. Ash content of the Paraffin wax 

is lowest and the ash content of wax C is highest and the 

formulations 2 and 1 are having lowest and highest ash 

content respectively.  

Table 1 Types of Wax Formulations 

Type of 

wax 

Formulat

ion-1 

Wt% 

Formu

lation-

2 Wt% 

Formul

ation-3 

Wt% 

Formul

ation-4 

Wt% 

Paraffin 

wax 
60 65 73 84 

Wax B 20 20 15 8 

Wax C 15 10 8 5 

Wax D 5 5 4 3 

Total 100 100 100 100 

 

Table 2 Properties of individual waxes and wax formulations 

Wax and 

Formulation    

/ Property 

Melting 

Point ( °C) 

Congeali-

ng Point 

(°C) 

Ash 

Content 

(%) 

Paraffin wax 66 61 0.01 

Wax B 86.6 79 0.046 

Wax C 83.6 73.6 1.42 

Wax D 64 60.6 0.081 

Formulation-1 44 48 0.21 

Formulation-2 46.5 43.2 0.042 

Formulation-3 43.2 41.7 0.076 

Formulation-4 42.6 40.3 0.16 

 

Low MP and CP temperature are required for pattern wax 

because it is preferably be injected to the mould at a lower 

temperature; should solidify at a lower temperature; more 

importantly during de-waxing stage wax formulation having 

lower melting point will melt at the peripheral areas in a shell 

and may help reduce the breakage of the green shell and 

aiding in easy collection of the bulk wax. In order to identify 

the best formulation with low melting and congealing 

temperature it was decided to use Factorial Design of 

Experiment technique. Brief description on concept of 

Factorial Design is given in the following section. 

IV. FACTORIAL DESIGN OF EXPERIMENT 

Factorial design of experiment is one of the several 

statistical technique used to analyze the experimental data. 

Factorial experimental technique is used to analyze the data 

when a number of variables are involved. These variables may 

bring about changes in the value of a particular effect. This 
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technique can be used in the areas like agricultural production, 

metallurgy, foundry, etc., examples: yield patterns can be 

studied with respect to the manure application, seeding 

pattern, water feeding or rainfall etc., for a particular corp. The 

variation in dimensions in an oven as a function of 

temperature and fuel used. To determine the effects of various 

alloying elements on the mechanical properties in an alloy 

steel and interpret the results. To analyze the performance of a 

bearing under various test conditions. To control the rejection 

of component in a foundry.  

In a factorial experiment individual variables (here 

individual waxes) will be taken at different levels either 

equally spaced or unequally spaced and experiment is 

conducted for all variables at all levels in permutation and 

combinations [5]. The number of variables of experimental 

conditions in a factorial experiment increases multiplicatively 

with the number of levels of each variable. Hence in the 

present work the experimental conditions are restricted to a 

maximum of 3 – variables taken at two levels only. And 

normally analysis is carried out with minimum of two 

replicates (repetition of experiments with same combination of 

variables).  

‘Factorial experiment’ earlier called as ‘complex 

experiment’ was first adopted during the years 1843 to 1852 to 

increase the yield of wheat and barley productions at 

Broadbalk and Hoosefield respectively [6]. The work of V.P. 

Gupta [7] on casting rejection control and the work of Durga 

and Nayak [8] on optimization of molybdenite flotation also 

indicates that the factorial experiment can be effectively used 

where there are number of variables involved in an 

experiment. Batra et al [9] describes the two level 3 factor full 

factorial experiment pattern analysis using SPSS software. 

Mark Anderson [10] explains the two level factorial design by 

taking example of making microwave popcorn. Shivappa et al 

[11] describes the 2
m
 (m – number of variables at 2 level of 

each variable) factorial design of experiment was used in their 

study on chromite sand with different binders and accelerators 

to study the effect on bond development and sand strength 

properties. The analysis shows the possible significant levels 

of binders and accelerator for bond and strength 

developments. 

In the present experiment since Paraffin wax is required in 

bulk it is considered as base material and other three waxes are 

taken as variables, and experiments are formulated varying 

only these three waxes. The waxes B, C, and D are taken at 2 

– Level as given below, these levels are fixed based on the 

preliminary experimental results reported in Table 2. 

 

 Wax Code Level 1 Level 2 

      B     8    15 

   C     5    8 

   D     3    4 

 

Three factors (B,C,D) taken at 2-Level, makes it total 8 

experiments. These experiments are conducted to find the 

response parameters such as MP and CP temperatures, and the 

factorial analysis is made on the basis of the MP and CP 

which are the important properties of a pattern wax. Here 2- 

replicates of melting and congealing temperatures have been 

considered as shown in Table 3.   

Table 3 Melting point and Congealing point of BCD System 

 

Levels 

Treatment 

Combinat-

ions 

MP CP 

Rep.1 Rep.2 Rep.1 Rep.2 

1 B1C1D1 46 45.5 43 43 

B B2C1D1 43 43.5 41 41 

C B1C2D1 42 42 39.5 39 

BC B2C2D1 42 42 39 40 

D B1C1D2 44.5 44 42 41.5 

BD B2C1D2 43.5 43 40.5 41 

CD B1C2D2 44.5 45 42 42.5 

BCD B2C2D2 44.5 44.5 42.5 42 

 

It is required to get the best formulation which will yield 

minimum values of MP and CP, outcome of ANOVA will be 

based on higher property values of variables, but for the 

pattern wax MP and CP values are to be at lower level. Hence 

in order to get minimum values of MP and CP the reciprocal 

of the experimental results given in Table 3 of MP and CP are 

considered to compute ANOVA. Computed ANOVA results 

are given in Tables 4 and 5, since these tables cannot be 

accommodated in double column format they are presented in 

the last page of the paper in single column. 

V. OUTCOME OF FACTORIAL DESIGN 

The ANOVA will result in optimal values of the 

formulations leading to maximum values of Melting Point 

(MP) and Congealing Point (CP) of the wax formulation. In 

this system, three variables namely wax B, wax C, and wax D 

are taken at two levels forms 2
3
 factorial experiments. Hence 

2
3
=8, treatment combinations of variables with pattern wax 

were tested for MP and CP. The inference of ANOVA on the 

melting point and congealing point is described in following 

sections. 

A. Inference of ANOVA of Melting Point  

Referring to F-Table (Table 4) of melting point ANOVA it 

can be concluded that the independent effects of all individual 

waxes such as wax B, C, and D are significant at both 99% 

and 95% of confidence levels. The effects of 2 variable 

interaction of wax C and D is more significant at 99% 

confidence level, but the interaction of wax B and D is 

insignificant. The effect of 3 variable interactions of waxes B, 

C, and D is significant at 95% of confidence level. The 

interaction of waxes C and D at higher level of their 

composition bring down melting point of the wax formulation. 

Since interaction of wax B at level 1 (8%), and waxes C (8%) 

and D (4%) at level 2 giving highest F experimental value, 
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that shows it is the best combination to get lower MP 

temperature. 

B. Inference of ANOVA of Congealing Point 

Referring to ANOVA table (F-Table) of CP temperature 

given in Table 5, it may be noted that the independent effects 

of individual waxes C and D are significant at 99% with F 

experimental values of 16.79 and 28.7 respectively where as 

the interaction of waxes C and D has resulted in substantial 

increase in F experimental value of 78. Whereas interaction 

effect of waxes B and D as well as BCD is insignificant. With 

this it is concluded that the wax formulation with wax B at 

level 1 (8%) and waxes C and D at level 2 (8% and 4% 

respectively) are found to be contributing for low congealing 

temperature. Interestingly same levels of waxes BCD 

combination are also resulted in lower MP temperature. 
Outcome of factorial experiment has clearly identified the 

properties of waxes B, C, D in combination along with 

Paraffin wax gives best melting and congealing temperatures. 

With this it is concluded that pattern wax formulation with 

Paraffin wax at 80%, and waxes B at 8%, C at 8% and D at 

4% by weight is the best formulation. 

VI. INDUSTRIAL TRIALS 

After identifying the pattern wax formulation the 

recyclability study of the developed pattern wax 

formulation is done by using the same wax not only for 

gating systems but more importantly for making patterns 

without reconditioning after each recycle. Investment casting 

foundry ‘Zircast Limited, Bangalore’ was identified for 

carrying out shop floor trials. Pattern preparation, wax tree 

preparation, shells preparation, dewaxing, sintering, 

preheating, pouring, fettling, cutting and sand blasting 

operations were carried out as per the industry practice. 

Photographs of injection molding machine, typical wax tree 

and autoclave used for dewaxing are presented in Fig. 1. 

 

 
 

Fig. 1(a) Injection Molding Machine 

 

 
 

Fig. 1(b) Typical Wax Tree 

 

 

 
 

Fig. 1(c) Autoclave used for Dewaxing  

 

Fig. 1 Photographs of Equipments used in Industry Trials  

 

During shop-floor trials castings were marked appropriately 

R0, R1, R2, and R3 for the castings obtained by using virgin 

pattern wax, once recycled pattern wax, twice re-cycled, and 

thrice recycled wax respectively. Surface roughness 

parameters of the components namely wax pattern, inside 

portion of the shell, as cast component and sand blasted 

component were determined using Confocal Microscope 

(Olympus make LEXT OLS4000). Photograph of wax pattern 

obtained from thrice recycled wax (R3) is presented in Fig. 2. 

From this figure it can be observed that the pattern is integral 

and the dimensions were determined to be the same as those of 

the pattern prepared using virgin wax (R0). 

 

Recent Advances in Mechanical Engineering and Mechanics

ISBN: 978-1-61804-226-2 121



 

 

 

 
Fig. 2 Photograph of Wax Pattern 

 

In Fig. 3, photographs of (a) inside portion of the sintered 

shell, (b) as cast steel component, and (c) sand blasted steel 

component are presented (all components obtained from R3 

wax). From the figures it can be seen that the components are 

integral in shape and structure. 

 

 

 

Fig. 3(a) Typical inside portion (after breaking) of the Sintered Shell 

 

 

 

Fig. 3(b) As Cast Steel Casting  

 

 
Fig. 3(c) Sand Blasted Steel Component  

 

 

Fig. 3 Photographs of Casting Shell and Cast Components 

 

In Table 6 yield of the pattern wax obtained after each 

recycle is presented. From this table, it can be noted that the 

yield of the de-waxed wax is not varying much. A difference 

of 4 % in yield from R3 to R1 may be due to handling and 

other losses. 

 
Table 6 Yield of the Pattern Wax per Recycle 

Recycle 

Number 
Yield (%) 

R1 93 

R2 91 

R3 89 

 

 

In the Table 7 average surface roughness values of Line 

Parameter (Ra) and Surface Parameter (Sa), and root mean 

square values of Line Parameter (Rq) and Surface Parameter 

(Sq) of the components obtained by using three times recycled 

wax are presented. From the table it may observed that the 

surface roughness of as cast stainless steel casting obtained 
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from thrice recycled wax has highest roughness values of; Ra 

= 3.983, Rq = 4.89, Sa = 8.872 and Sq = 11.305 than 

sandblasted casting, which has roughness values of; Ra = 

3.535, Rq= 4.702, Sa = 7.856, and Sq = 10.563. And inside 

portion of the Investment casting shell was having the lowest 

Ra and Rq values compared to that of castings. The probable 

reason for higher values of surface roughness parameters of 

the casting could be because of relatively coarser size of the 

primary Zircon slurry coat, the impression of which will be 

duplicated on the surface portion of the casting. 

 
Table 7 Average Surface Roughness Value (Ra/Sa) and RMS Value 

of Surface Roughness (Rq/Sq) of components in µm 

Sample Ra Rq Sa Sq 

Wax Pattern 1.825 2.582 3.598 5.065 

Investment  

Casting Shell R0 
2.735 3.497 5.548 7.024 

Investment  

Casting Shell R1 
2.895 3.576 6.537 8.840 

Investment  

Casting Shell R2 
2.908 3.818 6.537 7.951 

Investment  

Casting Shell R3 
3.662 4.888 5.385 7.105 

As Cast Casting_R3 3.983 4.890 8.872 11.305 

Sand Blasted Casting  R0 3.632 4.755 5.891 7.530 

Sand Blasted Casting  R3 3.535 4.702 7.856 10.563 

 

VII. CONCLUSION 

From the experimental and industrial recyclability studies of 

the pattern wax formulation the following conclusions are 

made. 

(i) After repeated experimental trials and from the design of 

experiment the pattern wax formulation with Paraffin wax 

80 %, wax B 8 %, wax C 8 %, and wax D 4 % by weight 

are found to be good. This formulation is having lowest 

melting point of 42.6
0
C, congealing point of 40.3°C, and 

ash content 0.16 %.  

(ii) It has been possible to recycle three times the same wax 

without any modifications before each recycling. Within 

the scope of the experimental trials carried out in the 

present investigations recycled yield of the pattern wax 

from trials is found to be in the range of 89 - 93 %. 
(iii) Surface roughness of the steel component and sandblasted 

steel components obtained by using thrice recycled wax 

(R3) are found to be not varying much compared to those 

obtained using virgin wax (R0). 
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Table 4 ANOVA Table for Melting Point 

Source of 

variation 

Degrees of 

freedom 

Sum of 

squares 

Mean 

Squares 

F 

Expt. 

F 

Tabulated 

Replicates 1 3.73829E-09 3.74E-09 0.163523 

F 1,7 = 5.59 

at 95% 

 

F 1,7 = 12.25 

at 99% 

Main effects 

B 
1 9.12976E-07 9.13E-07 39.93597 

C 1 7.53022E-07 7.53E-07 32.93914 

D 1 1.05993E-06 1.06E-06 46.36402 

Interaction between 

variables. 

BC 

1 6.89986E-07 6.9E-07 30.1818 

BD 1 9.49168E-08 9.49E-08 4.151907 

CD 1 3.13482E-06 3.13E-06 137.1254 

BCD 1 1.87428E-07 1.87E-07 8.198591 

Error 7 1.60027E-07 2.29E-08  

Totals 15 6.99685E-06  

 

Table 5 ANOVA Table for Congealing Point 

Source of 

variation 

Degrees of 

freedom 

Sum of 

squares 

Mean Squares F 

Expt. 

F 

Tabulated 

Replicates 1 6.83549E-09 6.84E-09 0.114955 

F 1,7 = 5.59 at 

95% 

 

F 1,7 = 12.25 

at 99% 

 

Main effects 

B 1 6.11562E-07 6.12E-07 10.28485 

C 1 9.98376E-07 9.98E-07 16.79005 

D 1 1.70645E-06 1.71E-06 28.69791 

Interaction between 

variables. 

BC 1 8.84074E-07 8.84E-07 14.86778 

BD 1 3.77051E-08 3.77E-08 0.634099 

CD 1 4.63975E-06 4.64E-06 78.02831 

BCD 1 1.2419E-07 1.24E-07 2.088544 

Error 7 4.16237E-07 5.95E-08  

Totals 15 9.42517E-06  
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      Abstract - The analysis of the mechanical properties of cells is a 
field of great interest both in medicine and biology because it 
becomes fundamental each time it is necessary to recognize and 
prevent some diseases causing alterations in cellular behaviour and 
resistance. Biological Micro Electro-Mechanical Systems (Bio-
MEMS) allow the application of extremely small and precise forces 
increasing, as a consequence, the number of results possible per 
experiment and the number of experiments that can be performed 
simultaneously. The aim of our work is to present an electro-
thermally actuated microgripper for single-cell manipulation. 
Specifications and targets impose several limitations and difficulties 
in micro manipulators design and these obstacles are even more 
important when the target of microgripping are biological particles 
(e.g. living cells). The main parameters that have to be taken into 
account while designing a cell micromanipulator are, aside from its 
actuation principle, its kinematics, its fingertips shape, its releasing 
strategy and its material biocompatibility.   
Electro-thermal actuation strategy is investigated in order to 
understand its main advantages and limitations related, for example, 
to thermal stability, insulation and high temperatures; all these 
parameters have to be considered to ensure the cell’s integrity during 
its micromanipulation.  Fabrication step and fabrication strategy is 
presented as the results of the realization procedure. 

 
      Keywords - Bio-MEMS, cell manipulation, cell microgripper, 
electro-thermal actuation 

I. INTRODUCTION 
      Cells are subjected to continuous stimulation inside the 
human body. For example, bone cells are subjected to 
compression; endothelium (inside blood vessels) cells to both 
stretching and shear stress; muscle cells to stretching; cardiac 
cells to both stretching and compression.  
Even though a lot is known with respect to their structure, 
there is only little information about cellular mechanics and 
cellular response to mechanical stimuli. The study of cells 
mechanical properties is of great interest because of the 
important implications it has for the comprehension of the 
cellular model and of the correlation between illness and 
genetic alterations; some diseases (e.g. many cardiovascular 
diseases, intracranial injury and hypertension) cause changes 
in cellular behaviour so the cellular resistance is modified in 
case of solicitations. In order to recognize and prevent some 
diseases, the quantification of the mechanical properties of 
cells becomes fundamental. 
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Rheology is a science that studies the balance achieved by a 
material that flows or deforms itself as a result of a state of 
solicitation. Its bases were laid by E.C. Bingham in 1928 with 
the aim of formulating appropriate analytical models able to 
describe the behavior of materials (both natural and for 
industrial production) in the most varied conditions of stress 
and the resulting deformation.  
In medicine, one of the most common rheological analysis is 
the hemorheology and it consists in determination of the 
characteristics of blood considered as a homogeneous fluid 
when flowing through the large arteries, veins and the heart; in 
case of both large and small vessels, however, the rheological 
properties of blood depend on the viscoelastic properties of its 
individual cells (mainly red blood cells, white blood cells and 
platelets) as well as on the properties of plasma considered as 
a Newtonian fluid whose viscosity is independent of its flow 
speed. 
In case of the great arteries and veins, the viscosity of blood is 
mainly dependent on the viscosity of plasma and on the 
concentration and on the properties of red blood cells (the 
volume of leukocytes and platelets is too small so they have 
little influence on the total blood viscosity). 
Hemorheology has important applications also from the 
diagnostic point of view: the alteration of the rheological 
parameters (e.g. viscosity and/or hematocrit variations, 
changes in the aggregation of red blood cells, etc.) may lead to 
a decrease in the blood flow and consequently to a lower 
contribution of nourishment to tissues. 
The problem of cell mechanics can be approached using two 
different techniques: the study of cell populations or of single 
cells.  
The dynamics of cell populations can be investigated using 
bioreactors. Silicone rubber and gels (e.g. poly-dimethyl 
siloxane (PDMS)) are commonly used as substrates for cell 
adhesion and stretching. This approach can provide 
information about the average mechanical properties of cells. 
One criticism of cell population studies is that, despite the 
ability of such studies to show that applied mechanical stress 
alters cell structure and function, the heterogeneity among cell 
responses is largely ignored. Furthermore, the response of a 
single cell to mechanical signals cannot be decoupled easily 
from the response of the entire population.  
As concerns the single cell approach, the existing techniques 
can be subdivided into two separate branches: local probes, 
used to stimulate a portion of the cellular membrane, and 
mechanical stimulation of the entire cell. In the first case, the 
probe can be, for instance, the Atomic Force Microscope 
(AFM) sharp tip located at the free end of a flexible cantilever 
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generating a local deformation on the cell surface; the resulting 
deflection of the cantilever tip can be calibrated to estimate the 
applied force. Magnetic Twisting Cytometry (MTC) is also a 
common method for the local stimulation of a cell; in this case, 
magnetic beads are attached to a cell and a magnetic field 
imposes a twisting moment on the beads, thereby deforming a 
portion of the cell.  
The mechanical stimulation of the entire cell can be performed 
mainly using optical tweezers or laser trap, micropipette 
aspiration, micro-plates or MEMS. In the case of optical 
tweezers or laser trap, an attraction force is created between a 
dielectric bead and a laser beam, pulling the bead towards the 
focal point of the trap. In micropipette aspiration, a cell is 
deformed by applying suction through a micropipette placed 
on the surface of the cell; by recording geometry changes of 
the cell, the elastic response of the cell is inferred, however it 
is not easy to take into account the friction between the cell 
membrane and the micropipette walls. Micropipette aspiration 
is a useful tool for the study of cells in suspension, like red 
blood cells, but not for the study of adherent cells in their 
physiological conditions.  
In micro-plates system, the single cell is seized between two 
glass micro-plates; one of the plates, being more flexible, 
serves as a sensor of the applied force. The micro-plates used 
to manipulate cells are very adhesive and thereby promote cell 
spreading. 
Cells are different in sizes and shape: an ostrich egg is a single 
cell with a diameter of more than 10 cm, while a human red 
blood cell is orders of magnitude smaller, with a diameter of 
approximately 8 μm. Most cells, however, are in the range of 
10‐30 μm in diameter, so a fine cell mechanics analysis can be 
performed by means of Micro Electro-Mechanical Systems 
(MEMS) that give the possibility of carrying out studies on a 
single cell and not only on populations of a few million cells. 
MEMS devices realized in silicon-based technology have been 
largely used for several applications in military, satellite and 
communication fields, but only few works about the use of 
MEMS devices for the study of single cells have been reported 
up to now. Due to the great flexibility of MEMS in relation to 
the possible solicitation modes, a biaxial solicitation can also 
be applied; this load condition is common among the cells 
located in tissues which play a key role in the human body, for 
example, the pericardium.                     
MEMS technology offers many advantages in the study of the 
mechanical properties of cells such us the compatibility of the 
device dimensions with the characteristics of the single cell, 
the possibility of applying forces in a wide range (pN÷μN), the 
possibility of carrying out studies on the single cell both 
adherent to the substrate and in suspension, the possibility of 
stimulating the entire cell and not only a local portion of its 
membrane and, finally, the possibility of working in a liquid 
medium; the ability to discriminate and move individual 
groups of living cells within or out of aqueous media is an 
important advantage since it can lead to the arrangement of 
cells in specific patterns, to the placement on surfaces of 
sensors or to the isolation of individual cell spheres from a 
culture.                     
                                          

II. CELL MICROMANIPULATION  

The increased demands of microtechnical applications have 
led in the last twenty years to the development of new 
assembling technologies which enable handling of very small 
microoptical, microelectronical or micromechanical elements 
in nano or micrometer range. Specifications and targets impose 
several limitations and difficulties in micro manipulators 
design especially when the target of microgripping are 
biological particles (e.g. living cells).  
The actuation mechanism of cell microgrippers shall be 
suitable for operating in electrolytic aqueous media because of 
ionic environment of cells; this fact limits the application of 
high voltage in piezo actuated grippers since bubble formation, 
caused by electrolysis, occurs at 1.5-2 volts in water. 
Moreover, any exposure to magnetic or electrical fields may 
have some negative effects on biological cells limiting the 
application of electrostatic or electromagnetic actuated 
microgrippers. Shape memory alloy (SMA) actuators are not 
applicable in  micro grippers because of the lack of reliability 
for a high number of cycles. Electro-thermal actuators are 
widely studied for cell manipulation even though they show 
many difficulties when are used as the maximum allowed 
temperature for manipulation of human cells in many 
applications is around 37 °C that is quite lower than the 
required high temperature (more than 100 °C for bare 
extended arms of gripper) in an electro-thermal gripper. 
Gripper’s materials biocompatibility places some restrictions 
in choosing of actuation method and fabrication process. A 
survey of the cells microgrippers state of art reveals that, 
whatever the actuation method is, there are many points that 
must be taken into consideration for microgripper design, such 
as:  

- actuation principle 
- kinematics 
- fingertips shape 
- force feedback 
- releasing strategy 

 
From a system engineering point of view all these aspects have 
to be taken into account in the preliminary design of a cell 
microgripper.  
 
A. Actuation principle 

Talking about the actuation of a microgripper, two different 
strategies (internal and external) are possible. In case of 
internal actuation, it is possible to design a specific part of the 
gripper with piezoelectric (PZT) material in order to generate 
a localized force when an electric voltage is provided [3-4]. 
The electrostatic force [5-8] can be used as an actuation by 
applying a voltage difference on a capacitor with movable 
armature. The thermal actuation, widely used for both 
biological and non-biological manipulation, is based on the 
thermal expansion of the gripper arms due to the Joule effect 
in presence of electric currents [9-13]. A faster response of the 
arms can be achieved with shape memory alloys [14-16] that 
are able to restore almost immediately the memorized shape 
when a threshold temperature is passed. The electromagnetic 

Recent Advances in Mechanical Engineering and Mechanics

ISBN: 978-1-61804-226-2 126



 

 

actuation [17] is based on micro-coils and is able to generate 
weak confined magnetic fields. Hydraulic and pneumatic 
actuation can be used to manipulate bio-cells with micro-pipes 
integrated in small circuits including micro-pumps and valves.  
Each one of the described internal actuation strategies has its 
own limits. PZT actuators have strong nonlinear output, high 
supply voltage, small motion range, low resistance to creep 
and mechanical fatigue phenomena, hysteresis and 
biocompatibility problems. The electrostatic actuators are 
generally disadvantaged by the small dimensions of the 
capacitors; very complicated shapes of the gripper having 
many comb drives are necessary to increase the force, but, as a 
consequence, the motion range is strongly reduced by the 
small gaps between the armatures and the applied voltage 
easily causes electrolysis of watered environments. Thermal 
actuators may induce high temperature in the region close to 
the cells so long grippers dissipating the heat produced by the 
actuators need to be used. SMA materials present low fatigue 
resistance that causes very limited cycle time, small strain 
capability, strong nonlinearity, hysteresis and a fabrication 
process that is usually very complicated at the microscale. The 
limitations of electromagnetic actuators are related to the small 
dimensions of electromagnetic micro-actuators that imply fast 
heating of the coil due to the Joule effect and low allowable 
currents; the resulting magnetic field is generally weak and 
subjected to relevant leakages, giving small power per unit 
volume. Hydraulic and pneumatic actuators are limited to pipe 
based devices; they are not suitable for precision operations 
involving more than one cell and the hydraulic solution only 
works in wet environments.  
External actuators preserve the thermal insulation of the 
gripper and avoid contaminations or biocompatibility 
problems. Piezoelectric motors are the most promising 
solution for this application, due to their small size and high 
accuracy as they have very high response and wide speed 
range (from few micrometers/second to few 
millimeters/second); thermal heating is negligible in this kind 
of actuator, but there are problems related to the interface [18] 
between the motor and the microgripper, where interferences 
and frictions must be considered. A particular kind of external 
actuation strategy is the manual one; in this case [19] the 
manual rotation of a micrometer head is used to open the tips 
of the tweezer structure, whereas the closing of the device is 
due to elastic deformation. 

III. PROPOSED ACTUATION STRATEGY AND RESULTS  

The dimensional scaling [20,21] has consequences both for the 
mechanical design and for the actuation of microactuators; the 
choice of the actuation principle depends on the structural 
dimensions, the technology, the functioning and the purpose of 
the micro device.          
External forces can be generated using different effects such as 
the thermopneumatic, the electrochemical, the electrostatic and 
the magnetic ones; internal forces exploit the intrinsic 
actuation capability of some special materials including 
piezoelectric, thermomechanical, shape memory and 
electrostatic effects.  

The presented work deals with the electro-thermal actuation 
strategy; a polymeric microgripper is used to catch a cell 
having a diameter up to 40 μm creating a micro chamber 
around the cell to insulate it from the other ones and provide 
cell rheological analyses. 
The polymer used as the base material of the microgripper is 
SU-8 having good mechanical and chemical properties (see 
Table I), biocompatibility, ease of fabrication and low cost.  
It is important to make a note: the presented results were 
obtained by means of Ansys 11.0 FEM (Finite Element 
Method) simulations; no experimental activity has been done 
up to now so the results were compared, in terms of orders of 
magnitude, to the ones found in the literature.  
 
Table I. SU-8 mechanical/thermal properties. [18,22] 

Young’s Modulus (E) [GPa] 2 
Poisson ratio (ν) 0.22 

Tensile Strength (σm) [MPa] 70 
Coeff. of Thermal Expansion (α) [1/K] 52·10-6 

Thermal Conductivity (λ) [W/(m·K)] 0.3 
Softening point [°C] 210 

 
A. Thermal actuation 

In Figure 1 it is possible to see a thermally driven 
microgripper where the Joule heating is produced via a thin 
gold metallic layer deposited and patterned on the top of SU-8.  

 
Fig. 1 thermally driven microgripper geometry; the gripping zone and 
the clamped region for mechanical equilibrium are pointed out 

To perform the simulation it was necessary to put thermal 
constraints on the device as it can be seen in Figure 2: the 
extreme cold arms of the gripper are at room temperature 
(supposed to be equal to 20 °C) whereas the central hot arm is 
subjected to different temperatures (from 30 °C to 100 °C) 
depending on the voltage applied so on the current flowing 
through it. Figure 3 shows a relationship between the 
temperature of the hot arm and the openings of the 
microgripper; temperatures higher than 100 °C but lower than 
210 °C (the SU-8 softening point) weren’t taken into account 
in the FEM simulations but the values of the jaws openings 
corresponding to this range of temperatures were reported as 
well in the graph (see the continuity coloured lines in dashes) 
exploiting the linear relationship shown by the 30 °C÷100 °C 
range of temperatures coming from the simulations.  

 
     Fig. 2 thermally constrained arms of the microgripper 
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Fig. 3 gripping site openings vs hot arm temperature 

As it was previously said, the main problem related to thermal 
actuation of biological particles is the high temperature that 
could destroy or damage the cell, so it was necessary to study 
the temperature distribution (see Figure 5) along the 
microgripper giving it a particular geometry so that the 
temperature of the gripping zone (20 °C÷26.7 °C) was not 
higher than the maximum temperature (37 °C) a cell can 
withstand without changing its biological/mechanical 
properties and behaviour. Figure 4 shows the four opening 
zones considered in the gripping site; as it can be seen from 
the picture, “CD” and “GH” openings are the reference ones 
because a cell can enter without exiting the microgripper only 
if it has a diameter lower than “CD” distance and bigger than 
“GH” one. For example, heating the actuation hot arm until a 
temperature of 80 °C, a cell having a diameter from 37 μm to 
41 μm can enter the microgripper to be analyzed. 

 
     Fig. 4 opening zones of the gripping site 

 
     Fig. 5 temperature distribution along the microgripper 

IV. FABRICATION STEPS 

The following photographs (taken under both optical and 
electron microscope) deal with the main building-up steps of 
the micromanipulator discussed until now; it was fabricated in 
the clean room of IMT in Bucharest (National Institute for 

Research and Development in Microtechnologies). For the 
manufacturing process we used the surface micromachining 
techniques and 2 masks processes. The materials used were 
thermal silicon dioxide, used as sacrificial layer, SU-8 as 
structural layer and chromium/gold for the manufacturing of 
the resistors.  
The masks were designed using Clewin program: one mask for 
the metallic resistors configuration and one for the SU-8 
configuration. The realized physical masks were analyzed 
using optical microscope (Fig. 6-7). After the masks 
manufacturing we proceeded with the technological steps for 
the manufacturing of the microgripper structures. 
 

 
Fig. 6 SU-8 physical mask (optical microscope photo) 

 

 
Fig. 7 gold physical mask (optical microscope photo) 
 
We used silicon wafers which were cleaned in piranha solution 
before starting the technological steps. Using thermal 
oxidation process we obtained a 1.7 µm thick layer of silicon 
dioxide, used as sacrificial layer. A Cr/Au layer was deposited 
using sputtering evaporation on the SiO2 layer. Thicknesses of 
10nm/300nm were obtained for the Cr/Au layer which was 
patterned using the first mask. We spun the polymer SU-8 
2025 at 3000 rpm on the wafer and obtained a thickness of 
around 20 µm. The wafer was soft baked at 65 oC and 95 oC 
and exposed using the second mask. After exposure, the wafer 
was baked again at 65 oC and 95 oC to obtain the latent image 
of the SU-8 layer geometry. In order to obtain the 
microgripper configuration (Fig. 8) the wafer was developed. 
The last thermal process of the polymer was the hard bake at 
180 oC for 30 minutes in order to finalize the cross links of the 
SU-8 (Fig. 9-10). 
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Fig. 8 SU-8 configured layer before hard bake treatment 
 

 
Fig. 9 SU-8 configured layer (SEM photo) 

 

 
Fig. 10 a chip with six SU-8 configured structures  
 
Figures 11 and 12 present the optical microscope images of the 
Cr/Au configured heating resistors on wafer. Figure 13 shows 
an individual microgripper structure of a chip with 6 structures 
(Fig. 14) after the final techonological processing step before 
the releasing of the chips. 

 

 
Fig. 11 configured gold resistance on silicon substrate before the 
deposition/configuration of the SU-8 layer 

 

 
Fig. 12 gold configured layer (optical microscope photo) 
 
 

 
Fig. 13 one structure with configured SU-8 and gold layers (optical 
microscope photo) 
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Fig. 14 one chip with six structures at the final step of fabrication 
(optical microscope photo) 
 
To release the microgripper structures we performed wet 
etching in a bath of buffered HF acid. In the same 
technological step of surface micromachining we obtained the 
chip with 6 structures (as presented in Fig. 8 where holes 
design, in order to have a faster removal of the sacrificial 
layer, can be seen). The final structures will be used for further 
tests and measurements. 
 

V. CONCLUSIONS AND FUTURE PURPOSES 
In this paper a preliminary design of a cell microgripper and 
its fabrication are discussed by evaluating the system 
requirements.  
The electro-thermal strategy is proposed and optimized by 
means of the finite element method; the cylindrical shape of 
the fingertips not to have high pressures acting on the cell 
external surface, the thermo-mechanical design and the 
analysis of the thermically actuated gripper in order to have 
low temperatures in the cell gripping zone are all strengths that 
make this micro-device innovative, not conventional and 
especially suitable also in the bio-field and not only in the 
micro-mechanical one. 
Some biological cells have a diameter up to 50 μm so the use 
of a microgripper having a gripping zone not bigger than 40 
μm generates interference and compression forces between 
each one of these cells and the jaws of the device; our purpose 
is the creation of a FEM contact model to evaluate the pressure 
acting on the external surface of the cell by varying the 
gripping zone shape and/or the cell shape. The mechanical and 
the material properties of the cell have to be introduced in the 
FEM simulation as if the cell were a micro mechanical 
component subjected to an external load. An other future 
purpose of our research activity is linked to the thermally 
actuated micro device proposed in this paper; we would like to 
compare the FEM simulations results with some future 
laboratory experimental ones to study the electro-thermal 
behaviour of the device and perform some cell rheological 
analyses.  
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Abstract— The model of plasticity  based on the ideas of deformed 
material as a two-phase heterogeneous medium is suggested. Within 
this approach the wave displacement is regarded as a shock transition 
in this medium. One of the phases which is an excited one is 
responsible for system restructuring, and another one is normal and 
unrelated to structural transformations. The plasticity wave is the 
result of these two phases interaction. The equations of a filtration 
model are obtained, that include the laws of pulse and mass 
conservation as well as filtration ratio between the phases. 

 
Keywords— plastic deformation, the plasticity wave, filtration 
model, heterogeneous medium 

.  

I. INTRODUCTION 
ne of the problematic issues in the physics of strength and 
plasticity is the explanation of the observed 
inhomogeneities of plastic flow of materials as well as its 

stages during the experiment [1, 2]. To date, methods of 
modern physical materials science such as scanning and 
transmission electron microscopy and  double-exposure 
speckle-interferometry have shown that the process of plastic 
deformation is of wave nature [3 – 5]. It is proved by the stress 
distribution at the boundary “surface layer – substrate” in the 
“staggered” order (the “checkerboard” effect) [3, 4] and non-
uniform distribution of displacement fields and deformations 
[5]. These facts indicate that there are zones in the material not 
involved into the plastic deformation. The characteristic scales 
of inhomogeneities according to [5] can be from ~ 1 µm to ~ 1 
mm. Stages of plastic deformation are due to the changing 
nature of deformation localization, increase of the number of 
equidistant localization sites at the stages of linear and 
parabolic hardening, and at the stage of pre-fracture the 
collapse of plasticity wave occurs. 

Studies of the dislocation substructures [6, 7] at various 
stages of plastic deformation showed that the transition from 
one stage to another is accompanied by a transformation of 
one type substructure to another and during the transition 
process   two types of substructures can exist simultaneously. 
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The combination of these experimental facts leads to the 
conclusion that the cause of the observed regularities of plastic 
flow is the collective nature of the changes of the internal 
structure [8 – 12]. To describe plastic deformation the ideas of 
mechanics of heterogeneous media can be applied [13]. Such 
approach was used in [14] for the study of phase 
transformations, plastic deformation and other structural 
transformations of the solid. The peculiarity of this approach is 
the split of the entire ensemble of the structural elements of the 
medium (atoms, defects, etc.) into two subsystems: the excited 
one, responsible for the system restructuring and the normal 
one which is unexcited and not related to structural 
transformations. After splitting the resulting heterogeneous 
mixture is represented as a set of several continua-phases, each 
of which is described by the conservation laws and defining 
equations. 

 

II. PROBLEM  STATEMENT 
The proposed model in this paper provides an explanation of 
non-uniform distribution of displacements under uniaxial 
deformation [5] using the laws of momentum and mass 
conservation. As it is known [15], plastic deformation of 
polycrystals occurs due to the micro-and macroshifts that are 
presented in this model as a current of fast-moving phase in 
between the weakly deformable and inactive blocks, which can 
be seen as a current of  two-phase heterogeneous mixture. The 
first component will be the microshifts, the second one – 
macroshifts. We will provide the conservation laws for each 
component. They will be: 
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and ρs – the true densities of phases, α - the volume fraction of 
the first phase, σ~ – the voltage of the whole mixture, 

1221 pp


−= , I21= -I12 – the exchange intensity of momentum 
and mass, respectively, between the phases, w and u – 
velocities of the first and the second phase, respectively. The 
intensity of pulse exchange between the phases can be 
represented as  21212121 uIRp
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force associated with the friction forces, the clutch phases, and 
2121uI


‒  with phase transformations.  
We assume that the intensity of mass transfer is small 
compared to the intensity of the momentum exchange and the 
mixture components interact according to Rakhmatulin’s  
scheme [16].  
Consequently, ,2121 Rp
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the above facts the system (1) – (4) takes the form: 
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In (5) assume that the inertial member 01
1 ≈

dt
wd

ρ  then adding 

(5) with equation (7) leads to the following relation: 
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Equation (9) is a consequence of the law of momentum 
conservation for the first phase and is analogous to Darcy’s 
law in the filtration theory [13]. Sense of the constant 1/K is 
that it is a factor of resistance to movement of the first phase 
from the second. 
System (5) – (8) must be closed by the equation of state. Since 
the second phase is a weakly deformable blocks, then ρs = 
const. For the first phase, we assume that ).(PFe =ρ  Now let 
us consider the problem in the one-dimensional setting. As it is 
known the voltage in a heterogeneous mixture depends on the 
pressure P−=σ~ . As it is known the voltage in a 
heterogeneous mixture depends on the pressure. Then (5) – (8) 
with regard to (9) and equations of state will be as follows: 
 

We seek a solution in the form  
)( 0tux −α , )( 0tuxu − , )( 0tuxw − , )( 01 tux −ρ , )( 0tuxP −  

therefore 

 

 
   First integrals of the equations (13) – (15) are:  

0

11
uu

С
−

−=α , (16) 

( )uCCP sρ12 −= , (17) 

30 )1(
С

B
PKuu

e
e =








−

′
−−

ρα
αρ . (18) 

 
Transforming (18) with (16), (17) and  0uuu −=  we get an 
equation containing the rate of the second phase:  
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Where 1u , 2u   – velocities of the second phase on the border 

focus localization. Integration of this equation leads to:  
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To determine the constants involved (20) and (21) we can 

write the boundary conditions:  
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Returning in (21) and (23) to the variable u, we construct the 
speed plotted for the second phase of the case u1 > u2 и α1< α2  
from the coordinates at various time points (Figure 1). The 
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analysis of this dependence shows that it has a kind of "shock 
transition." Consequently, there are the areas of the deformable 
material, which are not involved in the plastic deformation, 
which is confirmed by experimental facts [5]. Speed 
containment chamber is defined as: 

21

2211
0

)1()1(
αα

αα
−

−+−
=

uuu . If u1 = 0 and u2 = u*, where u* – 

velocity of the traverse beam, the values of the marginal rate of 
localization focus on the order exceeds the rate of the traverse 
beam of the testing machine, which also corresponds to the 
experiment. The case u1 < u2 and α1 > α2 also allows the 
existence of "shock transition". Note that these relationships 
were obtained in [18] for fixed and dynamic structures and in 
[19], for a shock wave in an ideal gas. 

 
Fig. 1. The velocity of the second phase from the coordinates 

at various points of time:  1− t=0, 2 – t=1, 3 – t = 2. 
 

We define the width of the "shock transition" with the formula, 

which has the following form:  







−

=

dx
du
uul

max

21 . The evaluation 

of the magnitude shows that it has the value of ~ 10 µm, which 
coincides with the characteristic length scales of heterogeneity 
observed in the experiment. Note also that the path of 
dislocations in the materials are of the same order of 
magnitude [20].  
 

III. CONCLUSIONS 
1. The system of equations of filtration plasticity model is 
built. A solution is obtained in the form of "shock transition." 
Its width was defined, which coincides with the characteristic 
values of the scale of the inhomogeneity of deformation.  
2. It is shown that the maximum speed of the focus on the 
localization of the order exceeds the rate of crosshead of the 
testing machine, which corresponds to the experimental data.   
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Abstract— Delivery of polymer melts into the mold cavity is the 

most important stage of the injection molding process. This paper 
shows the influence of cavity surface roughness, polymer material 
(with different flow properties) and technological parameters on the 
flow length of polymers into mold cavity. Application of the 
measurement results may have significant influence on the 
production of shaping parts of the injection molds especially in 
changing the so far used processes and substituting them by less 
costly production processes which might increase the 
competitiveness of the tool producers and shorten the time between 
product plan and its implementation. Because the finishing 
operations of machining are very time and money consuming leading 
to high costs of the tool production. 
 

Keywords— injection molding, mold, polymer, roughness, 
surface, fluidity. 

I. INTRODUCTION 
NJECTION molding is one of the most extended polymer 
processing technologies. It enables the manufacture of final 

products, which do not require any further operations. The 
tools used for their production – the injection molds – are very 
complicated assemblies that are made using several 
technologies and materials. Working of shaping cavities is the 
major problem involving not only the cavity of the mold itself, 
giving the shape and dimensions of the future product, but also 
the flow pathway (runners) leading the polymer melt to the 
separate cavities. The runner may be very complex and in most 
cases takes up to 40% volume of the product itself (cavity). In 
practice, high quality of runner surface is still very often 
required. Hence surface polishing for perfect conditions for 
melt flow is demanded. The stated finishing operations are 
very time and money consuming leading to high costs of the 
tool production. 
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The fluidity of all polymers during injection molding cycle 
is affected by many parameters (mold design, melt 
temperature, mold temperature, injection rate, pressures, etc.) 
and by the flow properties of polymers. Results of the 
experiments carried out with selected types of polymer 
materials proved a minimal influence of surface roughness of 
the runners on the polymer melt flow. This considers 
excluding (if the conditions allow it) the very complex and 
expensive finishing operations from the technological process 
as the influence of the surface roughness on the flow 
characteristics does not seem to play as important role as was 
previously thought. A plastic nucleus is formed by this way of 
laminar flow, which enables the compression of the melt in the 
mold and consecutive creeping. A constant flowing rate given 
by the axial movement of the screw is chosen for most of the 
flows. 

 
 
 
 
 
 
 
 
 
 

Fig. 1 Fountain flow 
 
During filling the mold cavity the plastic material does not 

slide along the steel mold surface but it is rolled over. This 
type of laminar flow is usually described as a “fountain flow” 
(Fig.1). 

 

II. INJECTION MOLDING 
The testing samples were prepared by injection molding 

technology (injection molding cycle is shown on Fig. 2). The 
injection mold for was designed for the easiest possible 
manipulation both with the mold itself and during injection 
molding process while changing the testing plates, size of the 
mold gate, pressure and temperature sensors inside the cavity, 
etc. The cavity space of the mold is generated by the female 
mold part, called cavity, and a male mold part, called the core. 
It is necessary to fill the mold cavity fully during the injection 
molding process. The ability of cavity filling could be affected 
by the polymer properties and the properties of cavity walls. 

How Surface Roughness Influence the Polymer 
Flow 
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Fig. 2 Injection molding cycle 
 

A. Testing plates 
The shaping part of the injection mold is composed of right 

and left side. The most important parts of the injection mold 
concerning the measurements are: testing plate, cavity plate 
and a special sprue puller insert. There is possible to use 
pressure and temperature sensors in the mold cavity for the 
values progress evaluation. 

 
 
 

 
 
 
 
 
 
 
 
 
 

 
Fig. 3 Cross section of mold cavity 

 
 
The cavity (Fig. 4) of testing injection mold for is in a shape 

of a spiral (Fig. 5) with the maximum possible length of 2000 
mm and dimensions of channel cross-section: 6x1 mm. The 
cavity is created when the injection mold is closed, i.e. when 
shaping plate seals the testing plate in the parting plane of the 
mold. The mold cavity is cooling by flowing oil from 
tempering unit. [2] 
 

 
 

Fig. 4 Cavity plate – shaping plate 
 
 

 
 

Fig. 5 Testing sample – spiral 
 

Testing Injection mold can operate with 5 easy 
exchangeable testing plates (Fig. 6) with different surface 
roughness. 
 

testing plate 

mold plate 
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Fig. 6 Cavity plate – testing plate 

 
The surface of the plates was machined by four different 

technologies, which are most commonly used to work down 
the cavities of molds and runners in industrial production. 
These technologies are polishing, grinding, milling and two 
types of electro-spark machining – fine and rough design 
(Table 1).   
 
Table 1 Surfaces of testing plates 

Plate surface Surface photo 
Polished plate 
(Ra = 0,102µm) 

 
Grinded plate 
(Ra = 0,172µm) 

 
Electro – spark 
machined plate with a fine   
design  
(Ra = 4,055µm) 

 
Milled plate 
(Ra = 4,499µm) 

 
Electro – spark 
machined plate with a rough 
design 
(Ra = 9,566µm) 

 
 

The testing plates are made from tool steel (DIN 1.2325) 
whose are used for simple and fast changing the surface of the 
mold cavity. [7] 

Injection molding  machine ARBURG Allrounder 420C 
1000 – 350 with oil tempering unit Regloplas 150 smart were 
used for testing samples production. 

 

B.  Sprue puller insert 
Special sprue puller insert enables the exchange of 

differently sized gates. Size of the gate could be 1, 2, 4 or 6 
mm.  
 

 
Fig. 7 Sprue puller insert 

 

C. Testing injection mold 
 The testing injection mold is inserted into a universal frame 

which was designed for use with many different injection 
molds that fit the size of the frame. This makes the change of 
the separate injection molds easier, because the frame remains 
clamped to the injection molding machine and only the 
shaping and ejection parts of the molds are changed. Attaching 
right and left sides of the frame to fixed and moving plates of 
the injection molding machine is done using four adjustable 
clamps on each side. [16, 17] 

 

III. TESTED POLYMERS 
Six types of thermoplastic polymers with different flow 

properties (MFI - Melt Flow Index) were tested: 
 
• polypropylen (PP) Mosten GB 003,  

MFI = 3,3 
• polyethylen (LDPE) Bralen VA 20-60,  

MFI = 20 
• termoplastic polyurethan (TPU) Ellastolan C 78 A,  

MFI = 6,1 
• akrylonitril-butadien-styren (ABS) Polylac PA 757,  

MFI = 2,4 
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• polypropylen filled by 20% of chalk Taboren PH 89 
T20, MFI = 14,4 

• polypropylen filled by 10% of chalk Keltan TP 7603, 
MFI = 16,9 

 

IV.  RESULTS 
The filling of mold cavity depends on material properties, 

technological conditions and surface quality. The lower is the 
viscosity of polymer (measured by Melt Flow Index) the better 
cavity filling has been achieved (Fig. 8 and Fig. 9).  

Rising injection rate and filling pressure have a result in 
better in mold cavity filling (Fig. 11) Above mentioned results 
of polymer melt behaviour during mold filling were expected. 
New and very important result rises from experiments which 
analyzed the influence of surface quality on injection mold 
filling. It could be generally said that the surface quality of 
flow pathway significantly affect flow of polymer melt. It was 
found that better quality of wall surface worsened the flow 
condition the length of injected sample spiral was shorter. This 
finding could have very important effect for tools producers. 
There is not necessary to use high precision cutting operation 
and it would be possible to exclude some very costly final 
operation as for example grinding or polishing. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 8 Influence of flow length on surface quality and type of polymer 
(injection pressure 8 MPa) 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 9 Influence flow length on surface quality and type of polymer 
(injection pressure 6 MPa) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10 Influence of flow length on surface quality and injection rate 
(Taboren, gate 6 mm, injection pressure 6 MPa) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11 Influence of flow length on surface quality and injection 
pressure (Keltan, gate 6 mm, injection rate 30 mm.s-1) 
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Fig. 12 Influence of flow length on surface quality and gate size 
(Keltan, injection pressure 8 MPa, injection rate 90 mm.s-1) 

 
 

Table 2. Increase of flow length in percentage against the polished 
plate for selected materials 

 

V. CONCLUSION 
This research looked into the influence of technological 

parameters on filling of the injection mold cavity and the flow 
length respectively. The differences in flow lengths at the 
testing cavity plates with different surface roughness were very 
small, rather higher in case of rougher surfaces. The 
measurement shows that surface roughness of the injection 
mold cavity or runners have no substantial influence on the 
length of flow. This can be directly put into practice. It also 
suggests that final working and machining (e.g. grinding and 
polishing) of some parts of the mold, especially the flowing 
pathways, are not necessary. 
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 Abstract- This paper is basically a review of transmission system 
based on hydraulic applications that how the power is transmitted 
from engine to the axle. Hydraulic transmissions were introduced 
over Indian Railways way back in 1050s. Since then it has found 
wide range of application to meet the operational requirements. 
The use of hydraulic transmission has progressively changed from 
Mechanical to Hydro-mechanical to ultimately hydrodynamic 
system. Hydro-Mechanical transmission also known as Suri 
transmission used in WDS4 and ZDM3 class of locomotives 
consisting of one converter and hydro-mechanical clutch system. 
In this paper, loco characteristics are also discussed for WDP2 
Loco of Indian Railways. 
 
Keywords—Hydraulic, Locomotive, Transmission 
  

I. INTRODUCTION 
 
 
Unlike the steam engine, a diesel engine has certain inherent 
characteristics, which do not permit a direct drive to the 
loco wheels. One of the above is that it cannot start under 
load and it requires a certain minimum rotational speed, 
called firing speed, before it catches the cycle and continues 
to run. Secondly it is not allowed to run either below the 
idling speed or beyond the maximum rated speed as the 
reciprocating parts are balanced for a particular speed range 
only. The other important characteristic is that the direction 
of rotation for running, which cannot be changed at will. 
Over and above, a diesel locomotive must fulfill the 
following essential requirements:  
 
• It should be able to start a heavy load, hence it should 

exert a very high starting torque at the axles.  
• It should be able to cover a wide speed range.  
•  It should be able to run in either direction with much 

ease. 
 
Considering the fundamental characteristics of diesel 
engine, to satisfy the above operating requirements of the 
loco, it becomes necessary to introduce a device between 
the prime mover and the loco wheels. This device is called 
Transmission.Any transmission device employed in a loco 
should be able to fulfill the following requirements: 
 
• It should transmit the power from engine to the wheels 

with minimum loss. 

• It should have the provision to connect and disconnect 
the diesel engine from axles for starting and stopping 
the loco at will. 

• It must incorporate a mechanism to reverse the 
direction of travel. 

• It must provide necessary permanent speed reduction, 
as the axle speed is normally much lower than the 
engine speed. 

• It must provide a high torque multiplication at start 
which should gradually fall with the increase of vehicle 
speed and vice-versa. 

 
 

II. MECHANICAL TRANSMISSION 
 

In this system of transmission, a clutch and a multi-ratio 
gear box are employed. the gearbox consists of several gear 
trains, each designed to give a specific speed ratio, the 
engine power is transmitted through one gear pair at a time. 
as the engine is connected to the loco, wheels through a 
fixed gear ratio in each gear set, the loco speed directly 
varies with the engine speed. the change over from one gear 
train to another is through clutch. in case of mechanical 
transmission, through the efficiency is high, the power 
utilization factor is low.  

 
 

Fig.1 Mechanical underfloor drive system of a diesel rail car(1)Engine, 
(2)Multidrive clutch, (3)Four-speed transmission, (4)Cardanshaft, 
(5)Reversing final drive. 
 

III. HYDRAULIC TRANSMISSION 
 

Hydraulic transmissions are of two types: 
 
• Fluid coupling 
• Hydraulic torque converter 
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A. Fluid coupling 
 
A fluid coupling is a device employed in a power 
transmission system to transmit torque through a fluid 
medium. The principal members are Impeller or pump 
generally connected to the input side of the power 
transmission system and Turbine or runner connected to the 
output side. The impeller and turbine of the coupling are 
identical with respect to their inside and outside diameter, 
design and positioning of the blades etc. The kinetic energy 
and torque absorbed by the impeller is equal to that released 
in the turbine i.e., the torque conditions of both elements are 
identical. Hence, there can be no torque conversion in a 
fluid coupling and impeller torque is always equal to the 
turbine torque. 
 
B. Hydraulic torque converter 
 
 

 
 

Fig.2 Constructional view of a hydraulic torque converter. 
 

 
There are four components inside the very strong housing of 
the torque converter: 
• Pump: Impeller or pump, generally connected to input 

side. 
• Turbine: Turbine or runner, connected to output side. 
• Stator: The third member is reaction wheel guide 

wheel. It is placed in the fluid circuit to guide the fluid, 
coming from the turbine, into the impeller and is 
normally connected to the casing and remains 
stationary. 

 
• Transmission fluid: The housing of the torque 

converter is bolted to the fly wheel of the engine, so it 
turns at whatever speed the engine is running at. The 
fins that make up the pump of the torque converter are 
attached to the housing, so they also turn at the same 
speed as the engine.  

                     

C. Working of hydraulic torque converter 
 
The converter has three member i.e. impeller, turbine and 
reaction elements, where as turbine has impeller and turbine 
only.The principal members are not identical in construction 
and the blades (vanes) provided in them are shaped and 
positioned to from different angles with respect to the axis 
of rotation to obtain required performance. The torque 
condition of impeller and turbine are not same owing to the 
existence of reaction member in the fluid circuit. The 
impeller torque gets increased or decreased in turbine 
according to the speed of the two members. 
 

 
Fig.3 Power transmission of a hydraulic torque converter. 

 

 
Fig.4 Working of a hydraulic torque converter. 

 
In transmitting power, a torque converter behaves like a 
gearbox having infinite gear ratio and hence provides step-
less variation of torque at turbine end for constant input 
torque. This inherent characteristics suits very well with the 
output torque requirement of the locomotive. Owing to 
conversion of energy from mechanical to hydraulic in the 
impeller and hydraulic to mechanical in the turbine, there is 
loss of power and hence efficiency of the transmission 
poorer than mechanical transmission. However it compares 
well with electrical transmission. For a definite output 
speed, its transmission efficiency is superior while working 
under part load. So it is ideal for shunting locomotive. It 
does not transmit shocks and vibration due to hydraulic 
medium.  
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IV. HYDRAULIC TRANSMISSION IN USE ON 
INDIAN RAILWAYS 

 
Hydraulic transmissions were introduced over Indian 
Railways way back in 1950s. Since then it has found wide 
range of application to meet the operational requirements. 
The use of hydraulic transmission has progressively 
changed from Mechanical to Hydro-mechanical to 
ultimately hydrodynamic system. Hydro-Mechanical 
transmission also known as Suri transmission used in 
WDS4 and ZDM3 class of locomotives consisting of one 
converter and hydro-mechanical clutch system. In 1983, 
hydrodynamic turbo reversible transmissions were 
introduced over Indian Railway. They are:  
 
• L4r2U/U2: It has one converter for each direction of 

travel. It is fitted in WDS4D shunting locomotives and 
ZDM4A NG locomotives.  

 
• L4r4U/U2: It has two converters for each direction of 

travel. Of the two one is for high torque low speed and 
the other for low torque and high speed. It is fitted in 
YDM2 locomotives. 

 
A. Broad gauge locomotives 

 
• WDS3 class locomotive 

 
It is RDSO’s first diesel locomotive introduced over Indian 
Railways in 1968. It incorporates a large number of novel 
features like high efficiency and adhesion, which constitute 
major advances in diesel loco design. 650 hp diesel 
hydraulic shunting locomotive was designed with Suri 
hydro-mechanical Transmission. They have features for 
main line as well as shunting operation respectively. 
 
• WDS4 class locomotives 
 
 Subsequently, WDS4 class locomotives were introduced on 
Indian Railway, Which are 700 hp upgraded version of 
WDS3 locomotives. They have features for main line as 
well as shunting operation at 65 and 27 km/h speed 
respectively. Main feature are: 
 
• Equipped with a single Mak model 6M282A (K) 

turbocharged after cooled diesel engine, set to deliver at 
site a constant 700 hp in the speed range 700 to 1000 
rpm by means of reverse governing for better fuel 
efficiency. 

• Suri hydro-mechanical type transmission consisting 
of a Trilok converter coupling and synchronizing fluid 
coupling with plate clutch for higher efficiency 

• Jack shaft gear box for operation in main line and 
shunting 

• Electro pneumatic reversing system 

• Provided with compressed air brakes system for 
locomotive with arrangement for operating vacuum 
brakes on the trailing stock. 

 

 
Fig.5 WDS4 Claas Locomotive 

 
• WDS4D class locomotives 
 
Successful introduction of Voith Hydrodynamic 
transmission in ZDM4 locomotives, prompted the 
introduction of Voith turbo reversible hydrodynamic 
transmission in WDS4 class locomotives. WDS4D is such 
locomotive. They have features for main line as well as 
shunting operation at 65 and 27 km/h speed respectively.  
 
B. Narrow gauge locomotives 

 
• ZDM3 class locomotives 
 
For dieselization of the narrow gauge sections, it was 
decided to     adopt a basically B-B design of 8.5t axle load 
with provision to modify the same to 1B’-B’1 design to 
reduce the axle load to 6t.  First ZDM3 class locomotive 
was introduced in Kalka-Shimla section of Northern 
Railway. The design of power equipment is similar to that 
of WDS4 class locomotives. equipped with a single Mak 
model 6M282A (K) turbocharged after cooled diesel engine 
with voith governor  
 
• Fitted with Voith turbo-reversible transmission having 

one converter for each direction of travel. 
• Complete elimination of mechanical reversing system,  
• Dynamic braking by emptying the filled converter and 

filling opposite direction converter. 
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Fig.6 ZDM3 Claas Locomotive 

 
• ZDM4 class locomotives                            
This overcome the recurring problem in electro-pneumatic 
reversing arrangement, these locomotives were designed 
with Voith turbo- reversing Hydrodynamic transmission. 
These locomotives were first introduced in 1983-84 in 
Kurudwadi section of Central Railway. The main features 
are: 
 
• equipped with a single Mak model 6M282A (K) 

turbocharged after cooled diesel engine with voith 
governor  

• Fitted with Voith turbo-reversible transmission having 
one converter for each direction of travel. 

• Complete elimination of mechanical reversing system,  
• Dynamic braking by emptying the filled converter and 

filling opposite direction converter. 

 
 

Fig.7 ZDM4 Claas Locomotive 
 
 
C. Metre gauge locomotives 

 
• YDM2 class locomotives 
 
The development of design YDM2 class diesel hydraulic 
locomotive was further progress in introduction of Voith 

transmission with Hydro-dynamic feature in passenger 
service application.  It contains 
• equipped with a single Mak model 6M282A (K) 

turbocharged after cooled diesel engine with voith 
governor  

• Fitted with Voith turbo-reversible transmission having 
two converter for each direction of travel. 

• Complete elimination of mechanical reversing system,  
• Dynamic braking by emptying the filled converter and 

filling opposite direction converter. 

 
 

Fig.8 YDM3 Claas Locomotive 
 
 

V. LOCO CHARACTERSTICS 
 

TABLE:1 HAULAGE CAPACITY OF WDP2 LOCOMOTIVE 
HAULAGE  CAPACITY (Passenger) 

LOCO:-WDP2 GAUGE: B.G. WT OF LOCO: 117t 

Trailing load in tonnes at km/h on tangent track, ICF stock 
(With 0.005 m/sec2 a acceleration reserve) 

 
GRADE 

SPEED  (Km/h) 

20  30 40 50  60  70  80 100 120 130 140  
LEVEL   

Above 
 
1900t 

   2025 1245 815 640 530 

500 1890 1500 1235 805 545 435 365 

400  1700 1355 1125 735 500 400 335 

200  1385 1115 900 755 500 345 275 230 

150  1530 1110 900 725 610 405 280 220 - 

100 1860 1545 1080 785 635 515 430 285 - - - 

50 945 785 540 385 305 240 195 - - - - 
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Fig.9 Performance of 3100 HP WDP2 BG DE Locomotive 
 
 
 
 

VI. CONCLUSION 
 

Hydraulic transmissions were introduced over Indian 
Railways way back in 1950s. Since then it has found wide 
range of application to meet the operational requirements. 
In this paper, transmission system based on hydraulic 
applications are discussed that how the power is transmitted 
from engine to the axle. Hydraulic transmissions were 
introduced over Indian Railways way back in 1050s. Since 
then it has found wide range of application to meet the 
operational requirements. The use of hydraulic transmission 
has progressively changed from Mechanical to Hydro-
mechanical to ultimately hydrodynamic system. Hydro-
Mechanical transmission also known as Suri transmission 
used in WDS4 and ZDM3 class of locomotives consisting 
of one converter and hydro-mechanical clutch system. In 
this paper, loco characteristics are also discussed for WDP2 
Loco of Indian Railways. 
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
Abstract— In this study, we report results of a numerical

simulation the effect turbulence intensity on the NOx formation in
combustion of methane in a turbulent diffusion piloted flame. Flow
field and temperature distribution using the k- turbulence model and
eddy-dissipation concept (EDC) model for combustion. The focus is
on assessing the performance of the chemical kinetics schemes for
about eight species (Hyer mechanism of oxidation methane) by
comparing predictions with experimental measurements. The NOx

concentrations were predicted through implementing the extended
Zildovich mechanism and two transport equations model,
respectively (Thermal NOx and Prompt NOx). It was found that the
increase of turbulence intensity of the air supply results in a
significant reduction in the NO formation of the flame. The
combination with eddy dissipation concept model and Hyer
mechanism can be simulating local chemical non-equilibrium due to
the aerodynamic staining of the flame by the turbulent flow-field. Nox

can also be modeled with extended Zeldovich mechanism.

Keywords—Piloted flame, EDC, Methane, NOx formation.

I. INTRODUCTION

urbulent combustion is an important phenomenon in
industrial application, such as gas turbines, diesel engines,
low NOx burners and furnaces. The numerical simulation

is a useful tool because it can easily employ various conditions
by simply changing the parameters. Oxidation of methane is
maybe the most important combustion reaction, because the
main component of natural gas is methane and its combustion
is of great economical importance. Several reaction
mechanisms have been developed for the description of
methane combustion. The combustion is now one of the major
processes to produce energy, whether it is starting from coal,
oil or gas. Natural gas is the primary fuel for industrial gas
turbines. Although Natural gas is mostly Methane, its
composition varies. Methane is the simplest hydrocarbon fuel
available; several studies have focused on methane-air flames.
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The oxidation of methane is understood quite well and various
detailed reaction mechanisms are reported in literature [1, 2].
They could be divided in to full mechanisms, skeletal
mechanisms, and reduced mechanisms.
The various mechanisms differ with respect to the considered
species and reactions. However, considering the uncertainties
and simplifications included in a turbulent flame calculation,
the various mechanisms agree reasonably well [3]. In
literature, several mechanisms of methane combustion exist.

We can cite: for detailed mechanisms: Westbrook [4],
Glarborg et al. [5], Miller and Bowman [6], and recently,
Konnov v.0.5 [7], Huges et al. [8], LCSR [9], Leeds v.1.5
[10], San- Diego [11] and the standard GRI-Mech v.3.0 and
GRI-Mech v.1.2 [12]. For reduced mechanisms: Westbrook
and Dryer [13], and Jones and Lindstedt [14]. For skeletal
mechanisms: Kazakov and Frenklach [15], Yungster and
Rabinowitz [16], Petersen and Hanson [17], Hyer et al. [18]
and Li and Williams [19].

Reduction of pollutant emissions is important task of
interest in combustion technology. The accurate prediction of
pollutants of interest such as carbon monoxide, CO, nitric
oxide, NO. Control of NOx emissions in the combustion
process has become an important criterion that is achieved by
changing air conditions in a combustor. NOx (NO and NO2) is
produced in a combustor through four established
mechanisms: the thermal NO, the prompt NO, the nitrous
oxide mechanism and fuel NO. The latter two are of less
importance for this study since they are little influenced by
flame temperature or flame structure. The thermal NO
mechanism is described by the oxidation of atmospheric
nitrogen (N2) in high-temperature regions of the flame and
post flame gases through the Zeldovich reaction scheme [20].

The prompt NO mechanism describes the formation of NO
under fuel rich conditions, involving reactions between
hydrocarbons radicals (CH) and N2. Prompt NO is usually
found early in the flame region, near the burner, where the CH
free radicals were just released from the main hydrocarbon
chain.

The work is focused of investigate the effect turbulence
intensity on NOx formation in turbulent diffusion piloted
flame. Flow field and temperature a methane diffusion flame
using the k- turbulence and eddy-dissipation concept for
combustion model. The reduced chemical kinetics scheme of
Hyer was used to describe the combustion process in terms of
eight chemical reaction and eight species using the commercial

The Effects Turbulence Intensity on NOx

Formation in Turbulent Diffusion Piloted Flame
(Sandia Flame D)
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code Fluent. Some modifications of the usually adopted
models for the representation of the turbulence-kinetics
interaction are introduced. The results of this study can
provide good knowledge to better control the pollutants in
such combustor.

II. PROBLEM DESCRIPTION AND NUMERICAL PROCEDURE

The configuration used for the simulation the effect
turbulence intensity is a piloted methane/air jet diffusion flame
(Sandia Flame D). The flame is a turbulent diffusion piloted
methane flame. A co-flowing air was placed around the flame
to avoid the influence of air flow in radial direction. The
geometrical configuration and sizes of the experimental
combustor to be predicted are shown in Fig. 1. The boundary
conditions of the measurements are shown in Table I. Flame
pilot is one in a series piloted jet flames operated using the
Sydney University Piloted Burner Geometry [20]. Because of
cylindrical isotropy, half of the cross section of the combustor
is simulated. The pilot flame burns a pre-mixture of C2H2, H2,
air, CO2, and N2gases having the same composition and
enthalpy as a CH4/air mixture at 0.27 mixture fraction. The
experiment was performed at room temperature. The flame
has been experimentally investigated by Hassel et al. [21],
who provided data for the velocity field obtained by LDV
measurements and by Barlow and Frank [22], who performed
Rayleigh measurements for the temperature, and Raman and
LIF measurements to obtain mass fractions of chemical species
and the mixture fraction. All of the details regarding this flame
are provided and regularly updated in the web site [22]. The
reaction mechanism of Hyer adopted in this work contains
eight species (CH4, CO2, H2O, O2, CO, H2, C2H6 and N2) and
eight reactions (Table II). All chemical models used in
combustion share the same description of elementary chemical
reaction, based on an Arrhenius law. Table II shows the
optimized Arrhenius coefficients (Activation Energy Ek, Pre-
Exponential factor Ak and temperature coefficient k) that are
used in the 8-step reaction mechanism. In the present work, the
turbulence (k-) model include a correction for round jets
performed by using the Pope formulation (C3 =0.79) [23]
turbulence closure model is adopted.

In the case of a jet flame, a correction is necessary to
accurately predict the spreading rate of the jet and unified
eddy-dissipation concept turbulence-chemistry model are used
to simulate turbulent flows, combustion and NO formation.
The computation domain is 0-100 diameters in axial direction,
0-18 diameters from jet centerline to outer stream. Geometry
and grid generation is done using Gambit which is the
preprocessor bundled with Fluent. In the present study, it is
found that the grid size of 2000 cells for the geometry ensures
a grid-independent solution, Fig. 2.

Conservation equations for a steady state reacting flows are
used in this paper. , the conservation equations of mass,
momentum, energy and chemical species mass fraction, and is
written as:

  
 S
xx

U
x i iii

i
i



















 (1)

Where  is a general term dependent variable, representing
two velocity components U, V, turbulent kinetic energy (k), its
dissipation (), enthalpy (h) and mass fraction (Yi),  is the

corresponding exchange coefficient, S is the corresponding

source term in the conservation equations. 1 , represent
the continuity equation.

Fig. 1: The geometrical configuration and sizes of the
experimental combustor.

(R1=3.6mm, R2=3.85mm, R3=9.1mm and R4=9.45mm)

Table I: Experimental and simulation conditions [22].

Fig. 2: The Quadrilateral grid for the combustor model.

The flow simulations are done using Fluent modified with
User Defined Functions (UDFs) in order to integrate the
reaction rate formula proposed by Hyer [18].

In Fluent, the governing nonlinear equations together with
the boundary conditions are solved by an iterative numerical
approach using the Finite Volume Method (Versteeg and
Malalasekera)[28].
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Table II: Hyer chemical kinetics mechanism and Arrhenius
rate coefficients [18].

In the solution of the mean transport equations and
turbulence model, a SIPMLE (Semi-Implicit-Method for
Pressure-Linked Equations) algorithm is used for pressure-
velocity coupling. The second order discretization scheme is
consistently used for all the terms. The Standard scheme was
used for interpolation methods for pressure. This means that
the solution approximation in each finite volume was assumed
linear. This saved on computational expense.

In order, to properly justify using a second order scheme, it
was necessary to show that the grid used in this work had
adequate resolution to accurately capture the physics occurring
within the domain.

In other words, the results needed to be independent of the
grid resolution. This was verified by running simulations with
higher resolution grids.

In a reacting flow such as that studied in this work, there are
significant time scale differences between the general flow
characteristics and the chemical reactions. The criterion of
convergence is the summation of residual mass sources less
than 10-6 for the other terms of the transport equations and is
10-4 for energy equation. The grid spacing increased in the
radial and axial directions since gradients were small in the far
field. The radiative heat transfer of the diffusion flame is
calculated with the P1 model [25]. The density is obtained
from the incompressible ideal gas law. The interaction
between turbulence and chemistry is often handled through the
Eddy-Dissipation Concept (EDC). The controlling rate is
assumed the slower between the kinetic values and turbulent
mixing rate. The options used in this work are presented in
Table III.

III. EDDY DISSIPATION CONCEPT (EDC)

Fluent models mixing and transport of chemical species by
solving conservation equations for each component. One of the
models in Fluent that deal with the chemistry is the Eddy
Dissipation Concept model (EDC). The Eddy-dissipation
Concept model is an extension of the eddy-dissipation model
to include detailed chemical mechanisms in turbulent flows
[24]. It assumes that the reactions occur in small turbulent
structures, called the fine scales. The length fraction of the fine
scales is modeled as [24]:

4
1

2k
1377.2 








  (2)

Where () denotes fine-scale quantities and  kinematic
viscosity. In the EDC the total space is subdivided into a
reaction space, called the ‘fine structures’ and the ‘surrounding
fluid’. All reactions of the gas phase components are assumed
to take place within this reaction space which represents the
smallest turbulence scales where all turbulent energy is
dissipated into heat. All reactions in the surrounding fluid are
neglected. Thus in order to be able to treat the reactions within
the fine structures, the volume fraction of the reaction space g*
and the mass transfer rate M* between the fine structures and
the surrounding fluid have to be determined.

2
1

45.2M 










(3)

Both quantities are derived from the turbulence behavior of
the fluid. The expression for mean chemical source term in the

transport equation for the mean mass fraction iY
~

, is obtained

as:

 
   ii3

2

i Y
~

Y
1

R
~




 








(4)

Where 
iY is the fine-scale species mass fraction after reacting

over the time.
 (   5.0

4082.0 
 ) (5)

The EDC model can incorporate detailed mechanisms into
turbulent reacting flows. Details of the applied EDC
implementation are given in [24].

Table III: Under-relaxation factors and discretization model
step (S.O.U =Second Order Upwind).
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IV. NOX FORMATION (EXTENDED ZELDOVICH MECHANISM)

The three primary sources of NOx in combustion processes:
Thermal NOx, Fuel NOx and Prompt NOx. Thermal NOx
formation, which is highly temperature dependent, is
recognized as the most relevant source when combusting
natural gas. Fuel NOx tends to dominate during the combustion
of fuels, such as coal, which have significant nitrogen content,
particularly when burned in combustors designed to minimise
thermal NOx.

In Fluent, the three principal reactions (the extended
Zeldovitch mechanism) producing thermal NOx is [25]:

NNOON
1k

1k
2  




(6)

ONOON
2k

2k
2  




(7)

In the first reaction di-nitrogen is attacked by O to form NO
and a nitrogen radical. The nitrogen radical then attacks O2 to
form another NO and regenerates the oxygen radical.

The overall reaction is given by,

 NO2ON
3k

3k
22 




 (8)

Another reaction may be added to the mechanism of thermal
NO formation is defined by:

NOHOHN  (9)

Where the rate constants for these reactions are [29]:

k+1 = 1.8  108 exp {-38,370/T} (10)
k-1 = 3.8  107 exp{-425/T} (11)
k+2 = 1.8  104 T exp {-4680/T} (12)
k-2 = 3.8  103 T exp{-20,820/T} (13)
k+3 = 7.1  107 exp {-450/T} (14)
k-3 = 1.7  108 exp{-24,560/T} (15)

The net rate of formation of NO via reactions (6), (7) and 8
is given by

       
     
     HNOkONOk

NNOkOHNk

ONkNOk
dt

NOd

32
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2221










(16)

All concentrations have units of [gmol/m3].

The Prompt NO formation rate is depicted by

       













RT

)g.Kcal(5.72
expFuelNO107.6f

dt

NOd 1

22
6

c


(17)
In which,  is the order of reaction and fc is a correction

factor which depends on the fuel type and fuel air ratio.

In the flame front, this mechanism is through by the rapid
reaction of hydrocarbon radicals with molecular nitrogen:

HNOOHN  (18)

The Fuel NO mechanism is responsible for the formation
of NOx from the nitrogen content in the fuel. This mechanism
depends mainly on the nitrogen content of the fuel. For certain
fuels this mechanism is responsible for much of the formation
of NOx. Generally N2O emission in the flame is low and the
mechanism of their formation is given by the following
reactions:

COOHNONCO 2  (19)

HOHNONH 2  (20)

More N2O reacts with H atoms by the reaction:

OHHHON 22  (21)

The amount of NO emission is conventionally quantified
by the emission index EINOx [25], which is generally defined
as the mass of pollutant emitted per unit mass of fuel
consumed, and can be obtained using the following equation.

3

V
CHCH

V
NOxNOx

10
dvM

dvM

EINOx
44









(22)

V. MODEL VALIDATION

The sensitivity of the predictions to the choice of k- model
(with Cε3 = 0.79), chemical kinetic mechanism and the EDC
model for turbulence-chemistry interaction is studied.

The reduced mechanism of Hyer (8-step) was previously
validated on the base of diffusion flames. Then, the mechanism
implemented into the Fluent.

The mechanism was incorporated into the Fluent by the
means of a User-Defined Functions (UDFs) that uses the
subroutine (Define-Net-Reaction-Rates) to compute the
species reaction rates, which are fed into the turbulence-
combustion model (EDC).

User-defined functions (UDFs) are written in the C
programming language. UDFs are linked to Fluent through the
argument macro. This macro is called by the EDC model and
is used to compute the closed turbulent species reaction rates.
The EDC uses the UDFs reactions rates as an input to the
turbulent reaction rates (Fig. 3).

In this manner, the UDFs is a complement to the EDC
model and does not by-pass the EDC model.

Once the reduced mechanism is constructed and executed,
the subroutine that computes the chemical source terms is
automatically generated. This subroutine which is compatible
with FLUENT is specified in the user defined function and
returns the molar production rates of the species given the
pressure, temperature, and mass fractions.

The Under-relaxation factors are different for different
variables varying from 0.3 to 0.9. The energy equation is very
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difficult to converge, so the factor is taken as 0.4. The inlet
turbulent specification method is ‘intensity and length scale’.

Fig. 3: Link between the UDFs file and the FLUENT.

The plots of the results contain axial profiles of the
temperature, mass fraction of CH4, CO2, H2O, O2 and NO,
turbulent kinetic energy are calculated using the k-/EDC
(turbulence/combustion model interaction) approach.

Results are then compared with experimental data for all
axial locations where data are available.

The calculated mean temperature along the centerline is
shown in Fig 4.

Radial profiles of this quantity are provided in Fig. 5. Both
the mean temperature agree well with the experimental data.

The temperature is slightly overpredicted up to x/Djet=45.
The model can well predict the location of the temperature
peaks near the position of the experimental one: x/Dflame=47.

The averaged mean of temperature is presented for axial
locations x/Djet = 2, 15 and 30. At all locations the calculations
show reasonable agreement with the experimental data
(Fig. 5).

In Figure 5, the temperature profile indicates that the
simulated jet is spreading more rapidly than in the experiment.
A possible reason for this is that the inlet perturbations to the
sub-grid kinetic energy are too large causing the jet to be
“more turbulent” than observed experimentally, thus causing
the jet to spread rapidly.

The following figures show centerlines for species mass
fractions of CH4, CO2, O2 and H2O (Fig.6), and NO (Fig.7).
In general all profiles agree well with the experimental data.
Small discrepancies at x/Djet > 40. In rich part of the flame at
x/Djet < 40, H2O and CO2 are also slightly overpredicted, while
CH4 and O2 are under-predicted. The reason for this is the
partial premixing of the fuel with air.

Figure 7, show the axial profile of NO mass fraction
compared with experimental data.

Also in rich part of the flame at x/Djet <40 the measured NO
mass fractions profile can be considered to be very good and
very accurately. Both at x/Djet> 40 position, NO mass fractions
profile are under-predicted.

The reason for this, because of the computational limits, the
detailed chemistry of NOx formation cannot be used in the
CFD codes and the chemical post-processor was adopted on
the basis of the flow, Thermal path and Prompt path fields
obtained from the CFD calculations approximately 15%.

The formation of NO is thereby dominated by the prompt
path.

In fact the NO mass fraction peak is located in the zone
characterized by the highest temperature levels.
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Fig. 4: Temperature comparison along the furnace axis (lines:
calculation, symbols: experiments).
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Fig 5: Comparison of predicted temperature profiles with
experimental data (lines: calculation, symbols: experiments).
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Fig. 7: Axial NO mass fraction compared with experimental
data (lines: calculation; symbols: experiments).

VI. SIMULATION RESULTS AND DISCUSSION

The effect turbulence intensity is examined, mainly because
of the conclusion from thesis, “it is concluded that inlet
turbulence intensity affects the accuracy of simulations more
than any other parameter investigated. Accurate modeling of
inlet turbulence is therefore vital to accurate simulations” [26].

Here, three inlet turbulence intensities are used and
compared in the simulations:
 One is 20%, also used in CFD simulations by the

researchers.
 Another is 5%. It is estimated from the empirical

correlation derived for the intensity at the core of fully-
developed pipe flows [25],

  8
1

rms
turb

DH
Re

16.0

U

'U
I  (22)

Where
HDRe is the Reynolds number based on the hydraulic

diameter.
The turbulence intensity at the inlet was prescribed as 4.57

for the fuel. Based on this correlation, an intensity of 5% was
finally used for the comparison with 10% and 20%.

The axial NO mass fraction for three radial location
(2r/Djet=0, 5 and 10) are presented in Fig. 8, Fig. 9 and Fig.
10. It is obvious that NO mass fraction significantly decreases
with increasing turbulence intensity.

The reduction is notable when the turbulence intensity
increases from 5% to 10%, while the reduction is less for an
increase of turbulence intensity from 10% to 20%. The
maximum NO concentration decreases more than 20% for
2r/Djet = 0 and more than 10% for 2r/Djet = 15 and 12% for
2r/Djet=10.

It can be concluded from Fig. 8-10, that reduction in NO
concentration is proportional to turbulence intensity and the
position of minimum NO is located at the combustor outlet.
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Fig. 8: Axial NO mass fraction profiles: comparison between
three turbulence intensity (2r/Djet = 0).
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Fig. 9: Axial NO mass fraction profiles at radial distance
2r/Djet = 5, comparison between three turbulence intensity.

0 10 20 30 40 50 60 70 80 90 100
0.00000

0.00001

0.00002

0.00003

0.00004

0.00005

0.00006

0.00007

M
as

s f
ra

cti
on

 o
f N

O

x/Djet

2r/Djet=10
 Turb. intensity = 5 %
 Turb. intensity = 10 %
 Turb. intensity = 20 %

Fig. 10: Axial NO mass fraction profiles at radial distance
2r/Djet = 10, comparison between three turbulence intensity.
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VII. CONCLUSION

The main results are mainly:
1. The 8-step reaction mechanism was successfully implanted
into the Fluent.
2. The Eddy-Dissipation Concept Model, which has been
successfully used in RANS calculations of turbulent diffusion
flames, has been formulated as a combustion model for RANS
simulations of turbulent jet diffusion flames. The model has
been applied in a simulation methane/air flame (Sandia flame
D).
3. The results are compared with experimental data for the
temperature and various chemical species (CH4, CO2, H2O and
O2), including NO. The agreement is very reasonable for all
quantities.
4. Kinetically limited species, in particular NOx can be
modeled using reduced kinetic mechanisms.
5. The analysis shows that the increasing air turbulence intensity
results in decreasing NO formation.
6. Neither the inlet turbulence intensity nor the turbulence model
is found to make significant difference in the main results
predicted by Fluent.
7. Future research work will be concerned with :
 Using a reduced chemical kinetics mechanism for Nox

emission prediction in methane gas combustion.
 Adoption of more reasonable turbulence-chemistry model
interaction for multi-step chemical reaction equations.
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Abstract— Reliability analysis for mobile robot system is 

conducted by applying statistical techniques based on failure data. 

Data collection from the robot and their analysis were valid over a 

long time of thirty four months. Critical components of the mobile 

robot with respect to failure frequency and reliability are identified 

for taking necessary measures for enhancing availability of the 

system. Reliability at component level and the entire mobile robot 

were computed. They can potentially be useful tools to improve the 

current generation of robots and to predict their designs of the next 

generation. 

 

Keywords—Reliability, applied statistics, failure data, mobile 

robot.  

I. INTRODUCTION 

HE mobile robot is a complex system that consists of 

numerous components. The reliability of the robot system 

depends directly of the performance of each component. A 

successful robot installation has to be safe and reliable; a 

robot with poor reliability leads to many problems such as 

high maintenance cost, unsafe conditions and inconvenience 

[1]. The subject of robot reliability is very complex and there 

are numerous interlocking variables in evaluating and 

accomplishing various reliability levels [2]. The reliability 

analysis of the failure data could be a useful tool to assess the 

current situation, and to predict reliability for upgrading the 

operation management of the mobile robot system.  

In the literature there are several published articles and 

books on reliability analysis [3-7]. On the other hand, Dhillon 

[8] reported that despite the existence of a vast amount of 

literature on robotic research, not much work has been done 

on robot system reliability. Carlson and Murphy [9] proposed 

a new approach and studied the reliability analysis of mobile 

robots. Khodabandehloo [10] presented the use of systematic 

techniques such as fault tree analysis (FTA) and event tree 

analysis (ETA) to examine the safety and reliability of a given 
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robotic system. Dhillon and Fashandi [11] present 

probabilistic analysis of a system consisting of a robot and its 

associated safety mechanism. Expressions along with plots for 

the robot system availability and state probabilities are 

presented. Moreover, Carreras and Walker [12] used interval 

method to chalk out the reliability analysis of robot. Hoshino 

et al. [13] proposed an optimal maintenance strategy on the 

basis of reliability engineering in fault-tolerant multi-robot 

systems. Bererton and Khosla [14] quantified the gain in 

productivity of a team of repairable robots compared to a team 

without repair capabilities based on reliability theory. 

The corresponding literature related to the reliability 

analysis of failure data for mobile robots is quite limited. 

Nourbakhsh [15] describes a set of four autonomous robots 

used for a period of five years as full-time museum docents. 

Their robots reached a mean time between failures (MTBF) of 

72 to 216 hours. Carlson et al. [16] proposed a new approach, 

where the reliability analysis of mobile robots was studied and 

suggestions based on mean time between failures (MTBF), 

mean time to repair and downtime, for system performance, 

were given. In another study, Tomatis [17] maximized the 

autonomy and interactivity of the mobile platform (with10 

autonomous robots) while ensuring high robustness, 

reliability and performance. The result pointed out that their 

MTBF was around 7 hours. Stancliff et al. [18] estimated 

mission reliability for a repairable robotic system and then 

extended the approach to multi-robot system design and 

presented the first quantitative support for the argument that 

larger teams of less-reliable robots can perform certain 

missions more reliably than smaller teams of more-reliable 

robots. In other study, Starr et al. [19] surveyed failure and 

maintenance reports from two large automotive plants. The 

reports covered 200 robots representing five manufacturers 

over a period of 21 weeks. The robots were found to be down 

for repair or maintenance for 3.95 hrs per week per 

manufacturing line in the first plant and 1.74 hrs in the 

second. 

In this study, reliability analysis is conducted for mobile 

robot system by applying statistical techniques on field failure 

data. Data collection from the robot and their analysis were 

valid over a long time of thirty four months. Critical 

components of the mobile robot with respect to failure 

frequency and reliability are identified for taking necessary 

measures for enhancing availability of the system. Reliability 

at component level and the entire mobile robot were 

computed. They can potentially be useful tools to improve the 
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current generation of robots and to predict their designs of the 

next generation.  

II. DESCRIPTION OF THE MOBILE ROBOT SYSTEM 

A wheeled mobile robot is usually an embedded control 

platform, which consists of an on-board computer, power, 

motor control system, communications, sonars, cameras, laser 

radar system and sensors such as gyroscope, encoders, 

accelerometer etc., Fig. 1. 

 In this study, the mobile robot Pioneer 3-AT was used as a 

robotic platform. This robot is a four wheel skid – steering 

vehicle actuated by two motors, one for the left sided wheels 

and the other for the right sided wheels. The wheels on the 

same side are mechanically coupled and thus have the same 

velocity. Also, they are equipped with two high resolution 

optical quadrature shaft encoders mounted on reversible-DC 

motors which provide rotational speeds of the left and right 

wheels ωL and ωR respectively. Moreover the mobile robot is 

equipped with an Inertial Measurement Unit (IMU) which 

provides the forward linear acceleration and the angular 

velocity as well as the angle θ between the mobile robot axle 

and the x axis of the mobile robot.  

As a fault, it can be considered any unpermitted deviation 

from the normal behavior of the system. It is consider five 

different types of faults: (a) fault in the encoder reading F1, 

(b) gradual loss of tire pressure F2, (c) loss of wireless 

communication between the robot on-board computer and the 

base station F3, (d) gradual discharge of the battery F4, and 

(e) malfunction of the motor F5.   

III. FIELD FAILURE DATA  

Failure and repair data of the robotic system were collected 

from the files of the researchers by the end of each 

experimental day. The mobile robot operates continuously 

ten-hour during each day, five days per week. According to 

the records, a total of 117 failures were determined for the 

entire system. Thus, the failure and repair data cover a period 

of 34 mounts. The records include the failures occurring per 

day, the action taken to repair the failure, the down time, and 

the exact time of failure. Therefore, there is the exact time 

both for the component failure and the repair of this failure. 

This means that the precision in computing the time-between-

failures (TBFs) and the time-to-repair (TTRs) of failures. The 

TBFs are recorded in hours, whereas the TTRs in minutes.   

In Fig. 2, the faults of the mobile robot with respect to 

failures frequency were shown. The following observations 

were made: (a) the encoder (F1) has the highest number of 

failures 45%, (b) the second important is the tires (F2) that 

has 30% of failures, and (c) the encoder (F1) and the tires 

(F2) in diagram stand for the 75% of all the failures of 

system. It is noteworthy that since the motor (F5) present only 

two failures there is no need for further analysis. 

 

In the reliability theory the main features are the mean time 

between failure (MTBF) and the mean time to repair 

(MTTR), and are given respectively by 

 

1

1 N

i

i

MTBF TBF
N 

   (1) 

 

1

1 N

i

i

MTTR TTR
N 

   (2) 

 

where N is the total number of failures/repairs studied within 

the frame of this investigation. 

The availability of the mobile robot machine is defined as 

 

MTBF
Availability

MTBF MTTR



 (3) 

 

Table1 presents the number of failures, the MTBF/MTTR, 

and the availabilities of the faults for the mobile robot.  The 

following observations were made: (a) the lowest 

availabilities are observed on the tire (F2) with 99.95% and 

on the wireless communication (F3) with 99.96%. (b) The 

MTBFs range from 138.7 hours to 936 hours, whereas the 

MTTRs are between 2.26 to 8.15 minutes. 

 

Table 1 Availabilities for the mobile robot at fault level 

 

 
Fig. 1 The mobile robot Pioneer 3-AT 

 
Fig. 2 The components with respect to failures frequency 
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Faults Failures MTBF MTTR Availability 

F1 53 138.7 2.264 0.999732977 

F2 35 208 5.143 0.999599466 

F3 20 356.6 8.15 0.999637329 

F4 7 936 7.286 0.999886513 

 

IV. DATA ANALYSIS 

After collection, sorting and classification of the data, the 

validation of the assumption for independent and identically 

distributed (iid) nature of the TBF are verified using trend test 

and serial correlation test. The trend test for TBFs is done 

graphically by plotting the cumulative frequency of failure 

against the cumulative TBF respectively. In case of trend test 

of TBF, concave upward curve indicates that the system is 

deteriorating and concave downward curve indicates the 

system is improving. If the curve is approximately a straight 

line, then the data is identically distributed and free from 

trends. 
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Fig. 3 Trend Test plot for TBF of mobile robot 

 

The serial correlation test can be performed graphically by 

plotting the ith TBF against (i-1)th  TBF for i = 1, 2... n, where 

n is the total number of failures. If the points are scattered 

without any clear pattern, then the data are independent i.e. 

free from serial correlation. In case where the failure data is 

dependent or correlated, the points should lie along a line. 
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Fig. 4 Serial Correlation Test for TBF of mobile robot 

 

In Fig. 3 and 4, the trend tests and serial correlation tests 

plot for TBF data sets of the faults are shown, respectively. 

Thus, from these tests it is obvious that the TBFs of the 

mobile robot are free from the presence of trends and serial 

correlations. 

V. RELIABILITY ANALYSIS 

Reliability is the probability that a system will perform a 

required function, under stated conditions, for a stated period 

of time t. Thus, reliability is the probability of non-failure in a 

given period of time. Then, the reliability can be expressed as 

[20], 

 

( ) ( )R t P T t   (4) 

 

The mobile robot consists of five components in series, and 

in a serial configuration, all the consisting components of the 

system should be operating to maintain the required operation 

of the robot. A failure of a single component of the robot will 

cause failure of the whole system. Thus, the reliability of the 

entire mobile robot can be calculated with the following 

equation: 

 
5

1 2 5

1

( ) ( ) * ( ) *...* ( ) ( )
Robot i

i

R t R t R t R t R t


   (5) 

 

To identify the distributions of the trend-free failure data 

between several theoretical distributions (i.e. Weibull, 

lognormal, exponential, loglogistic, normal and logistic 

distribution), the maximum likelihood estimation method was 

used per candidate distribution and assessed its parameters by 

applying a goodness-of-fit test Anderson-Darling. The results 

of best-fit distributions and their estimated parameters for 

TBF are shown in Table 2. 

 

 

 

 

 

 

 

Table 2 Best–fit distribution for TBF data sets and estimated 

parameters 

Faults Best fit distribution Parameters   

F1 Exponential β=0.007 

 F2 Lognormal β=4.6924 θ=1.2866 

F3 Lognormal β=5.2634 θ=1.2721 

F4 Weibull β=1.7603 θ=1171.72 

 

In Fig. 5 the reliability diagram for TBF of the robotic 

system are displayed. The following observations are made: 

(a) the reliability of the mobile robot, in 5 hours of operation 

is 94.60%, and in 40 hours of operation is 52.44%. (b) The 

highest reliability is on the battery (F4), whereas the lowest is 

observed on the encoder (F1). 

 

 
Fig. 5 Reliability diagram for TBF of the mobile robot 

 

VI. CONCLUSION 

The main research findings can be summarized as follows: 

(a) whereas the availabilities of the components for the 

mobile robot are high, the reliabilities are low as well as the 

entire system. (b) The MTBFs range from 138.7 hours (F1) to 

936 hours (F4). (c) The failure data are free from the presence 

of trends and serial correlations, meaning the TBFs are 

independent and identically distributed. (d) The highest 

reliability is on the battery (F4), whereas the lowest is 

observed on the encoder (F1). (e) The reliabilities of the 

components and their parameters are calculated.  

 Therefore, to avoid the inconvenient impact of the faults 

on the mobile robot, it is strongly recommended to increase 

the reliabilities of the encoder (F1) and then of the tires (F2), 

as well as the entire system. 
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Abstract — The experimental study deals with the effect of 

modification of the surface layer by irradiation cross-linking on the 
microchanical properties of the high-density polyethylene (HDPE) 
tested using the instrumented nanohardness test. The surface layer of 
HDPE specimen made by injection technology was modified by 
irradiation cross-linking using beta irradiation, which significantly 
influences micromechanical properties of the surface layer. 
Compared to the heat and chemical-heat treatment of metal materials 
(e.g. hardening, nitridation, case hardening), cross-linking in 
polymers affects the surfaces in micro layers.  These 
micromechanical changes of the surface layer are observed in the 
instrumented microhardness test. Our research confirms the 
comparable properties of surface layer of irradiated HDPE with 
highly efficient polymers. The subject of this research is the influence 
of irradiation dosage on the changes of micromechanical properties 
of surface layer of HDPE. 
 

Keywords— HDPE, nanohardness, irradiation crosslinking, 
surface layer, β – radiation. 

I. INTRODUCTION 
igh density polyethylene (HDPE) has a melting point of 
120±130_C and latent heat of fusion is as high as 

180±210 J/g. It has been reported that the melting point of 
HDPE is especially suitable for its use as a thermal energy 
storage material for solar absorption air conditioning [1] 

HDPE can be crosslinked by chemical or irradiation 
methods [2].  

Since crosslinked HDPE has a thermally stable form, it may 
be utilized as a thermal energy storage material in direct 
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contact with the heat transferred, ethylene glycol. This 
thermally stable form of HDPE does not require separate 
packaging which increases the cost of the thermal energy 
storage system. Thus HDPE has been recommended as an 
economical thermal energy storage material with its large heat 
of fusion, relatively low cost and congruent melting behavior 
[2]. 

Degradation is the major problem in the development of 
HDPE as a thermal energy storage material. Especially thermal 
oxidative degradation of HDPE produces low molecular 
weight products and oxygenated products, which have e€ects 
on melting point, heat of fusion and crystallinity. As thermal 
oxidative degradation proceeds, the amount of the degraded 
products becomes larger and the crystallinity of HDPE 
decreases, and hence the performance of the thermal energy 
storage system declines. In order to use HDPE as a thermal 
energy storage material, it should not be degraded during the 
period of application. 

The irradiation cross-linking of thermoplastic materials via 
electron beam or cobalt 60 (gamma rays) proceeds is 
proceeding separately after the processing. The cross-linking 
level can be adjusted by the irradiation dosage and often by 
means of a cross-linking booster [1] [2]. 

The main deference between β- and γ- rays is in their 
different abilities of penetrating the irradiated material. γ- rays 
have a high penetration capacity. The penetration capacity of 
electron rays depends on the energy of the accelerated 
electrons. 

Due to electron accelerators the required dose can be 
applied within seconds, whereas several hours are required in 
the γ-radiation plant. 

The electron accelerator operates on the principle of the 
Braun tube, whereby a hot cathode is heated in vacuum to such 
a degree that electrons are released. 

Simultaneously, high voltage is generated in a pressure 
vessel filled with insulating gas. The released electrons are 
accelerated in this vessel and made to fan out by means of a 
magnetic field, giving rise to a radiation field. The accelerated 
electrons emerge via a window (Titanium foil which occludes 
the vacuum) and are projected onto the product [3] [7] [9]. 

Effect of Beta Low Irradiation Doses on the 
Micromechanical Properties of Surface Layer of 

HDPE 
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Cobalt 60 serves as the source of radiation in the gamma 
radiation plant. Many of these radiation sources are arranged 
in a frame in such a way that the radiation field is as uniform 
as possible. The palleted products are conveyed through the 
radiation field. The radiation dose is applied gradually, that is 
to say, in several stages, whereby the palleted products are 
conveyed around the Co – 60 radiation sources several times. 
This process also allows the application of different radiation 
doses from one product type to another. The dimensional 
stability, strength, chemical resistance and wear of polymers 
can be improved by irradiation. Irradiation cross-linking 
normally creates higher strength as well as reduced creep 
under load if the application temperature is above the glass 
transition temperature (Tg) and below the former melting 
point. Irradiation cross-linking leads to a huge improvement in 
resistance to most of the chemicals and it often leads to the 
improvement of the wear behaviour [2] [4]. 

The thermoplastics which are used for production of various 
types of products have very different properties. Standard 
polymers which are easy obtainable with favourable price 
conditions belong to the main class. The disadvantage of 
standard polymers is limited both by mechanical and thermal 
properties. The group of standard polymers is the most 
considerable one and its share in the production of all 
polymers is as high as 90%. 

 
a)             b) 

Fig. 1 Design of Gamma rays (a) and Electron rays (b) 
a) 3 – secondary electrons, 4 – irradiated material, 5 – encapsulated 

Co – 60 radiation source, 6 – Gamma rays 
b) 1 – penetration depth of electron, 2 – primary electron, 3 – 

secondary electron, 4 – irradiated material 
 
The engineering polymers are a very important group of 

polymers which offer much better properties in comparison to 
those of standard polymers. Both mechanical and thermal 
properties are much better than in case of standard polymers. 
The production of these types of polymers takes less than 1 % 
of all polymers [1] [6]. 

High performance polymers have the best mechanical and 
thermal properties but the share in production and use of all 
polymers is less than 1%.  

Irradiation of HDPE by β-rays produces free radicals by 
kicking H-atoms, resulting in different chemical reactions, 
such as recrystallization, creation of hydroperoxides, cross-
linking and degradation. The atmospheric oxygen diffusion in 
HDPE sample during β-irradiation would form hydroperoxides 

at the polymer chains in the amorphous regions. By increasing 
the irradiation dose, cross-linking together with increasing of 
crystallinity in the amorphous regions is induced, and 
consequently the created hydroperoxides are predominant, 
resulting a reduction in the rate of degradation [3] [9]. 

The present experimental work deals with the influence of 
beta irradiation on the micromechanical properties of surface 
layer of HDPE. 

II. EXPERIMENTAL 

A. Nano-hardness according to Vickers 
Test of hardness according to Vickers is prescribed by 

European standard CSN EN ISO 14577-1. 
The penetrating body – made of diamond shaped as a 

regular tetragonal pyramid with the square base and with 
preset vertex angle (136°) between opposite walls – is pushed 
against the surface of testing body. Then, the diagonal size of 
the dint left after load removal is measured (Fig. 2). 

Vickers´ nanohardness is then expressed as the ratio of the 
testing load applied to dint area in form of regular tetragonal 
pyramid with square base and the vertex angle equal to the 
angle of penetrating body (136°). 

 

 
Fig. 2 The basic principle of hardness testing according to Vickers 

 

B. Material samples 
For this experiment High Density Polyethylene HDPE 

DOW – HDPE 25055E, DOW - Chemical company, USA 
(unfilled, HDPE) was used. The prepared specimens were 
irradiated with doses of 0, 33, 66 and 99 kGy at BGS Beta-
Gamma Service GmbH & Co. KG, Germany.  

 

C. Testing samples preparation 
The samples were made using the injection molding 

technology on the injection moulding machine Arburg 
Allrounder 420C. Processing temperature 200–240 °C, mold 
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temperature 40 °C, injection pressure 80 MPa, injection rate 
55 mm/s. 

 

D. Instrumented nanohardness tests 
Instrumented nanohardness tests were done using a 

Nanoindentation Tester (NHT2) – Opx/Cpx , CSM 
Instruments (Switzerland) according to the CSN EN ISO 
14577-1. Load and unload speed was 20 mN/min. After a 
holding time of 90 s at maximum load 10 mN the specimens 
were unloaded. The indentation hardness HIT was calculated as 
maximum load to the projected area of the hardness 
impression according to [3] [4] [6] [8] [9]. 

 
The indentation hardness HIT was calculated as maximum 

load to the projected area of the hardness impression 
according to: 

 

p
IT A

F
H max=   with   
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F

hhc
max

max ε−=    (1) 

 
where hmax is the indentation depth at Fmax, hc is contact depth. 
In this study the Oliver and Pharr method was used calculate 
the initial stiffness (S), contact depth (hc). The specimens were 
glued on metallic sample holders [5] [6]. 

The indentation modulus is calculated from the Plane Strain 
modulus using an estimated sample Poisson’s ratio: 
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The deduced modulus is calculated from the following 

equation: 
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The Plane Strain Modulus E* is calculated from the 

following equation: 
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Where Ei is the Elastic modulus of the indenter, Er is the 

Reduced modulus of the indentation contact, νi is the Poisson´s 
ratio of the indenter. 
 

Determination of indentation hardness CIT: 
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−
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h
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                (5) 
 

Where h1 is the indentation depth at time t1 of reaching the 
test force (which is kept constant), h2 is the indentation depth 
at time t2 of holding the constant test force [1] [4] [5]. 

 

 
Fig. 3 Expression of indentation creep 
 

III. RESULTS AND DISCUSSION 
 
The values measured during the nanohardness test showed 

that the lowest values of indentation hardness were found for 
the non-irradiated HDPE. On the contrary, the highest values 
of indentation hardness were obtained for HDPE irradiated by 
a dose of 99 kGy (by 25% higher in comparison with the non-
irradiated HDPE), as can be seen at Fig. 4. 
 

 
Fig. 4 Hardness HIT of HDPE vs. irradiation doses 

 
Higher radiation dose does not influence significantly the 

microhardness value. An indentation hardness increase of the 
surface layer is caused by irradiation cross-linking of the tested 
specimen. A closer look at the microhardness results reveals 
that when the highest radiation doses are used, microhardness 
decreases which can be caused by radiation indusced 
degradation of the material. 

 
 According to the results of measurements of 

nanohardness, it was found that the highest values of 
indentation modulus of elasticity were achieved at the HDPE 
irradiated with dose of 99 kGy (by 9% higher than compared 

Recent Advances in Mechanical Engineering and Mechanics

ISBN: 978-1-61804-226-2 158



 

 

with irradiated HDPE). On the contrary, the lowest values of 
the indentation modulus of elasticity were found for HDPE 
irradiated by a dose of 66 kGy as is seen at Fig. 5. 

 

 
Fig. 5 Elastic modulus EIT of HDPE vs. irradiation doses 

 
According to the results of measurements of nanohardness, 

it was found that the lowest values of indentation creep were 
achieved at the HDPE irradiated with dose of 99 kGy (by 19% 
lower than compared with non-irradiated HDPE). On the 
contrary, the highest values of the indentation creep were 
found for non-irradiated HDPE as is seen on Fig. 6. 
 

 
 

Fig. 6 Indentation creep CIT of HDPE vs. irradiation doses 
 
Interesting results were found for elastic and deformation 

work. The lowest value of elastic work was measured for 
irradiated HDPE by a dose 33kGy while the lowest value of 
plastic deformation work was found at the radiation dose of 99 
kGy. The highest value at both deformation works was found 
when the lowest value of radiation dose of 0 kGy was applied 
(Fig. 7). Also, the value of elastic part of indentation work ηIT 
which provides information about the relaxation of the indent 
created in HDPE was the smallest for non-irradiated HDPE. 

 

 
Fig. 7 Deformation work of HDPE vs. irradiation doses 

 

IV. CONCLUSION 
Very interesting results were obtained for irradiation 

modified HDPE. When comparing the irradiated and non-
irradiated HDPE it was apparent that the values of indentation 
hardness, elastic modulus considerably increased, in some 
cases even by 25% at the irradiation dose of 99kGy. Also 
different depths of indentation in the surface layer of tested 
specimen were significantly different. It also proved the fact 
that higher doses of radiation do not have very positive effects 
on the mechanical properties, on the contrary due to 
degradation processes the properties deteriorate.  

 The resistance of surface layer to wear makes its use 
suitable for the production of gears, friction parts of machinery 
and as alternative to some metal materials. Thanks to its low 
weight HDPE modified by beta radiation is a suitable 
alternative to commonly used materials in the car and 
electrical industry. 
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Abstract— In lifting equipment, risks due to failure of structures are 
magnified by the nature of components that are designed to operate in 
extreme environments. In addition, due to passage rates on 
equipment and successive decelerations and accelerations, the cables 
for hanging ponds and handling are considered among the most 
difficult and the most critical services in the field of construction and 
engineering civil. 
In this context, the wire ropes are a prime target of brutal damage, 
compared to conventional structures. More generally; the sudden 
failure is the major cause of cables degradation. Industrial experience 
shows that the failure of much of their hoisting ropes in use is most 
commonly due to cumulative damage of wires. This is particularly 
insidious due to its hidden nature; it can lead to significant reduction 
in strength capacity of wire ropes over time, which can sometimes 
lead to their total or partial rupture. 
Analysis to assess the effect of brutal damage affecting the 
performance of hoisting ropes in the long term is the essence of this 
work. This consists of developing a model to predict the strength 
capacity of a cable at various levels of damage of its components, and 
exposing a mechanical model describing the state of damage 
depending on the number of broken wires. 
In order to optimize the residual resistance loss of a lifting wire rope, 
we propose a study of rupture impact of its wires on the loss of 
residual strength elastic. 
 

Keywords—Failure, accelerations, wire ropes, brutal damage, 
degradation, partial rupture, broken wires, residual strength elastic.  

I. INTRODUCTION 
he base material of metal wires is typically a low alloy 
steel containing a carbon content close to eutectoid, with 
as main alloying elements manganese and silicon (Fig.1). 

These steels are formed by a drawing process [1]. Other 
production processes also exist as the bainitic and martensitic 
hardened, but they are less used for wires [2]. 

 To ensure the characterization of cables under optimal 
conditions, an analysis of its security must be combined with 
well-defined inspection procedures [3] [4] [5].  

Unfortunately, many cables have never been subject to 
inspection or otherwise, only very partially, due to the 
limitations of inspection techniques. 

 
The safety analysis is to connect the estimation of residual 

strength of cable using inspection data, this link is difficult to 
establish, even if we admit that the concept of safety factor of 
cable is a little insufficient to characterize its present state [6]. 
The majority of works related to determining the bearing of a 
suspension cable capacity are statistical models that do not fit 
the complexity of mechanical description (non-linear behavior, 
the distribution of load, friction between the strands ....). 
 

 
Fig.1.Component parts of a metal wire 

 
The behavior of cable is multi-level; therefore, we can 

distinguish two scales study: scale wires and wide strands. 
Systemic diagram of a suspended cable can be either a parallel 
series system: parallel (Number of wires) and series (number 
of strands) or a series parallel system: series (Number of 
wires) and parallel (Number of strand) [7] [8]. 

Estimated loss of residual strength of a flexible 
metal lifting wire rope: Case of artificial 

damage 
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The choice of these scales is given that a relevant portion 
of a wire behavior governs the behavior of entire cable. The 
physico - chemical processes such as the rate of degradation, 
due to the environment (corrosion) are different for each layer, 
the outer layers is more exposed [9]. 

Indeed, when the wires are twisted and wound together, a 
broken wire has the ability to recover its strength in a specific 
length; this length defines the size of effective segment, its 
value is 1 to 2.5 times cast length. 
 

II. DEGRADATION MECHANISMS OF CABLES 

Cables suffer from continued aggression of environment 
(urban, industrial, marine…..). The effects of the aggression 
manifested through various events, including the direct effects 
are strong changes in geometrical and mechanical 
characteristics of the components, which indicate a significant 
reduction in the strength capacity of the cable over time, which 
can sometimes lead to partial rupture. 

In general, the defects of the hoisting ropes are classified 
into four categories: 
1- Reduction of the section by wear, corrosion or abrasion;  
2 - Rupture of wires steel; 
3 - Strains such as bird cages, shell, crush....; 
4 - Fatigue. 

This part presents a recall of main degradation mechanisms 
that affect the cables, their typical scenarios of accidents and 
losses they cause mechanical strength and discard criteria. 

A. Breakage of wire ropes 
Wire break evolves disproportionately. This fact must be 

taken into consideration when determining the control 
intervals (Fig.2). 

 

 
Fig.2. Breakage of strand cables 

 
The sudden termination of cables is often the result of 

interactions between two contacting wires, subjected to 
relative displacements of low or high amplitude. Several 
phases can be distinguished in the behavior of cable breakage. 
First, a more or less significant degradation and rapid wires 
with the formation of wear debris (third body) part of which 
may be ejected from the contact. During the second phase, 
there is the appearance of microcracks initiated at the contacts 
which involved in the formation of larger debris thereby 
increasing degradation strands. The last phase is the crack of 
contact when toughness cable reaches a critical value. 

      Siegert [10] studied the fatigue mechanisms that are 
causing ruptures wires in the steel cables, used for bracing of 
structures. For this, he relied on many experimental results. He 
also proposed a criterion to predict the initiation and 
endurance of fatigue cracks in the interfilaires contacts cables. 
This criterion is based on the concept of critical facet 
amplitude maximum shear. 

 
        Contact materials which reduce the wear of cable and 
their strands cracking are wear materials such as zinc or 
aluminum alloy and lubricant materials such as high density 
polyethylene. Studies by Urvoy [11] were used to compare the 
change in wet or galvanized wires, strands of contact and 
mechanical stresses at interfilaires contacts subjected to 
friction between wires. These tests demonstrate that the 100 
MPa fatigue endurance limit ( Δσ peak/peak ) obtained by 
Siegert [10] on uncoated dry wires is raised to 170 MPa for 
dry galvanized strands for 200 MPa on uncoated lubricated . 

B. Friction interfilaire 
The study of interfilaire contacts is essential for modeling 

the behavior of cables. In general, two types of contact exist in 
multilayer cables: the linear contact between the wires of a 
single layer and the point contact between two strands 
belonging to adjacent layers (Fig.3). The side contact is 
considered as a line contact when the initial contact area is a 
curve. This contact also exists between core wire and strand of 
first wire [12]. 

 
      The other type of interfilaire contact is present between 
wires of successive layers which are extended in opposite 
directions. Therefore, wires in both layers cross at an angle, 
where a line contacts rather than point. The contact pressures 
are clearly higher in the case of a point contact as in the case 
of linear contact [13]. 

 
      In general the behavior of the cable in axial load is 
characterized by a coupling between traction, torsion and 
bending. In the literature there are various models that describe 
the behavior of the cable tension. Costello [14] and Hruska 
[15] have modeled the behavior of strands subjected to 
different tensile forces. They confirmed that the Poisson effect, 
friction and geometric nonlinearities have a negligible 
influence on the overall behavior of cables in tension. 
Moreover, the radial contact between the core and outer wire 
are the only contacts that exist during an axial loading. 
 

Yan Shen [16] studied the influence of applied loading and 
lubrication strands on characteristics of cable (18*6) analyzed. 

 
       The variations of the friction coefficient according to the 
movement of steel in relatively stable wires stage at different 
loads of contact are shown in the fig.4. 

 
       It can be seen that the coefficient of friction increased by 
the applied loads and gradually decreased with increasing 
amplitudes of displacement. 
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Fig.3.Line contact 

 
Fig.4.Point contact 

 
C. Localized corrosion  

Dissolving wires may also take the form of craters, in 
addition to bearing capacity, reduce the strain at break of 
strands and also promote fatigue cracking (Fig.5). 
 

 
Fig.5. Crater dissolution (locally reduced by 50% of section) 

 
Elachachi [17] developed a model to predict the load-

carrying capacity of a corroded cable, at various levels of 
damage to its components in order to estimate the residual life 
and the risk assessment of broken wires for a given level of 
stress. 
 
 
 
 
 

 
      The effect of corrosion on the behavior of a section of 
strand is presented with the average effort (1000 simulations) 
as a function of displacement which is given for 8 deadlines 
(the time increment is 20 years). It is found that the corrosion 
influences the initial stiffness of section and on the maximum 
resistive force which decreases with time (here 27% of 100 
years). 

III. MATERIAL, EXPERIMENTAL TECHNIQUES 

 
       In our study, we will look at tests to be performed on 
cables of type 19 * 7 (7 wires 19 strands) of non-rotating 
structures (1 * 7 + 6 * 7 + 12 * 7) 6 mm in diameter, 
composed of steel light greased, metal core, right cross, 
preformed, used especially in tower cranes and suspension 
bridges (Fig.6). 
 

They are composed of two layers of strands wired in 
opposite directions, which avoids the rotation of the suspended 
load when the lift height is important and that the burden is not 
guided. Their use requires a certain amount of caution at rest 
and during operation. This construction, robust nature, is 
widely used for common applications and especially for lifting 
heights reduced. 
 

The sample length of the cable is equal to 10 times the 
pitch of 20 mm reancrage more necessary to mooring. 
Therefore, the length of 700 mm was taken as the length of 
tests for these cables. The accuracy of measurement in a length 
of ± one millimeter for all samples studied. 

 
The base material is steel from which wires are formed. 

They are twisted to form the assembled strand. Then the 
strands are wound in spirals around describing core (type 1 
+6). The cable is finally obtained from the strands with a 
structure of 19 x 7 (1 +6). 

 
Table 1. Main features of the experimental rope study 

 
Cable diameter (mm) Dc = 6 mm 
Design 19*7 (1 * 7 + 6 * 7 + 12 * 

7) 
Nature and direction of wiring Steel, ordinary lay on the 

right 

Minimum breaking strength 23,2 KN 
Surface quality of the wires Galvanized steel 
Twisting direction Right 
Mass per unit length (kg/m) 0,153 kg/m 
Use  Lifting and handling 
Young modulus of the wire 
(MPa) 

E = 200 000 MPa 

Poisson’s ratio ν = 0,3 
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Fig. 6. Cross section of a 19*7 “antigiratoire” wire rope 

IV. RESULTS AND RECOUNTS 

A. Static tensile test on degraded cables (19*7) 
In order to calculate the damage of broken wire ropes, a 

graphical interface is performed using a library destined 
especially to complex systems whose functional description 
can be translated into a block diagram that combines, in series 
or in parallel, components (or failure modes). The 
characteristics of the components (relative difference, 
endurance limit, loss of elastic resistance ….), are saved in a 
library. 

 
Recall that our goal is to calculate the damage elastic and 

ultimate through the unified theory and compare the results of 
damages to quantify the energy reserve between the two types 
of damage. 

 
      The curves of experimental trials of force in function of the 
elongation for cables at different number of broken thread are 
given in the (Fig.7) relatively to the cable of 6 mm. 

 
 A virgin cable has a residual ultimate force of 26, 35 KN 

which fall gradually, as and when extent, that the number of 
thread broken increases, until the value of 13 KN, for a cable 
90% of thread broken. 

 
 For broken wires at 30%, 50% and 70%, the maximum 

force of break successively diminished from 20 KN to 17,50 
KN and 14,33 KN at the end; this can be translated into a loss 
of resistance of the cable depending on number of thread 
broken (Fig.6). 

 

 
Fig.7. Comparison of stress-strain curves at different levels of 
degradation of cable with different number of broken thread 

B. Calculation of the conventional strength 

        According to the tensile curves of broken cables at 
different levels of degradation (Fig.7) we calculate the ultimate 
strength and the elastic strength conventional, and then we 
determine the standardized section to derive the residual stress 
of the cable studied (19 * 7). 
The ultimate conventional strength values of various cables 
broken simultaneously at 30%, 50%, 70% and 90% of threads 
are given in Table 2. 
 

Table 2.  Values of elastic and ultimate residual strength 
 
Number of 

broken 
thread (%) 

 
0% 

 
30% 

 
50% 

 
70% 

 
90% 

Fer(0.2%)  
(KN) 

24,7
5 

19,27 16,50 14,06 11,79 

Fur  
(KN) 

26,1
0 

20,57 18,00 15,35 13,10 

 
                  The elastic force is calculated for a conventional 
elongation of the slope of traction. Force for different levels of 
artificially broken cable (virgin, experienced in 30%, 50%, 
70%, 90%) successively diminished by 24.75 KN for a virgin 
cable, to 11.79 KN for a broken cable at 90% of its thread. 

C. Calculation of the standardized section  
We use the following formula (1) to calculate the area 

of the standardized section of wire rope 19 * 7: 

                                                                                                  
                        

2

4m
dA f π=                                (7)                                                                     
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         Where: d is the diameter of the cable and f a coefficient 
equal to f = 0.55 for multi-strand cables. 
The wire rope 19 * 7 is a cable multiple strand therefore the 
standardized section will be equal to 15, 54 mm². 

D. Loss of residual strength according to the number of 
broken wires 
           The experimental results are shown in fig.8. This figure 
shows the change of the loss of tensile strength as a function of 
number of broken thread. 

Fig. 8. Loss of residual strength based on the number of 
broken thread of the cable diameter 6 mm 

 
             The cable has an ultimate tensile strength of 1680 
MPa and static yield strength of 1593MPa. The yield of 
residual degrades continuously as the number of cyclic loading 
amplitude σe believed to failure. 

 
            σua Represents the ultimate applied stress which 
reached 843 MPa σea is the elastic applied stress which attaint 
759 MPa in our case. 
 
             Furthermore, we note that the two curves have a 
decreasing pace, depending on the level of constraint imposed 
only for a number of relatively large broken threads (Fig.8). 

 
V. CONCLUSION  

 
Metal cables are primordial elements and should be 

checked regularly by qualified personnel. The frequency of 
tests shall be chosen so as to detect the damage in time. 

 
      The failure criteria for the cable are more complex than 
those applied to continuous structures, where the measurement 
of crack length or the simple observation of the loss of 
integrity may suffice. Generally, these criteria are based on a 
mixture of past experience, personal preference and prejudice 
for each particular type of application. The occurrence of 

unacceptable number of wire breaks is by the most common 
adopted for the assessment of damage to the cable action, 
which justifies our choice. 
 

Analysis to assess the impact of factors affecting the 
reliability of hoisting ropes which constituted the essence of 
this work. It developed a model for predicting the reliability 
and dependability of a cable at various stages of his period in 
service. In this study , our contribution is essentially reliability 
engineer through a system based on a mathematical approach 
that determines the reliability of the cable , taking into account 
all its parameters and its physical and chemical characteristics 
model . 
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Design of a Hyper-flexible cell for handling 
3D Carbon fiber fabric  

R. Molfino, M. Zoppi, F. Cepolina, J. Yousef , E.E. Cepolina  

 
Abstract— The paper presents the main design concepts of a 

hyper-flexible cell for low-volume industrial aircraft manufacturers. 
The cell is served by two cooperative robots, each of them equipped 
with a simple and reliable adaptive prehensor, purposely developed 
for the robust handling of limp carbon-fiber preforms.  
Some details are given about the adopted picking technology and 
results obtained on a purposely developed test bench on the first 
physical prototype of the new picking module are presented. 
 

Keywords—Flexible manufacturing cell, Dexterous handling, 
Soft material, Robotics.  

I. INTRODUCTION 
Modern production systems have to be flexible to adapt 

quickly to an increasing number and variety of products and 
fluctuating demands. In this highly volatile and dynamic 
environment, reconfigurable and flexible production systems 
have been suggested and partially realized during the last 
decade for industrial environments working on stiff, well 
defined shape parts and components. Indeed the level of 
flexibility of these systems has to be improved so that they 
should be able to adapt in real time to different changing 
scenarios and needs. The few dedicated systems that are 
available have high tool recovery cost and increased tool 
needs. On the other hand, the automation of processes dealing 
with limp, soft, porous material, such as carbon fiber, leather, 
fabric, and technical tissues, not only requires the 
development of a suitable reliable robotic device, but also of a 
highly flexible handling system for such difficult materials.  

The paper deals with a new hyper-flexible cell for handling 
carbon fiber preforms, served by two cooperating robots, 
endowed with plug & produce capabilities, able to pick parts 
with different  geometries from a cutting table and to place 
them on moulds with different 3D shapes. Both arms are 
endowed with a new smart modular hand/gripper adaptable to 
the handling of different carbon fiber textures in single and 
multi layers. 

The manipulation of non stiff materials like carbon fiber 

fabric allows new automation and robotization processes in 
other manufacturing sectors working on limp thin sheets like 
automotive, leather, textile/clothing, medical  
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Eco-sustainability issues call for the design and 
manufacturing of less mass and more energy efficient 
products so, in the near future, wider and wider use of limp 
lightweight sheets will be applied not only in the transport 
sector but also in many other industrial sectors. The robotic 
manipulation of thin, near 2D, limp non-homogeneous and 
permeable parts is very difficult. Only a few dedicated and 
conventional systems, with a complex and time-consuming 
configuration and startup process, are available. For this 
reason, the handling operations today are made manually or, 
sometimes, by dedicated automated cells. Up to now viable 
robust, cost efficient, flexible robotic handling solutions are 
not yet working in industry.  

II. STATE OF THE ART 
When talking about flexible manufacturing and assembly 

cells, the central issue of an advanced robotic manipulation 
has recently been and is being extensively addressed and this 
offers advantages to many industrial sectors as demonstrated 
by the 4-year initiative to develop a robotic autonomous 
manipulator (ARM) that mimics the human hand and is able to 
handle flexible material fabric. “ARM Industry Day” was 
organized by DARPA in Arlington (US) on February 18 2010 
to launch this initiative. In the last 30 years some researchers 
faced the problem and prototyped few reliable handling 
systems most of which very expensive and narrowly oriented 
to specific tasks (see pioneering work done within Hull 
University, The Charles Stark Draper Laboratory, 
Textile/Clothing Technology Corporation, MITI and 
WO/1984/000949, WO/1995/024974).  

Basic research activities, in the context of fabric handling, 
were performed on the physical principles for adhesion of the 
gripper to the material at the areas of interaction for their 
manipulation. The leading work of Seliger on the analysis of 
the performance of different gripping methods was 
summarized in [1]. A radial outflow gripper developed at the 
University of Salford [2] was able to handle low permeability 
materials but it is unsuitable for porous materials. New 
interesting gripping principles, adaptable to a wide range of 
materials, were developed and patented like Coanda effect 
ejector [3] and dynamic fan originally proposed by researchers 
at DIMEC [4] and demonstrated on porous materials in 
different versions within the European projects EuroShoE 
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(2006) [5] and Leapfrog IP (2009). The results of the latest 
activities in LeapFrog IP [6] and study of the prototype 
definitely indicates the need to channelize efforts for 
developing new miniaturized solutions based on the same 
adhesion principles.  

Development of innovative handling mechanisms has 
significantly complemented the above activities. 
Tsourveloudis [7], Acaccia and Molfino [8] developed 
modular and multi-fingers grasping devices with planar 
workspace. Dougeri and Fahantidis [9] demonstrated a soft 
finger gripper that grips limp materials but this device does 
not preserve the pinched part shape. In 1982 Salisbury and 
Craig [10] anticipated the use of sensors like tactile and vision 
to achieve intrinsic grasping robustness in uncertain 
environment but no effective industrial development followed. 
The European Project ROBOTEX BRE20958 used vision 
sensors to achieve the correct presentation of the material to a 
standard sewing-head. The European Project 
CR117391/BRE20643 developed sensing mechanisms which 
allow quantitative monitoring of the processes associated with 
the spreading operation. These projects faced a real problem 
with technologies available at that time but now it could be 
possible to achieve more reliable and cheaper solutions based 
on up-dated technologies.   

 
The above activities are of significant interest for the 

aerospace industry, more so, in the context of manufacturing 
costs and complexity. Hence, flexibility and short ramp-up 
time are the important factors to be focused to alleviate the 
existing burdens without compromising on quality.  

In the aerospace industry, Sarhadi [11] attempted to define 
basic concepts of developing a sensor-based robotic lay-up 
cell for dry carbon fibre. A cell was subsequently developed 
to handle aero-engine blade preforms from dry fabrics. Later, 
an improved prototype-manufacturing cell with integrated 
electrostatic gripping device with a vision system was 
developed, capable of rapid lay-up of carbon composites 
based on CAD design data [12].  This work presented the 
requirements of handling varieties of ply sizes and material 
types for laying up dry carbon fiber besides a novel folding 
device to integrate a material delivery system into a robotic 
cell for manufacturing dry fibre composite components. Prior 
to this work, Newell and Khodabandehloo [13] defined and 
simplified a mathematical model using finite element analysis 
in order to predict the shape of a prepreg. This approach was 
used to assist in controlling the handling trajectories of an 
automated composite manufacturing facility. Though, these 
research works were carried out in the field of composite 
structures, they are by far very few in case of the 3D-
manipulation of near 2D- limp material.  

During the last few years there has been a renewed and 
increased efforts for developing a cost-effective automated 
process chain and workflow for composite structure 
manufacturing. The German Federal Ministry of Education 
and Research (BMBF) recently funded research activity in this 
field; “REDUX” (BMVIT) [14] has provided an initiative in 

establishing a basic flexible process chain for the composite 
structure fabrication (CAD design to production). New 
techniques in Flexible 3D Robotic sewing, Resin Transfer 
moulding were introduced for a modular process workflow. A 
prototype Robotic cell Demonstrator was setup at EADS-D in 
Ottobrunn to study and analyze the feasibility of a cost-
effective production process flow. Though, the demonstration 
of this activity has to an extent, succeeded in providing a 
production workflow for simple composite structure 
lightweight assemblies, there still exists a need for a flexible 
handling system for pre-forming i.e. draping or wrapping of 
cut part geometries for a diverse selection of moulds. 

The recent “CFK-Tex” project aims to address this scenario 
by creating a prototype end-effector for the automated sorting 
of cut parts from the cutting table to the stockyard which 
offers great flexibility regarding different contours and 
materials by an automated reconfiguration. However, the 
automation of the performing process with the defined 
placing, draping and crabbing of a single carbon fiber textile 
on special 3D-moulds is the main objective of the project. The 
above single process steps were examined separately and 
proper strategies and principles were analyzed.. 

III. THE SCENARIO 
The current State-of-the art is the development of handling 

systems that could handle fabrics, but with a little flexibility 
and modularity for customising the system according to 
changing needs. Though modular process workflow to an 
extent help the cause, an overall flexibility could be only 
achieved by complementing the workflow with suitable 
modularity features in the technical implementation.  
Moreover, there has always been a trade-off between the 
cooperative manipulation/handling efforts and the information 
flow that has always required an optimization at a later stage 
in manufacturing.   Though advancements in context of fabric 
handling are being made, still there is a lack of universally 
accepted reference models, standards, methodologies and 
software tools for the development of adaptive automation 
control systems for soft permeable items handling. 

 
The paper addresses the above issues by the design of a 

flexible cell for draping and wrapping of carbon fiber on 
different types of mould without any tool change [15]. The 
outcome of the work aims to address the following industry 
relevant issues: 

• Modular software and hardware architectures 
• Short cell ramp-up time and easy re-configurability 
• Step towards a standardization of handling systems with 

easy adaptability and integration in manufacturing systems 
• Hyper-flexibility towards varied products handling  
• Introduction of new technologies (VSA) for a cost-

effective solution   
 
The proposed 3D handling cell consists of a cooperative 

robot system equipped with new eco-efficient picking 
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modules, able to grasp carbon-fiber fabrics, which are 
mounted on to a reconfigurable gripper capable of adapting 
the positions of picking points to the part geometry and 
stiffness. 

Given the large size of the fabrics to be handled accurately, 
cooperating robots provide a greater flexibility in handling 
compared to a large single tool. The main advantage of this 
system, in comparison to a single handling unit, is that it 
enables to save workspace, tool manufacturing cost and the 
subsequent return of investment, besides the reusability of the 
system (robot and grasping device) with minimal or 
practically no reconfiguration for other customized 
application. Also, the ability to handle the part simultaneously 
in a geometrically coordinate fashion forms a significant 
feature and advantage of the cooperating system. 

A lesson learnt from the current state of the art is that a 
balanced interaction between the information flow and the 
material flow have always determined the efficiency of a 
system. Our intelligent grasping device is conceived as a 
combination of complex kinematic structures and sensors with 
minimal data interaction. On the other hand, the simplicity of 
the hardware design can always be augmented by increased 
data interaction.   

In the proposed scenario, the reconfigurable grasping 
device with the picking modules has a simple design with 
augmented control strategies for real time adaptation. The 
grasping device is endowed with a variable stiffness actuation, 
in order to have a “natural” soft interaction between the 
grasping device and the mould. This makes the device better 
adaptable to geometric features of the parts and the mould, 
such as curved surfaces, as well as the properties and 
requirements of the materials to be handled. The picking 
points, which depend on the part geometry, the mould type, 
and the material properties of the fabric, are transferred to the 
robot controller via a TCP/IP interface in order to inform the 
grasping device together with the robot system on the 
requested self-adapting needs. 

IV. CELL LAYOUT 
In order to address the industry relevant issues previously 

mentioned, a pre-defined scenario has been defined. The 
handling cell layout is sketched in the Figure 1. The task of 
the cell is to unload carbon fiber cut parts from a cutting table 
and to place them on different type of moulds through a 
cooperative handling system without tool changes and re-
setup. The two grasping devices mounted on to each system 
have an ability to adapt the picking modules positions to the 
geometry and properties of the actual part to pick.   

Figure 1 shows a layout that foresees two robots fixed on to 
an overhead linear rail performing the handling, 
draping/wrapping operation in cooperation. Another cell of 
the family, able to handle big carbon fiber parts, could include 
robots mounted on mobile platforms. 

 

 
Fig.1 Sketch of the handling cell demonstrator 

 

A. Handling strategy  

The main workflow of the task is as follows: 
 The two robots synchronously reach the part on the 

cutting table and move the grasping devices in order to 
position the picking modules on the prescribed picking 
points;  

 The picking points are actuated and the part is lifted up 
through a collaborative synchronized task of the two 
robots. 

 The part is then transferred to the placing reference 
position on the mould through a collaborative task, by 
reducing a little bit the distance between the two TCPs 
(Tool Center Points) during the transport in order to 
avoid to introduce unwanted stresses into the carbon 
fiber tissue (see Figure. 2) 

 The part is then operated taking into account the shape 
of the mould, the wrap up rate and needs (see Figure 2) 

 The part is then released onto the mould with VSA 
small modifications. 

 

            

     

   
Fig.2 Work sequence in mould draping and wrapping tasks of carbon fibre 
preforms on different moulds 

 
During the above operations, an optical sensor (3D Laser 

Measurement Scanner) is used to identify the mould and 
determine suitable placing strategies. The image processing in 
3D is used to identify position and orientation of each 
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handling device for achieving the different picking points. An 
algorithm determines optimal picking points and control 
strategies to drive the item on the mould, the points are 
transferred to the robot). 

B. The new handling system 

The multi points grasping philosophy, already successfully 
adopted for fabric handling in Leapfrog IP [4], has been 
adopted taking into account the lesson learnt in the previous 
research work. This approach allows developing a handling 
device working with near 2D limp porous parts with different 
shapes, sizes and materials, usable for different handling tasks 
and manufacturing environments. Taking into account the 
cooperative work of the two robots, the handling device is 
embedded with a suitable minimum number of picking 
modules and it will be able to reconfigure adapting the picking 
positions to the lifting-up/handling needs of the actual 
parts/tasks.  

The proposed philosophy allows decoupling the adaptation 
to the part layers/material, in charge of the picking module, 
from the adaptation to the shape and size of the part to be 
handled, in charge of the hand architecture. In effect the 
picking modules guarantee the picking robustness versus 
material and surface properties and the handling device 
architecture guarantee the re-configurability range complying 
with the parts different sizes and shapes. 

Picking modules have been designed mainly based on the 
previous experience and tests made on different physical 
picking principles. Mixed vacuum high flow and mechanical 
clamping technologies have been analyzed and picking 
devices implemented.  

A new cheap, small size, efficient radial compressor has 
been designed that generate enough negative pressure. 
Although some radial micro compressors could be found in 
the market, because the relatively high price compared to the 
application and the difficulty of integration, a new, application 
oriented, low cost effective compressor was designed. 

Figure 3 gives a summary of the picking module design, 
more details are in [16] 

 
Fig.3 Picking module digital mock-up and reference performance chart 

 
The handling mechanism has been designed, realized and 

integrated with the picking modules, sensors, variable 
impedance actuation and motion control for re-configurability. 

 
Modular cooperative adaptive control architecture have 

been considered for the handling system. The two arms have 
to really cooperate during the carbon fiber preform handling 
[17]. In fact during this task the two kinematic chains (robot + 
gripper) close on the limp preform while exchanging 
generalized forces and the handling trajectories needs to 
perfectly comply with difficult tasks like mould wrapping.  

Real time control logics [18] are defined and corresponding 
algorithms written for placing strategies and picking strategies 
enhancing the capability of the cell to quickly and robustly 
adapt to different carbon fiber aerospace components 
manufacturing.  

The framework is expected to enable real time awareness of 
system status and reconfiguration potential so that the most 
appropriate adjustment of operating parameters can take place.  
The control logics ensure that all possible adaptation actions 
are accounted for at all handling task levels and therefore all 
flexibility/performance potential of the system can be 
assessed. 

C. The cell control 

The different components of the automation hardware are 
connected via adequate interfaces, standard if possible or 
purposely developed.  

Figure 4 represents a physical layout of the cell together 
with the information control flow architecture 

 
Cutting
Table

Stressed skin
fuselage

Pressure shells

Gantry Rails

Buffer

Cooperating
Handling System

Pick and place control

Cell control Manager

Placing station control

Cooperating handling system

 
Fig.4 Sketch of the architecture of the cell layout information flow 

 
Simple picking (from a table) and placing stations (moulds 

for open carbon fiber components or for close wrapped 
components) are arranged within the cell mimicking the work 
done in the aerospace industry. The cell logistics and 
programming are defined and implemented, including the 
development of the human friendly interfaces and the criteria 
for the efficient management of the cell also against 
unexpected events.  

A suitable Product Data Base includes Product Description 
and CAD files of the carbon fiber parts and moulds. Besides 
the logics for the cooperative tasks with mutual interaction 
and force exchange between the robots/part/ mould, the real 
time adaptation procedures at cell level are studied also with 
the aim of the possibility of 'auditing' the reconfigurations 
with regards to parts handled in the aerospace manufacturing 
environment. In fact, in aerospace, on one hand, 
reconfiguration of the production occurs very often due to 
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product variants and volume changes while, on the other hand, 
it is common practice (also because of safety regulations) to 
keep track of the production layout/cycle used for the 
manufacturing of each part.  'Auditing' of adaptation changes 
can be done automatically as cell operations monitoring.  The 
"configuration snapshots" of the cell will be further used as 
knowledge for suggesting autonomous adaptation in more 
complex handling cells of the same family. 

V. EXPERIMENTS AND CONCLUSION 
One of the most critical design activity is the design of the 

new eco-efficient picking module able to robust handling of 
carbon fiber fabric performs.  

A test bench was purposely implemented and used at the 
PMAR laboratory with the purpose to test the picking module 
performances and to set its parameters: it is shown in Figure 5. 

 
Fig.5 Test bench used in the early experiments 

 
The early experiments and demonstration have been done 

with reference to the following ranges: 
• carbon fiber materials (not restricted to): T700SC 12K 

50C, 6K HR, HTA 5131 6K  
• geometry/size: from 100x500mm to 500x1800mm  
• layers number: 1-2 
• mould shape: see Figure 6 

  
Fig. 6 Example mould shapes 
 

Many data were collected and results achieved during the  
experiment tests. As example are here reported some results 
on the behaviour of the new picking module used to handle 
samples of carbon fiber, see Figure 7 and Figure 8.  

 
Actuator: 16V, 2.6A 
Diameter: 36mm 

Actuator: 20V, 3,4A 
Diameter: 63.5mm   

Pressure 
[mbar] 

Suction 
force [N] 

Pressure 
[mbar] 

Suction 
force [N] 

Max 21.7 2.2 17 5.3 

Min 17.6 1.7 14.5 4.2 

Mean 19.6 1.9 15.5 4.9 

Fig.7 Comparative results on the picking module parameters 
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Fig.8 Characteristic curve for carbon fiber from experiments on the test bench 

 
The main result in these scenarios is to successfully enable 

the robotic handling of difficult material that, till now, is 
mainly performed by human hands.  

The new metamorphic hyper-redundant handling system 
with its 14 mobilities, equipped with the new picking modules 
and with the proprioceptive and exteroceptive sensors is able 
to adapt real time to different kind of carbon fiber materials, 
different geometry of the cut parts, different number of layers  
and different placing mould shapes. 

Besides the hyper flexible cell here addressed, more 
sophisticated cells of the same family will allow handling 
largest parts, see Figure 9. 

The hyper flexible intelligent cell will contribute to reduce 
the time to market for mass customized aircraft components. 

A great added value is associated to the high level of 
flexibility of the cell. Carbon fiber components are used 
mainly in transport green production: in aerospace, 
automotive, bicycle. But new applications are foreseen in 
electronics (cases), in medical products, civil engineering, 
military, motorsports and other new sectors are showing 
interest day by day 

 

 
Fig.9 Vision of the proposed cell family 
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Abstract—The present paper is dedicated to present the numerical 
simulation of thermal convection in a two dimensional vertical 
conical partially annular space. The constant properties and the 
Boussinesq approximation for density variation is used to solve the 
governing equations of mass, momentum and energy using the CFD 
FLUENT 12.0.  The results of streamlines and the isotherms of the 
fluid are discussed for different annuli with various boundary 
conditions and Rayleigh numbers.  Emphasis is placed on the height 
influences of the inner vertical cone on the flow and the temperature 
distribution. In more, the effects on the heat transfer are treated for 
deffirents values of physical parameters of the fluid in the annulus 
geometry. The heat transfer on the hot walls of the annulus is also 
computed in order to make comparisons the cylinder annulus for 
boundary conditions and several Rayleigh numbers. the results 
obtained of Nusselt number has been found between the present 
previsions and available data from the published literature data. 
 

Keywords—Annular space, Conical partially, Natural 
convection, Heat transfer, Numerical simulation.  

I. INTRODUCTION 
The heat transfer analysis by natural convection in an 
enclosure is an large research topic owing to its wide variety 
of engineering applications involving energy conversion, 
storage and transmission systems. Instances of using annulus 
geometry solar energy collection and nuclear reactor design 
[1]. A comprehensive review of natural convection in various 
cavity shapes has been documented in the open literature. 
Among the very first investigations, [2]has been analyzed 
numerically the heat transfer problem by natural convection in 
rectangular enclosure is filled by micropolar fluid, to studied 
the influence of the conductive vertical divider. The case of 
square and cubic cavities was reported by [3] and [4]. Other 
investigations [5] have been studied by cfd simulation the 
effect of the physical and geometrical parameters in two-
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dimensional vertical enclosure by heat transfer with 
correlations generalized. The complex shapes such that 
inclined cavities with wavy walls by [6], and trapezoidal 
cavities by [7]. Natural convection and fluid flow was studied 
for triangular enclosures mostly with boundary conditions, see 
[8] and [9]. [10] Have carried investigations of heat transfer by 
protruding isothermal heater within an triangular enclosure. 
The study numerically of this phenomenon of natural 
convection flow in vertical concentric annular with isothermal 
inner and outer vertical walls. Several problems that have been 
extensively studied due to its several practical applications 
have received much attention. The studies conducted by [11] 
in a vertical cylindrical cavity, A parametric study numerically 
of the thermal convection in vertical annulus by the heat 
generation rod variation centrally vertically by [12]. The study 
the effect of tilted angle and diameter ratio on natural 
convection heat transfer in the case of horizontal cylindrical 
annulus by [13]. Investigation the transition effect and 
turbulence flows on natural convection along a horizontal 
annular cavity with local and mean Nusselt number were 
presented by [14] and recently by [15]. Few research works 
have been reported for the case of conical, have numerically 
solved the heat transfer by natural convection and radiation 
problem in a conical annular cylinder porous fixed is 
presented by [16].These studies were restricted to conduction 
heat transfer only. The present paper covers the laminar 
natural convection in a vertical conical cylinder partially 
annular space. On the other hand, the direct numerical 
simulation necessary for well resolved the study of heat 
transfer, (DNS) approach which requires computational 
resources well beyond actual capacities for the majority of real 
industrial problems. We will be concerned with the effect of 
the Rayleigh number and annulus radius ratio as well as the 
cavity geometry on the heat transfer. 

II. PHYSICAL AND MATHEMATICAL FORMULATION 

A. Physical Domain 

In this present problem the geometry is schematized for 
studied the flow  produced by natural convection in a vertical 
conical partial annulus; where the annulus is filled with air. 
The analysis domain is delimited by two concentric, conics 
with isothermal walls of the inner and outer axial height h, H 
respectively. The top and bottom walls of the outer cone are 
considered adiabatic, as shown in Fig. 1. The bottom radius of 
inner and outer conics are ri and ro and the inner and outer wall 
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temperature are Ti and To, respectively.  The horizontal walls 
of the outer cone are insulated. The buoyancy induced flow is 
assumed to be laminar, and the fluid studied is incompressible 
with constant fluid properties except the density variation. The 
Boussinesq approximation is used for calculated the density 
variation with the temperature. Then, the mathematical model 
used is based on the hypothesis of a two-dimensional 
(axisymmetric) flow.  
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 1Physical Model 

B.  Governing Equations 
The problem description and the assumptions application on 

the fluid properties, the governing differential equations in 
vector form can be written as: 

 
Continuity, 

 
Momentum, 

 
Energy, 

 
 
In present study can be written as the governing 

dimensionless equations in  cylindrical coordinates in the 
following forms. 

 
Continuity, 

 
R momentum, 

 

Z momentum with the Boussinesq approximation for the 
buoy-ancy term,  

 
Energy 

 
Where the dimensionless variables and numbers are defined as 
follows: 

 

 

C. Boundary Conditions 

The corresponding dimensionless boundary conditions for the 
radial and vertical velocity is equals to zero at all walls. The 
temperature boundary conditions are as follows. 
 
- At 0≤ Z≤ and Ro≤R≤Ro-  cotδ: U= V= 0 and =0 for the 
isothermal cold tilted wall. 
 
-At 0≤ Z≤  and Ri≤R≤Ri-  cotδ: U= V= 0 and =1 for the 
isothermal hot tilted wall.  
 
-At Z= and 0≤ R ≤Ri-  cotδ: U= V= 0 and =1 for the 
isothermal hot horizontal wall.  
 
-At Z =  and Z =0: U= V= 0 and 0 for the adiabatic 
walls. 

III. NUMERICAL METHOD  

To solve the governing equations using the finite volume 
method was used The FLUENT 12.0, CFD code, with first 
order formulation was solved the segregated implicit. The 
conservation governing equations was solved independently, 
by the segregated solver. The first order upwind differencing 
scheme is used the equations of momentum and energy. The 
discretization scheme used for pressure was body force 
weighted to take the density variations in consideration. The 
pressure–velocity coupling is ensured using the SIMPLE 
algorithm. The Gambit used for created and meshed the 
geometrical model with a simple quadrilateral cell. If 
necessary for correctly  resolving the steep gradients in the 
thin buoyancy-driven boundary layer. A very fine spacing near 
the walls in conical  partially annular grid. All the variables 
were calculated right up to the walls without using any wall 
function. on the wall boundary conditions, the radial and 
vertical velocity values were to zero. The dimensionless 
temperature of the active walls are set to 0 and 1 respectively. 
While meshing the domain, it is taken care that the mesh size 
does not influence the solution.  

The residuals of continuity, momentum and energy 
equations are required to be lower 10-7 in order to achieved  
totally converging solution.  The relaxation parameters have 
been adapted for every simulation in order to speed up 
convergence. 

IV. NUMERICAL SOLUTIONS 

A. Nusselt Number  

The energy transmitted by the inner cylinder of the annulus 
are expressed in values to obtain the local and mean Nusselt 
numbers. The local Nusselt number for the annullus inner 
cylinder is obtained from temperature gradients by the 
following relationships: 

z, v 
 

 
ro 

r, u 
 

Adiabatic wall 

 

Adiabatic wall 

 

Incompressible    
Newtonian fluid 

 Cold wall To 

 

H 
    h 

ri 
 

 
Hot wall Ti 

 

 ro 
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The mean Nusselt number is defined by 
 

 

 

 

 

 

B. Validation  
Before continuing, it's required to ensure the dependability 
and the precision of the present numerical model and the 
FLUENT 12.0 CFD code. The heat transfer data computed for 
differentially heated of the conical annular, with different 
parameters which correspond to the cone angle δ = 90°, aspect 
ratio Ar = H / L, radius ratio K = ro / ri, height ratio h = X / L 
& Rayleigh number 104 ≤ Ra ≤ 105. The present problem is to 
numerically investigate the natural convection flow in a 
vertical cylinder annular space and the average Nusselt 
number variation is compared with those of reference from the 
literature data. Table 1 demonstrated the comparison between 
the current results and those of [17] and [18]. It is clearly 
demonstrated in Table 1 that, for several values of Rayleigh 
number.  Was checked and ensured with the present results 
and those obtained by these authors. There is a satisfactory 
agreement. 

 
Table 1 

Values of the overall Nusselt number at the Isothermal Walls 
for Annulus Aspect ratio Ar=10 and K=2, =90° 

V. RESULTS AND DISCUSSION 

A. Effects of Rayleigh number Number 

In this study The results obtained with respect to different 
parameters being Ar=1, K=2, X=0.5 and =45°. Fig.2 shows 
for Rayleigh number 103 ≤ Ra ≤ 104 that there is a logarithmic 
temperature distribution in the all-region of the annulus 

illustrates that heat from the left wall toward the right wall is 
transferred by conduction regime for Rayleigh number 
Ra=5×104. The temperature gradient become slightly flatter at 
the core of the annulus which indicates that the conduction 
dominance is slashed in reason to a small quantity of 
convection established in the central part. The flow models 
show where convection promotes the transfer of heat. Fig. 2 
shows the Rayleigh number Ra = 105 A vertical steep 
temperature gradient formed near the active wall. This 
confirms the increased in heat transfer rate due the existence 
of the cells models formed at interior annulus. This regime 
transition, wherein the boundary layer formed at the left and 
right active wall attain the central part of the annulus and 
merges all. Therefore, ago a rotational movement of the fluid, 
provoking mixing and ameliorate in heat transfer evaluation. 
However, for Rayleigh number Ra = 106, the nucleus was 
considered almost isothermal with the temperature gradient 
just about equal to zero. This indicate that the heat transfer in 
the annulus is mainly drawn by the moving boundary layers 
close by the walls and the fluid flow is in the regime of the 
laminar boundary layer. The heat transferred through the 
nucleus is negligible. 

Vertical velocity profiles are presented in Fig. 3 for different 
Rayleigh numbers ranging from Ra = 103 to Ra =106. The 
profiles are plotted along the horizontal direction. Other 
geometric parameters were selected as Ar =1, K = 2, X = 
0.5and =45°. As expected, the velocity is very low across 
wherever in the annulus at Ra ≤104. The fluid move is not  
effectual confirmed that the conductive regime is predominant 
effective under this condition. This means that the fluid is 
virtually stagnant in the annulus at 0 ≤ R ≤ 0.5 and 0.9 ≤ R 
≤1.1. But, when the Rayleigh number is in the range of 5 × 104 
≤ Ra ≤ 105, the fluid entrained by the buoyancy-driven force in 
annulus is begins to accelerate from the base and forms the 
primary flow in the vertical direction to up. The velocity 
increases when the Rayleigh number is large enough Ra= 106, 
and the fluid flow is now confined adjacent at a time in the hot 
wall (0.37 ≤ R ≤ 0.67) and the cold wall (1, 09 ≤ R ≤ 1.33). 
 

The Rayleigh number effects on streamlines (left) and 
isotherms (right) Fig. 4 (a) - (d) Present Ar = 1, K = 2, X = 0.5 
and =45° visualizations are given from Ra = 103 to Ra = 106. 
The single cell is formed, shown from these figures,  of all 
values of the Rayleigh numbers considered, which is in the 
direction of rotation clockwise. At lower Rayleigh number Ra 
≤ 104 such that Fig. 4 a-b the isotherms are almost vertical at 
the active wall for most of the annulus, illustrating the 
mechanism of heat transfer flow by conduction dominated. 
For higher values of the Rayleigh number (i.e.105 ≤ Ra ≤ 106) 
as shown in Fig. 4 c-d, due to the increase of the mode of 
convection heat transfer, two thin boundary layers were 
formed vicinity of the hot and cold walls for 1 ≤ R ≤ 2. The 
isotherms are deformed and crowded adjacent the bottom left 
and upper right of the annulus and are stratified horizontally. 
The flow majority moves to upwardly right and top of the 
annulus in reason to the presence of the wall partly cooled and 
heated.  because of adiabatic boundaries at the upper and the 
bottom of the annulus the Flow becomes motionless. 
However, the increased convection mode of heat transfer 

Rayleigh 
number 

 [17]  [18] Present 

104 2.355 2.33 2.343 
5104 3.718 3.758 3.755 
105 4.558 4.568 4.564 
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provoked by increasing the Rayleigh number and the virtually 
parallel distribution to the horizontal walls. It can also be seen 
from streamlines, the fluid velocity increases and the fluid 
direction and revolved towards the top right and bottom left of 
the annulus when the increase of the Rayleigh number. 

Fig.2 Temperature profiles variation with horizontal distance 
for annulus Aspect ratio Ar=1, K=2, X=0.5 and =45° at 
Z=0.75. 

Fig. 3 Axial velocity profiles variation with horizontal 
distance for annulus Aspect ratio Ar=1, K=2, X=0.5 and 

=45° at Z=0.75. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
Fig.4 Streamlines and isotherms for annulus Aspect ratio 
Ar=1, K=2, X=0.5 and =45°. 

 

B. Effects of Aspect ratio 
The isotherms (on the right) and streamlines (on the left) are 

depicted variations for aspect ratio Ar As can be seen from 
Fig. 5. The figure obtained for different aspect ratio values i.e. 
Ar=1, 1.5 & 2 and three different values of title angles =45°, 
56.31°& 63.44°corresponding to K =2, X=0.5, 0.75 &1 and Ra 
= 105. The form of the isotherms show that increasing the 
aspect ratio provoked to the isotherms crowding at the bottom 
left and top right of the annulus. The temperature gradient in 
the hot wall, there is continuous variations low aspect ratio 
Fig. 5a indicates that the heat transfer rate continuously varies 
along the vertical height of the hot wall, which is not the case 
at higher aspect ratio Fig. 5c. The fluid flow center increased 
when aspect ratio increases. 
 

The increase in the Nusselt number for different aspect ratio 
Ar = 1, 1.5 and 2, and height ratio X = 0.5, 0.75 and 1, and its 
linear variation with the Rayleigh number on a logarithmic 
scale are presented in Fig. 6. The other parameters are K = 2 
and =45°, 56.31°& 63.44°. For the hot wall, the average heat 
transfer rate increases as the Rayleigh number is increased by 
the growing contribution of natural convection. And the heat 
transfer rate increases with increase in the annulus aspect 
ratio. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

c) Ra=105 

 

 

 

d) Ra=106 

a) Ra=103 

b) Ra=104 

a)  Ar=1, =45° 

   

b) Ar=1.5, =56.31° 
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Fig. 5 Streamlines and isotherms for different Annulus Aspect 
ratio at Ra=105 and K=2. 

Fig. 6 Nusselt number variation with Rayleigh number and 
annulus Aspect ratio, Height ratio at K=2 
and =45°,56.31°&63.44°. 
 

C. Effects of Height ratio 
 
The isotherms (on the right) and streamlines (on the left) with 
different annulus height ratio X as demonstrated in Fig. 7. 
This figure corresponds to the several values Ra = 105, Ar=1, 
K = 2 and =45°. It's clearly noted from this figure that the 
isotherms move to the hot wall with a ratio of height 
increasing. This informs that  increasing of the annulus height 
ratio provoked increasing the heat transfer from the hot wall of 
annulus. The temperature gradient hot wall can also be seen 
from the isothermal continuous decrease as the decrease in the 
ratio of the height. (The fluid flow is clearly visualized in the 
streamlines, The fluid flow is clearly visible in the 
streamlines). The complete cycle formed through the fluid 
circulation directed upward toward the hot wall falls then to 
the cold wall of the annulus . showing that the fluid flow 
concentrates of the circular cell at the entire annular space of 
small height ratio, but it moves half of the annular space (1 ≤ 
R ≤ 2), the height ratio increases. When the ratio of the height 
increases the orientation of the cell becomes parallel to the 
vertical inner cone. 
 

The Nusselt number variation with aspect ratio X for several 
Rayleigh number. The figure corresponds to Ar = 1, K = 2 and 

=45° are plotted in Fig. 8. As expected, the heat transfer rate 
is greater at the Rayleigh number is greater. It can be inferred 
from the figure that the growth rate effect is higher than the 
line for Ra ≤105 is stronger at higher Rayleigh number values 
and the line corresponding to Ra = 106. The height ratio does 
not influence the heat transfer rate when Ra ≤ 105, because the 
fluid move is very slow, and therefore the conductive regime 
prevails over convection regime, which explains the almost 
constant value the Nusselt number. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7 Streamlines and isotherms for different annulus Height 
ratio at Ra=105, Ar=1 ,K=2 and =45°. 

Fig.8 Nusselt number Variation with annulus Height ratio and 
Rayleigh number at Ar=1 and K=2, =45°. 

a) X=0 

b) X=0.25 

d) X=0.75 

e) X=1 

c) Ar=2, =63.44° 
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VI. CONCLUSION 
In this paper, the numerical study of natural convection in a 

Two-Dimensional vertical conical  partially annular space for 
steady-state regime with differentially heated walls has been 
analyzed. the effect of main parameters as Rayleigh number, 
Aspect ratio and Height ratio of annulus. concise summaries 
of the major results are reported in the following: 
 
-The heat transfer rate increases with increasing Rayleigh 
number. The heat transfer rate increasing is a function of the 
annulus Aspect ratio. 
-For lower Rayleigh number values we observed a dominance 
of conduction heat transfer. At higher values of Rayleigh 
number was observed that heat transfer rate increased and 
dominated by convection mode. 
-The natural convection regime has been bounded by Rayleigh 
number. When the Rayleigh number is weak, the fluid is 
practically stagnant. But for higher values of Rayleigh number 
the fluid entrained and begins to accelerate by the buoyancy-
driven force in annulus from the base and forms the primary 
flow in the vertical direction to up. 
-It is finds that the annulus height ratio is one of the more 
important parameters on flow and temperature fields and heat 
transfer. The Nusselt number increase is a function of the 
annulus height ratio. 
-For high value of the annulus height ratio the cell orientation 
becomes parallel to the vertical inner cone i.e. The fluid 
motion is accelerated fully in the 1≤R≤2  and they is almost 
zero in the other side 0≤R≤1 at above the inner cone. But 
when height ratio decreases the fluid motion is accelerated 
increasingly in the zone 0≤R≤1  (the circular cell of the fluid 
motion is concentrated at the all in this zone). 
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Abstract--- In this paper study the flow behavior in horizontal 
wellbore with 60 and 150 perforations of perforation densities 
equivalent to 6 and 12 SPF respectively has been studied. The 
pressure drops in a perforated pipe that includes the influence of 
inflow through the pipe walls compares for two pipes that 
difference in perforation density. 3D numerical simulations for the 
pipe with two numbers of perforations were investigated by using 
ANSYS CFX modeling tool with Reynolds number ranging from 
28,773 to 90,153 and influx flow rate ranging from 0 to 899 lit/hr 
to observe the flow through perforated pipe, measure pressure 
drops. The effect of density perforations on the flow through 
perforated pipe was conducted. CFD simulations yielded results 
that are reasonably close to experiments data. 
Keywords---perforation density, pressure, numerical, CFX. 

I. INTRODUCTION 
In a horizontal well, depending upon the completion 
method, fluid may enter the wellbore at various locations 
and at various rates along the well length. The complex 
interaction between the wellbore hydraulics and reservoir 
flow performance depends strongly on the distribution of 
influx along the well surface and it determines the overall 
productivity of the well. Therefore, the optimization of well 
completion to improve the performance of horizontal wells 
is a complex but very practical and important problem.  

   The most commonly used assumptions in studying 
horizontal well production behavior are: infinite 
conductivity, and uniform influx. Infinite conductivity 
assumes no pressure drop along a horizontal well, and 
uniform influx assumes that the influx from the reservoir is 
constant along a horizontal well. It has been argued in the 
literature that the infinite conductivity wellbore assumption 
is adequate for describing flow behavior in horizontal 
wells. Although this may be a good assumption in 
situations where the pressure drop along the horizontal 
section of the wellbore is negligible compared to that in the 
reservoir, it is also reasonable to expect the friction and 
acceleration effects to cause noticeable pressure drops in 
long horizontal wellbores [1]. 
   The petroleum industry started investigating horizontal 
wellbore was proposed by [2] which included acceleration 
pressure loss due to continuous fluid influx along the 
wellbore. They assumed that the injected fluid enters the 
main flow with no momentum in the axial direction. 
Kloster [3] performed experimental work and concluded 
 

 

 

 

 

 
 

that the friction factor versus Reynolds number relationship 
for perforated pipes with no injection from the perforation 
does not show the characteristics of regular pipe flow. The 
friction factor values were 25-70% higher than those of 
regular commercial pipes. He also observed that small 
injections through perforations reduced the friction factor. 

   Dinkken [4] presented a simple isothermal model that 
links single phase turbulent well flow to stabilized reservoir 
flow. It was proposed that the pressure drop inside the 
horizontal wellbore was totally contributed by wall friction.  

   The flow in perforated tubes differs from conventional 
pipe flow as there is radial fluid inflow through the 
perforations. The injection disturbs the velocity profile and 
boundary layer [5] such that the pressure gradient along the 
length of the perforated tube is affected. Boundary layer 
injection reduces the friction of the surface the wetted 
surface. This effect was observed clearly in the 
transpiration experiments of [6], [7]. The reduction in 
friction for transpiration experiments was proportional for 
porous surfaces since the average diameters of the surface 
are sufficiently small. 

    Yuan et al. [1] the flow behavior in horizontal wells with 
a single perforation and with multiple perforations of 
perforation densities equivalent to 1, 2 and 4 shots per foot 
were investigated.  Experiments were conducted with 
Reynolds numbers ranging from 5,000 to 60,000 and influx 
to main flow rate ratios ranging from 1/5 to 1/100 for the 
single injection case and from 1/100 to 1/2000 for the 
multiple injection case and for the no influx case. 
Horizontal well friction factor correlations were developed 
by applying experimental data to the general friction factor 
expressions. It was observed that the friction factor for a 
perforated pipe with fluid injection can be either smaller or 
greater than that for a smooth pipe, depending on influx to 
main flow rate ratios. 

   In this paper, the theoretical study of the pressure drop in 
partially perforated wellbore of the two pipes with different 
in perforation density. It incorporates not only frictional, 
accelerational pressure drops but also the pressure caused 
by inflow. The main difference between the two pipes is the 
number of perforations, the first one was 60 perforations 
but the other one 150 perforations with same diameter. The 
objective of the paper is the comparison between them for 
the values of total pressure drops, frictional, accelerational 
and additional pressure drops and etc. 
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II. MODEL DESCRIPTION 
   Theoretical analysis was carried out to determine the 
total pressure drops, frictional, acceleration and additional 
pressure drops with different mass flow rate and density 
perforations. Fluid flow in a wellbore is considered as 
shown in Fig. 1 and assumed an incompressible, isothermal 
condition along a uniformly pipe. The test pipe is a partly 
perforated one and the rest is a plain pipe without 
perforation. Pipes and perforation geometry for theoretical 
study are listed in Table I. The first one was 60 perforations 
but the other one 150 perforations with same diameter. The 
computational domain taken up in this study is same as that 
of the dimensions considered in the experimental rigs [8], 
[9]. The geometry has been analyzed using 3D 
Computational Fluid Dynamics (CFD). Fig. 2 is the 
structured computational grids. The calculations were 
carried out with commercial finite volume code ANSYS 
FLUENT 14 CFX to solve Navier-Stokes equations, using 
a first scheme and turbulent with k epsilon model.    
 

 
 

 

 

III. SIMULATION PARAMETERS 
   The fluid considered for the simulations is water with 
constant density of 998.2 kg/m3 and dynamic viscosity of 

0.001 kg/m s. Three tests were carried out with Reynolds 
number of the inlet flow ranging from 28,773 to 90,153. In 
each of the tests, flow rate through the perforations was 
increased from zero to maximum value. The roughness of 
the test pipe wall was 0.03 mm; the type of the test pipe 
was PVC. Test details are summarized in Table II.  
Uniform water mass flow is introduced at the inlet of a 
partially perforated pipe. Two boundary conditions are 
considered. At the inlet mass flow is taken into 
consideration both axially and radially where as at the exit 
outlet pressure is considered as the boundary condition.  It 
is assumed that no-slip boundary conditions occur along the 
isothermal walls. Water enters at a uniform temperature (T) 
of 25˚C. For the symmetry lines both velocity and pressure 
is kept constant. 

 

IV. FLUID FLOW MODEL FOR PERFORATED 
SECTION 

   The pressure drop of the fluid in the perforated section 
comprising: a pressure drop caused by the frictional 
resistance generated by fluid flow in the wellbore wallp∆ . 
Reservoir fluids flow into the well and confluence with the 
mainstream fluid, which causes the mixed pressure drop

.mixp∆ .  
Meanwhile, radial fluid inflow makes well section become 
variable mass flow, so the acceleration occurs and produces 
accelerated pressure drop .accp∆ , besides, there is a 

pressure drop due to perforation roughness .perfop∆ should 
be taken into consideration.  
   Divided the perforated section into the length of ΔL and 
the number of n perforation unit according to the number of 
holes, each the unit contains a hole. The pressure loss p∆
of i unit is obtained from the sum of above several pressure 
loss. 

 ... perfoiimixiaccwallii ppppp ∆+∆+∆+∆=∆              (1) 

The last two terms in Eq. (1) combine into one term as 

.addp∆  

Recent Advances in Mechanical Engineering and Mechanics

ISBN: 978-1-61804-226-2 178



Equation (1) can be written as: 

.. addiacciwalili pppp ∆+∆+∆=∆                             (2) 

The total pressure loss of the horizontal wells perforated 
sections Tp∆   is stated as follows: 

∑
=

∆=∆
n

i
iT pp

1

                                                     (3)                                                                                     

Where n is the number of perforated holes. 
    In perforated section, each unit of wall friction pressure 
drop algorithm is the same as the non-perforated section: 

2

2
1

iiwalli v
D

Lfp ∆
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ρ                                           (4) 

 The friction factor if  can be calculated 
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When the wall surface inflow and mainstream outflow ratio 
(the perforations radial flow and wellbore axial flow ratio) 
is less than the critical value, the radial fluid flow smooth 
the pipe flow, reduce the pressure drop. At this point, the 
mixing pressure drop caused by the perforations friction 
and radial inflow can be written as follows: 

i
iperfoimix Q

qxpp 







−∆=∆ Re031.0..                          (6)                                                                                         

Where q   is radial flow of a single perforation, m3/s；Q   
is axial flow of horizontal wellbore; m3/s. Perforation 
friction pressure drop iperfop .∆  can be obtained by 

perforation friction coefficient iperfof .   shown below: 

2
.. 2

1
iiperfoiperfo v

d
Lfp ∆

=∆
ρ

                                         (7) 

Accelerated pressure drop is only associated with the 
density of the fluid, and the flow rate, it can be expressed 
as: 

( )22
1. 2 iiiacc vvp +=∆ +

ρ
                                                  (8) 

 

V. RESULTS AND DISCUSSIONS 
   In this paper, theoretically were carried out on the pipes 
that were simulated with the experimental pipe8, 9. Three 
tests with different pipe flow rate were carried out for the 
perforated pipe. Fig. 3 shows the acceleration pressure drop 
due to momentum for three tests. The pressure drop due to 
momentum change (acceleration pressure drop) was 
calculated from Eq. 8. The acceleration pressure drop 
increases with increase of the total flow rate ratio. We 
notice at the test 1 when the axial flow is large and the 
radial flow is low, there is a small difference between the 
acceleration pressure drop for the two pipes (60 & 150 
perforations) with ranges from 2.95% at zero flow rate ratio 
to 0.039% at maximum flow rate ratio. For test 2 there is a 
difference in values of acceleration pressure drop with 
increases of the total flow rate ratio with ranges from 
0.0192% at zero flow rates to 0.164% at maximum flow 
rate ratio. But for test 3 there is a difference with ranges 
from 0.989% at zero flow rate ratios to 0.0876% at 
maximum flow rate ratio. Because the pressure drop due to 
momentum depends upon the axial velocities at the inlet 
and the outlet of the pipe.  

 
   Fig. 4 presents the frictional pressure drop with total flow 
rate ratio for two pipes (60 & 150 perforations). The 
frictional pressure drop increases as the flow rate ratio 
increases for all tests and perforation density. For test 1 the 
frictional pressure drop is greater than tests 2 & test 3. 
Therefore, the frictional pressure drop increases as the axial 
flow increases. The friction pressure drop increases with 
decrease the perforation density i.e. the frictional pressure 
drop for pipe with 60 perforations greater than the frictional 
pressure drop for pipe with 150 perforations.  

   The total pressure drop in a perforated pipe section is 
contributed by the combined effect of fluid mixing and 
perforation roughness, ordinary frictional and accelerational 
pressure drops. The numerical results were examined in 
terms of the total pressure drop with total flow rate ratio, as 
shown in Fig. 5 for the tests conducted on pipe with 
different perforation density. The total pressure drop 
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increases as the total flow rate ratio increases. The total 
pressure drop increases as increase of the perforation 
density. 

 

 

   The additional pressure drop, which is the combined 
effects of fluid mixing and perforation roughness with total 
flow rate ratio for 60 and 150 perforations pipes, as shown 
in Figs 6 and 7 respectively. The additional pressure drop 
decreases as the total flow rate ratio increases. This shows a 
lubrication (smoothing) effect to the pipe flow by inflow 
through perforations in the pipe wall. It is demonstrated that 
the additional pressure drop due to perforation roughness 
was reduced by the smoothing effect, and that the total 
pressure drop was reduced [10].   

   Effect of perforation density on the pressure drop 
coefficients of the total pressure drops is shown in Fig. 8. 
The pressure drop coefficients of pipe with 150 perforations 
were obviously larger than those of pipe with 60 
perforations. This was because the perforation density of 
150 perforations pipe was twice as larger that of 60 
perforations pipe. 
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VI. CONCLUSION 
   Numerical simulations have been carried out on the flow 
in a partly perforated pipe with inflow through perforations. 
The geometry of the pipe used was similar to the pipe used 
in the experimental tests [8] - [10] with two perforation 
densities 60 and 150 perforations. The accelerational 
pressure drop for 60 & 150 perforations is small difference 
in the values for the three tests as shown above because it 
depends upon the axial velocities at the inlet and outlet of 
the pipe. The frictional pressure drop values for 60 
perforations pipe are greater than 150 perforations pipe. 
The friction pressure drop increases with decrease the 
perforation density. The total pressure drop increases as the 
total flow rate ratio increases. The total pressure drop 
increases as increase of the perforation density. All the 
additional pressure drop values for 60 perforations are 
negative but some values of 150 perforations pipe are 
positive. The pressure drop coefficient of 150 perforations 
pipe is larger than 60 perforations pipe.  
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Abstract— In this study, a 3D combustion chamber was simulated 
using FLUENT 6.32. Aims to obtain accurate information about the 
profile of the combustion in the furnace and also check the effect of 
oxygen enrichment on the combustion process. Oxygen enrichment is 
an effective way to reduce combustion pollutant.  
The flow rate of air to fuel ratio is varied as 1.3, 3.2 and 5.1 and the 
oxygen enriched flow rates are 28, 54 and 68 lit/min. Combustion 
simulations typically involve the solution of the turbulent flows with 
heat transfer, species transport and chemical reactions. It is common 
to use the Reynolds-averaged form of the governing equation in 
conjunction with a suitable turbulence model. The 3D Reynolds 
Averaged Navier Stokes (RANS) equations with standard k-ε 
turbulence model are solved together by Fluent 6.3 software. First 
order upwind scheme is used to model governing equations and the 
SIMPLE algorithm is used as pressure velocity coupling. Species 
mass fractions at the wall are assumed to have zero normal gradients. 
Results show that increase of AF ratio flow rate, decreases amount of 
CH4consumption.  
 

Keywords—combustion chamber, Oxygen enrichment, Reynolds 
Averaged Navier- Stokes, AF. 

I. INTRODUCTION 

         ue to increased demand for energy, clean cut fossil fuel            
resouresources, and growing concern over environmental 
pollution and global warming, mainly caused by the 
greenhouse effect is a urgent need for advanced energy 
systems to provide efficient power, with harmful 
consequences there is less environmental. 

Oxy-fuel firing is more energy efficient and environmental 
friendly than conventional air-fuel firing and its application to 
reheating furnaces has begun since 1990s [1]. 

Combustion air can increase the oxygen in the exhaust 
gases and reduce energy loss and increase the efficiency of 
heating systems.  

The main objective of this study was to compare the amount 
of air to fuel ratio of CH4 consumption, including and without 
oxygen enrichment. 

Today, oxygen enrichment combines with oxidizer in the 
chemical reaction. The benefits of oxygen enrichment are: 
lower emissions, increase efficiency, increase productivity, 
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and improve temperature stability and heat transfer, and 
reduce costs of fuel consumption and pollutants [2]. 

II. GOVERNING EQUATION 
Combustion simulations typically involve the solution of 

the turbulent flows with heat transfer, species transport and 
chemical reactions. FLUENT [3] uses finite volume to resolve 
physical equations (energy, continuity, momentum equations). 

 
Continuity Equation 
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∂
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Momentum Equation 
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Energy Equation 
 

( ) ( ) ( )( ) ( ) ( )

hr

t

SS

pVVTkkVEE
t

++

∇−∇+∇+∇=∇+
∂
∂ .... τρρ                   (3) 

            
It is common to use the Reynolds-averaged form of the 

governing equation in conjunction with a suitable turbulence 
model. The 3D Reynolds Averaged Navier Stokes (RANS) 
equations together with standard k turbulence model [4] are 
solved by Fluent 6.3. In finite volume method, integrated 
physical equations are used.  

                       (4)  
                                                                             

                    (5) 

Where 
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III. COMBUSTION MODELING  
Before simulate the problem by FLUENT 6.32, the 

geometry is modeled in GAMBIT. The computational domain 
is a cubic rectangle which is 60 cm wide, 90 cm high and 
190cm long. 

Fluent software uses two resolutions, namely pressure based 
and density based resolutions. In this study modeling is based 
on pressure. In order to resolve the chemical reaction and its 
modeling, species are selected from species transport in 
models menu. 

Since the fuel and air inlets are quite distinct, this model can 
be used efficiently. In mixture material menu, methane-air is 
selected since methane-air reactions are involved. In reaction, 
volumetric option is selected. Then, inlet diffusion, diffusion 
energy source, full multi component diffusion, thermal 
diffusion options are all checked and eddy-dissipation is 
selected in turbulence-chemistry interaction menu. From 
Material menu, density option, incompressible gas is selected. 
Then, by clicking species, all components of reaction can be 
observed.   

Independence and the turbulence model and the turbulence 
were investigated and finally with 83 320 grid cells were 
chosen as the computational grid (figure 1) and standard k-ε 
was decided to be used as the turbulence model. 

 

 
Fig.1 Computational grid 

 
The regions close to the burner were meshed into smaller 

control volumes in order to enhance forecast accuracy (figure 
2).  

 

 
Fig.2 meshing of oxygen inlet 

IV. 3BNUMERICAL CALCULATION 

8BA standard k- ε as a simple perturbation model as a 
complete model of turbulence is widely used in the simulation 
of turbulent combustion. The pressure velocity coupling is 
resolved with SIMPLE algorithm. The descritization model is 
first order upwind scheme.  

After writing chemical reaction of methane combustion in 
stoichiometric and use from thermodynamic tables, adiabatic 
flame temperature calculates 2320°k. When the residual 
comes down to near zero and reach convergence, solution will 
be finish. 

V. 4BBOUNDARY CONDITION 
Flow conditions are steady, turbulent flow, heat transfer and 

chemical reactions, also under flow a condition, Mach number 
is very low; hence, the flow in assumed incompressible. The 
inlet temperature is 300°K for all inlets. 

 

 
Fig.3 Computational Mesh in solution domain  

VI. 5BRESULT AND DISCUSSION 

After numerical calculation, it is easy to see results. In 
2005, M. Darbandi, A. Banaeizadeh and G. E. Schneider had 
been done numerical simulation on reacting flow [5] and 
compared their results with experimental data results and other 
numerical results which is gotten by Elkaim, D., Reggio, M., 
and Camarero, R and Smoot, J.L, and Lewis, H.M. Fig. 4 
plotted those results and results of this study and shows 
comparison between them. According to this figure, there is 
good agreement between results. 

 

 
Fig.4 Mixture fraction distribution of species and a comparison 

between present study, Elkaim et al. [6] and experimental data [7]  
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By plotting the CH4 mole fraction vs. X, according to figure 
5, with the increase of AF ratio, CH4 decreases. It is obvious 
Minimum consumption CH4 mole fraction in combustion, 
happens at highest AF ratio (5.1). 

The increase of incoming oxygen discharge, has a little 
effect on curve of CH4 mole fraction at state AF=1.3 and has 
approximately no effect on amount of CH4 in other states. 

 

 
Fig.5 CH4 mole fraction vs. length of combustion chamber 

 
Figure 6 show effects of AF ratio and oxygen enriched flow 

rate on CH4 concentration along centerline of combustion. 
 

 
(a) 

 
(b) 

 
    (c) 

Fig.6 CH4 concentration of combustion enriched combustion 54 
lit/min, (a) AF = 1.3 (b) AF = 3.2, (c) AF =5.1  

 
By comparison above three contours, it can be find another 

result. Combustion process occurs earlier by increasing AF 
ratio. 

 

 
Fig.7 compares temperature along the torch centerline with different 

air-fuel inlets and oxygen enrichment 
 

With the increase of air-fuel ratio, the maximum torch 
flame increases too. According to figure 7, this increase is 
very strict from air-fuel ratio of 1.3 to 3.2. The temperature 
becomes uniform along the torch centerline. With oxygen 
enrichment, variations are observed in maximum temperature 
of AF ratio of 1.3. As the oxygen inlet increases, the 
temperature decreases dramatically. However, with AF ratio 
of 3.2. Changes in oxygen enrichment are negligible in AF 
ratio of 3.2 and 5.1 

VII. CONCLUSION 
Computational results for the pollutant emissions resulting 

from combustion of fuel are evaluated. A 3D combustion 
chamber was simulated using FLUENT 6.32 software. 
Air/fuel ratio is flexible as 1.3, 3.2 and 5.1 and the oxygen 
enriched flow rates are 28, 54, 68 lit/min. Results show 
increase of AF flow rate ratio causes reduction CH4 
consumption.  
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Abstract— One of the objectives of turbulent combustion models   

is to determine the average rate of reaction. Because high 
nonlinearity of the reaction rate of the different species. The estimate 
of the reaction rate is not straightforward and should be based on a 
phenomenological approach. In this numerical investigation we have 
used two approaches of the probability density function PDF for a 
turbulent diffusion flame of fuel H2/N2 injected into coflow hot air at 
a temperature of 1045 K. A comparative study of the two approaches 
was conducted and validated with experimental data. It was found 
that the second model, transported PDF gives more reliable results 
than the PDF presumed. 
Keywords—- Combustion, coflow, PDF (presumed transported), 
chemical reaction rate, Turbulence. 

.  

I. INTRODUCTION 
Industrial systems involving combustion phenomena 
(ovens, automobile engines , aircraft , gas turbines ) are 
subject to constraints  increasingly important economically , 

that is to say, cost reduction , performance improvement on 
the environmental plan (reduction of pollutant emissions , 
noise emissions , etc ... ). . All these considerations motivate 
many research related to turbulent combustion. Indeed, 
understanding, modeling and simulation allow not only the 
improvement of existing systems, but also the development of 
new technologies. 
 
Turbulent diffusion flames meet in the industry most often in 
the gas burners (fuel jet injected from a center of air flow in 
the same direction). The turbulence plays an important role to 
mix as quickly as possible in the gas presence. 
 
Position of the problem: 
The interaction between the turbulence and the combustion 
plays an important role in most industrial systems. The study 
of these flows leads to the characteristic equations derived 
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from MDF, thermodynamics, chemistry. In view of the 
complexity of these equations and mathematical tools, 
analytical resolution is limited to very simple cases, the direct 
solution without simplifying assumption requires computing 
power (the computational power of current computer is not 
sufficient for this kind of calculation). In this case, we used the 
method (RANS) which consists in averaging equations 
phenomena. The equations for the average quantities that 
result from this approach show an unknown term that must 
déterminer.il is the average rate of reaction. Because of the 
high nonlinearity of the reaction rates of different species, its 
estimation is not straightforward and should be based on a 
phenomenological approach.  
Models of turbulent combustion based on the statistical 
phenomenological approach PDF, are of two different types. 
One of these goals is to determine the rate of reaction. In our 
study we opted and used both methods in order to know the 
advantages and disadvantages and make a comparative study 
between the two. 
The first model presumed PDF is to presume the form of the 
PDF. The second model, transports PDF is to solve equation 
transport for the PDF. These methods have the advantage to 
take into account precisely the chemistry and thus a priori be 
applicable to all combustion regimes. In particular, all the 
terms defined in a point, such as the average rate of chemical 
reaction, can be determined. 
Numerical simulation is a very important tool in the study of 
prediction of turbulent reactive flows. Indeed, it has several 
advantages (gain time, less expensive than the experience ...). 
It allows to consider several configurations of boundary 
conditions, for the same initial flow and in a short time. Also 
provides information on almost all of the area studied, 
simulating with real or ideal conditions to deepen the 
understanding of the phenomenon studied. 
 
The fluent code became a widely used tool for the simulation 
of all phenomena in the field of energy in industry for 
research. The construction of the geometric model, mesh and 
boundary conditions is generated with Gambit preprocessor. 

II. THE GOVERNING EQUATIONS  
The flow that we have considered is a reactive flow, turbulent, 
multi species. The equations that govern this phenomenon are 

Numerical study of a turbulent diffusion flame 
H2/N2 injected in a coflow of hot air. 

Comparison between models has PDF presumed 
and transported 
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those of continuity, momentum, energy conservation, species 
conservation and the equation of state of the gas is supposed 
perfect [1]. The flow is turbulent. Dynamic equations were 
established in the two-dimensional stationary case. 
 
2.1 Continuity equation: This equation expresses the 
conservation of mass 

2.2. Equation of momentum:  The momentum equation for an 
incompressible and Newtonian fluid is given by: 

.................( ) ( ) (2)ik
i k i

k k i

pu u u
t x x x

τρ ρ ∂∂ ∂ ∂
+ = −

∂ ∂ ∂ ∂  
Where ikτ is the viscous stress tensor: 
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Where ku  represents the speed, p  and ρ the pressure of the 
mixture density 
 
2.3. Balance of species involved in the reaction: stock of the 
species is written as follows: 

..( ) ( ) ( ) (4)..i
i k i i i

k k k
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t x x x
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∂ ∂ ∂ ∂  
Where iω  is the rate of chemical reactions i iω ρ= Ω   iY  is 
the mass fraction and Di  is the binary diffusion coefficient of 
species i. 
 
2.4. Enthalpy equation:  After using the approximation 
Schved-zeldovitc (which calculates all species, enthalpy and 
temperature, based on a conservative mixture fraction variable 
and one variable reactive mass fraction of chemical species) . 
The energy balance leads to the equation for the specific 
enthalpy: 

...........( ) ( ) ( ) (5. )k i
k k k

u D
t x x x

ζρζ ρ ζ ρ∂ ∂ ∂ ∂
+ =

∂ ∂ ∂ ∂  
 
2.5. Equation characterizing the state of the gas mixture: We 
will consider these gases as perfect ideal gas mixtures: 

.................................................. . (6). .
m

Rp T
M

ρ=  

III. AVERAGE EQUATIONS AND CLOSE PROBLEMS:  
 

WE APPLIED THE AVERAGE OPERATOR ON EXACT EQUATIONS  
 

CONTINUITY EQUATION: 

 ...........................................( ) 0 (7).k
k

u
t x
ρ ρ∂ ∂

+ =
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Equation of momentum: 
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Equation Evolution of the average fraction mixture: 
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Equation of evolution of the average mass fraction: 
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Equation  average of state  
 ........................................* * ..... (11. )T T cteρ ρ= =  

We found new terms appear and separate equations of the 
initial equations, these terms represent the turbulent transport 
variables:  

• The term of the Reynolds stress tensor of the form 
" "
i ku uρ  whose closure is due to the different 

turbulence models 

• Turbulent flow of mixture fraction " "
kuρ ζ and 

" "
ku Yρ  species, or terms of turbulent transport, 

whose closure is due to the appropriate models of 
combustion. 

• Source terms, such as chemical source terms iω . 

These terms are problematic because of their non-
linearity. 

The particular problem of the closure of the reaction rate 
is one of the main objectives of our study and modeling 
turbulent combustion. 

  

IV. MODELING OF TURBULENT COMBUSTION  
One of the objectives of turbulent combustion models is to 
determine the average rate of reaction. Because of the high 
non-linearity of the reaction rate of the different species, the 
estimated average rate of reaction is not straightforward [2] 
and should be based on a phenomenological approach. 
Three main approaches used to describe the turbulent flames: 
approach based on the geometrical analysis, based on the 
turbulent mixing and statistical analysis at a point. In our study 
we used the statistical analysis based on a point approach. This 
analysis allows for the statistical properties of the scalar field 
at a point of the mean flow by the probability density function 
(PDF). There are two PDF model, the first presumed PDF is to 
assume the form of the PDF. The second PDF transported 
consists to solve an equation transport the PDF. 
 
4.1 Presumed PDF model: The basic approach is to link the 
instantaneous thermochemical properties of the fluid 
(temperature, density and mass fraction) to a conservative 

.................................................0 (1)k

k

u
t x

ρρ ∂∂
+ =

∂ ∂
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scalar called  mixture fraction.                   

,
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z z
z z

ζ −=
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Where Zj is the elementary mass fraction of the element j. 
The advantage of the fraction of the mixture is that it can be 
calculated from a local value ζ  of any other conservative 

scalar φ  a function of ζ , such as temperature, mass fraction 
etc.. In a turbulent regime, the mixture fraction can fluctuate 
chaotically. To model these fluctuations, we calculate the 
variance. If the average of the mixture fraction is given by the 

above equation, the variance can be written 2'ζ :                 



( ) ( ) 

2
22

0

.............1' . (. .. 1. 3)t dt
τ

ζ ζ ζ ζ ζ
τ

 = − = − ∫  

La forme de la PDF peut être calculée à  partir des résultats 
expérimentaux ou bien on peut la présumer. C’est la dernière 
approche qui est généralement utilisée. La PDF la plus 
couramment utilisée est une fonction du type BETA : 
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And   ( )
 ( )
2

1
1 1

'

ζ ζ
β ζ

ζ

 −
 = − −
 
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p(ζ ) is a temporal representation of fluctuations in a 
turbulent flow. It is used to calculate the average values 
dependent of ζ  
4.2 Transported PDF model    The composition model PDF 
transported is used when one wants to simulate the effects of 
chemical kinetics in a reactive turbulent flow. With 
appropriate chemical mechanism, this method can be 
provided. The kinetic-controlled species such as CO and NOx, 
as the extinction of flame and ignition. The simulation is 
computationally expensive PDF transported, and it is 
recommended to start the model with small grids, and 
preferably in 2D. in this method, the scalar is calculated by a 
Lagrangian method [3], followed by a representative fluid 
particle of a chemical species. The advantages are the accurate 
determination of the reaction rate as well as taking into 
account the temporal and spatial evolution of a chemical 
species. The operation is achieved by statistical averaging 
temporally through a sufficient number of instantaneous fields 
of particles (20 to100). The species transport equations are 
mathematically obtained from an equation of the PDF 
transport. 

i k i
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In the equation, the terms on the left side were closed, while 
those on the right are not and require modeling. The first term 
on the left side is the rate of change of PDF unstable, the 
second term is the change due to the PDF by the convection of 
the mean velocity field, and the third term is the rate of 
reaction. The main strength of the PDF transport approach is 
that the reaction term highly nonlinear is completely closed 
and does not require modeling. The two terms on the right side 
represent the change in PDF due to scalar convection by 
turbulence (turbulent scalar flux), and the molecular / mixture 
distribution. The limit of turbulent scalar flux is open, and 
modeled in FLUENT by the claim diffusion gradient 

i
Ct

.....u " ( .....) (16)
S

.......t

i i i

u pp
x x x

ψ∂ ∂ ∂
 − ρ = ∂ ∂ ρ ∂  

Sct : is the turbulent Schmidt number 
A model of turbulence or turbulence modeling is needed for 
the composition of simulated PDF transported, and this 
determines Ut. As the PDF is a single point and only the 
information on the neighboring points are missing and all the 
terms of gradient, such as the molecular mixing, are opened 
and should be modeled. The mixture model is essential 
because the combustion occurs at smaller scales when 
molecular reagents and diffuse heat together. Mixture 
modeling methods in the PDF is not simple, and is the weakest 
of the transported PDF approach. 

V. PRESENTATION OF THE STUDY  
geometry considered is similar to the burner of CABRA (FIG. 
1). The burner consists of a horizontal tube of internal 
diameter 4.57mm, 6.35mm and outside diameter, centered in a 
cross-section of internal diameter 210mm. 
 
 
 

 
 
 
 
 

Fig1:Domaine calculation. 
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Parameter Symbol Jet Coflow 

Température  T (°K) 305 1045 
Flow velocity V (m/s)  107 3.5 

hydraulic diameter DH(m) 2.285 10×
 

3105 10−×
 

The molar fraction 
of hydrogen XH2 0.02388 - 

The molar fraction 
of oxygène XO2 - 0.17082 

The molar fraction 
of H2O X H2O - 0.06453 

The molar fraction 
of azote XN2 0.97612 0.76466 

Reynolds number Re 23660 18600 
 
According to the simplified map [4] modes and combustion 
regimes of different academic flames, measured in the TNF 
workshop. Our flame is that of (Berkeley / Sydney Lifted 
nonpremixed jet flames in vitiated coflow H2/Air). it is shown 
in (FIG. 2). The geometrical configuration is axisymmetric. 
FLUENT code uses a Cartesian coordinate system. On the 
mesh size, we opted for forms of quadrilateral meshes. it is 
2530 meshes (Figure 3). 
                             

 
   Fig3 Studied geometry after meshing the software GAMBIT 
 
A refining zones near the outlet of the burner has been 
considered to reflect the wide variations occurring in these 
areas including the velocity gradients. the definition of the 
geometry and the generation of the mesh were carried out 
using the GAMBIT. 
 
 

VI. DISCUSSION OF RESULTS  
 
Study of the evolution of the temperature 

 
 
 
 
 
 
 
 
 

 
 
Study of the evolution of oxygen mass fraction 
 
 

 
 
 

 
 
 
Study of the evolution of hydrogen mass fraction: 
 

 
 
 
 
 
 
 
 
 

 

 

Fig2 geometries burner 
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Profile of various developments in the application of the two 
methods of PDF. Experimental result (cabra 2002). 
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Note: According to the results, we can divide our 
computational domain into four areas:  
• The first zone (Z / D = 0 to 4) is the area of pure fuel.  
• The second zone (Z / D = 4 to 12.5) is the area of 
heterogeneous premix.  
• The third zone (Z / D = 12.5 to 25) is the reaction zone.  
• The last zone (Z / D = 25 to the end) is the area of the burned 
gas. 
 

VII. CONCLUSION 
The objective of this thesis was to contribute to the 
development of models and simulation techniques to 
reproduce and predict phenomena resulting from the coupling 
between combustion and turbulence in diffusion flames. The 
complexity of the phenomena and the technical difficulties of 
experimental studies on real configurations in the field of 
combustion showed the interest of numerical approaches. 
The probability density function of proved a promising 
approach for the prediction of complex turbulent reactive 
flows. We have two models of probability density function, 
the first model presumed  PDF and the second  transported 
PDF. These two models do not have the same average and 
study conditions, and therefore the same results. It is in this 
context that fits our study, in order to apply both PDF 
approach and compare these results with experiment. 
The calculations were compared with detailed Berkeley Lab / 
Sydney, nonpremixed jet flames in vitiated Lifted H2/N2 
coflow experimental data. Excellent agreement was obtained 
between the calculations and experience in both methods and 
especially with transported PDF. We found some anomalies 
between the results. These anomalies can be justified by 
several reasons: 

• The mechanism used. 
• The mesh and the number of nodes: the presumed 

PDF model, we can use a large tiller mesh. By 
against, with the second model can not use this 
network due to lack of computing means (requires a 
large memory capacity) 

•  The boundary conditions (adiabatic walls). 
•  Model of turbulence. 
•  Model mixture. 
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Fig 3: Temperature profile 
through the application of two 
methods of PDF. 

Fig 4: Profile of the fraction of 
hydrogen by applying the two 
methods PDF. 

Fig 5: Profile of the oxygen 
fraction by applying the two 
methods PDF. 
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