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Introduction

Behaviorism, cognitivism, and constructivism are the three broad learning theories most often utilized in the creation of 
instructional environments. These theories, however, were developed in a time when learning was not impacted 
through technology. Over the last twenty years, technology has reorganized how we live, how we communicate, and 
how we learn. Learning needs and theories that describe learning principles and processes, should be reflective of 
underlying social environments. Vaill emphasizes that “learning must be a way of being – an ongoing set of attitudes 
and actions by individuals and groups that they employ to try to keep abreast o the surprising, novel, messy, obtrusive, 
recurring events…” (1996, p.42). 

Learners as little as forty years ago would complete the required schooling and enter a career that would often last a 
lifetime. Information development was slow. The life of knowledge was measured in decades. Today, these 
foundational principles have been altered. Knowledge is growing exponentially. In many fields the life of knowledge is 
now measured in months and years. Gonzalez (2004) describes the challenges of rapidly diminishing knowledge life:

“One of the most persuasive factors is the shrinking half-life of knowledge. The “half-life of knowledge” 
is the time span from when knowledge is gained to when it becomes obsolete. Half of what is known 
today was not known 10 years ago. The amount of knowledge in the world has doubled in the past 10 
years and is doubling every 18 months according to the American Society of Training and 
Documentation (ASTD). To combat the shrinking half-life of knowledge, organizations have been forced 
to develop new methods of deploying instruction.”

Some significant trends in learning:

●     Many learners will move into a variety of different, possibly unrelated fields over the course of their lifetime. 
●     Informal learning is a significant aspect of our learning experience. Formal education no longer comprises the 

majority of our learning. Learning now occurs in a variety of ways – through communities of practice, personal 
networks, and through completion of work-related tasks. 

●     Learning is a continual process, lasting for a lifetime. Learning and work related activities are no longer 
separate. In many situations, they are the same. 

●     Technology is altering (rewiring) our brains. The tools we use define and shape our thinking. 
●     The organization and the individual are both learning organisms. Increased attention to knowledge 

management highlights the need for a theory that attempts to explain the link between individual and 
organizational learning. 

●     Many of the processes previously handled by learning theories (especially in cognitive information processing) 
can now be off-loaded to, or supported by, technology. 

●     Know-how and know-what is being supplemented with know-where (the understanding of where to find 
knowledge needed). 

Background
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Driscoll (2000) defines learning as “a persisting change in human performance or performance potential…[which] must 
come about as a result of the learner’s experience and interaction with the world” (p.11). This definition encompasses 
many of the attributes commonly associated with behaviorism, cognitivism, and constructivism – namely, learning as a 
lasting changed state (emotional, mental, physiological (i.e. skills)) brought about as a result of experiences and 
interactions with content or other people.

Driscoll (2000, p14-17) explores some of the complexities of defining learning. Debate centers on: 

●     Valid sources of knowledge - Do we gain knowledge through experiences? Is it innate (present at birth)? Do we 
acquire it through thinking and reasoning? 

●     Content of knowledge – Is knowledge actually knowable? Is it directly knowable through human experience? 
●     The final consideration focuses on three epistemological traditions in relation to learning: Objectivism, 

Pragmatism, and Interpretivism 
❍     Objectivism (similar to behaviorism) states that reality is external and is objective, and knowledge is gained through 

experiences. 
❍     Pragmatism (similar to cognitivism) states that reality is interpreted, and knowledge is negotiated through experience and 

thinking. 
❍     Interpretivism (similar to constructivism) states that reality is internal, and knowledge is constructed. 

All of these learning theories hold the notion that knowledge is an objective (or a state) that is attainable (if not already 
innate) through either reasoning or experiences. Behaviorism, cognitivism, and constructivism (built on the 
epistemological traditions) attempt to address how it is that a person learns. 

Behaviorism states that learning is largely unknowable, that is, we can’t possibly understand what goes on inside a 
person (the “black box theory”). Gredler (2001) expresses behaviorism as being comprised of several theories that 
make three assumptions about learning:

1.  Observable behaviour is more important than understanding internal activities 
2.  Behaviour should be focused on simple elements: specific stimuli and responses 
3.  Learning is about behaviour change 

Cognitivism often takes a computer information processing model. Learning is viewed as a process of inputs, 
managed in short term memory, and coded for long-term recall. Cindy Buell details this process: “In cognitive theories, 
knowledge is viewed as symbolic mental constructs in the learner's mind, and the learning process is the means by 
which these symbolic representations are committed to memory.” 

Constructivism suggests that learners create knowledge as they attempt to understand their experiences (Driscoll, 
2000, p. 376). Behaviorism and cognitivism view knowledge as external to the learner and the learning process as the 
act of internalizing knowledge. Constructivism assumes that learners are not empty vessels to be filled with 
knowledge. Instead, learners are actively attempting to create meaning. Learners often select and pursue their own 
learning. Constructivist principles acknowledge that real-life learning is messy and complex. Classrooms which 
emulate the “fuzziness” of this learning will be more effective in preparing learners for life-long learning.

Limitations of Behaviorism, Cognitivism, and Constructivism

A central tenet of most learning theories is that learning occurs inside a person. Even social constructivist views, which 
hold that learning is a socially enacted process, promotes the principality of the individual (and her/his physical 
presence – i.e. brain-based) in learning. These theories do not address learning that occurs outside of people (i.e. 
learning that is stored and manipulated by technology). They also fail to describe how learning happens within 
organizations

Learning theories are concerned with the actual process of learning, not with the value of what is being learned. In a 
networked world, the very manner of information that we acquire is worth exploring. The need to evaluate the 
worthiness of learning something is a meta-skill that is applied before learning itself begins. When knowledge is 
subject to paucity, the process of assessing worthiness is assumed to be intrinsic to learning. When knowledge is 
abundant, the rapid evaluation of knowledge is important. Additional concerns arise from the rapid increase in 
information. In today’s environment, action is often needed without personal learning – that is, we need to act by 
drawing information outside of our primary knowledge. The ability to synthesize and recognize connections and 
patterns is a valuable skill.

Many important questions are raised when established learning theories are seen through technology. The natural 
attempt of theorists is to continue to revise and evolve theories as conditions change. At some point, however, the 
underlying conditions have altered so significantly, that further modification is no longer sensible. An entirely new 
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approach is needed.

Some questions to explore in relation to learning theories and the impact of technology and new sciences (chaos and 
networks) on learning:

●     How are learning theories impacted when knowledge is no longer acquired in the linear manner? 
●     What adjustments need to made with learning theories when technology performs many of the cognitive 

operations previously performed by learners (information storage and retrieval). 
●     How can we continue to stay current in a rapidly evolving information ecology? 
●     How do learning theories address moments where performance is needed in the absence of complete 

understanding? 
●     What is the impact of networks and complexity theories on learning? 
●     What is the impact of chaos as a complex pattern recognition process on learning? 
●     With increased recognition of interconnections in differing fields of knowledge, how are systems and ecology 

theories perceived in light of learning tasks? 

An Alternative Theory

Including technology and connection making as learning activities begins to move learning theories into a digital age. 
We can no longer personally experience and acquire learning that we need to act. We derive our competence from 
forming connections. Karen Stephenson states: 

“Experience has long been considered the best teacher of knowledge. Since we cannot experience 
everything, other people’s experiences, and hence other people, become the surrogate for knowledge. 
‘I store my knowledge in my friends’ is an axiom for collecting knowledge through collecting people 
(undated).”

Chaos is a new reality for knowledge workers. ScienceWeek (2004) quotes Nigel Calder's definition that chaos is “a 
cryptic form of order”. Chaos is the breakdown of predictability, evidenced in complicated arrangements that initially 
defy order. Unlike constructivism, which states that learners attempt to foster understanding by meaning making tasks, 
chaos states that the meaning exists – the learner's challenge is to recognize the patterns which appear to be hidden. 
Meaning-making and forming connections between specialized communities are important activities.

Chaos, as a science, recognizes the connection of everything to everything. Gleick (1987) states: “In weather, for 
example, this translates into what is only half-jokingly known as the Butterfly Effect – the notion that a butterfly stirring 
the air today in Peking can transform storm systems next month in New York” (p. 8). This analogy highlights a real 
challenge: “sensitive dependence on initial conditions” profoundly impacts what we learn and how we act based on our 
learning. Decision making is indicative of this. If the underlying conditions used to make decisions change, the decision 
itself is no longer as correct as it was at the time it was made. The ability to recognize and adjust to pattern shifts is a 
key learning task.

Luis Mateus Rocha (1998) defines self-organization as the “spontaneous formation of well organized structures, 
patterns, or behaviors, from random initial conditions.” (p.3). Learning, as a self-organizing process requires that the 
system (personal or organizational learning systems) “be informationally open, that is, for it to be able to classify its 
own interaction with an environment, it must be able to change its structure…” (p.4). Wiley and Edwards acknowledge 
the importance of self-organization as a learning process: “Jacobs argues that communities self-organize is a manner 
similar to social insects: instead of thousands of ants crossing each other’s pheromone trails and changing their 
behavior accordingly, thousands of humans pass each other on the sidewalk and change their behavior accordingly.”. 
Self-organization on a personal level is a micro-process of the larger self-organizing knowledge constructs created 
within corporate or institutional environments. The capacity to form connections between sources of information, and 
thereby create useful information patterns, is required to learn in our knowledge economy.

Networks, Small Worlds, Weak Ties

A network can simply be defined as connections between entities. Computer networks, power grids, and social 
networks all function on the simple principle that people, groups, systems, nodes, entities can be connected to create 
an integrated whole. Alterations within the network have ripple effects on the whole.

Albert-László Barabási states that “nodes always compete for connections because links represent survival in an 
interconnected world” (2002, p.106). This competition is largely dulled within a personal learning network, but the 
placing of value on certain nodes over others is a reality. Nodes that successfully acquire greater profile will be more 
successful at acquiring additional connections. In a learning sense, the likelihood that a concept of learning will be 
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linked depends on how well it is currently linked. Nodes (can be fields, ideas, communities) that specialize and gain 
recognition for their expertise have greater chances of recognition, thus resulting in cross-pollination of learning 
communities.

Weak ties are links or bridges that allow short connections between information. Our small world networks are 
generally populated with people whose interests and knowledge are similar to ours. Finding a new job, as an example, 
often occurs through weak ties. This principle has great merit in the notion of serendipity, innovation, and creativity. 
Connections between disparate ideas and fields can create new innovations.

Connectivism

Connectivism is the integration of principles explored by chaos, network, and complexity and self-organization 
theories. Learning is a process that occurs within nebulous environments of shifting core elements – not entirely under 
the control of the individual. Learning (defined as actionable knowledge) can reside outside of ourselves (within an 
organization or a database), is focused on connecting specialized information sets, and the connections that enable us 
to learn more are more important than our current state of knowing.

Connectivism is driven by the understanding that decisions are based on rapidly altering foundations. New information 
is continually being acquired. The ability to draw distinctions between important and unimportant information is vital. 
The ability to recognize when new information alters the landscape based on decisions made yesterday is also critical. 

Principles of connectivism:

●     Learning and knowledge rests in diversity of opinions. 
●     Learning is a process of connecting specialized nodes or information sources. 
●     Learning may reside in non-human appliances. 
●     Capacity to know more is more critical than what is currently known 
●     Nurturing and maintaining connections is needed to facilitate continual learning. 
●     Ability to see connections between fields, ideas, and concepts is a core skill. 
●     Currency (accurate, up-to-date knowledge) is the intent of all connectivist learning activities. 
●     Decision-making is itself a learning process. Choosing what to learn and the meaning of incoming information 

is seen through the lens of a shifting reality. While there is a right answer now, it may be wrong tomorrow due 
to alterations in the information climate affecting the decision. 

Connectivism also addresses the challenges that many corporations face in knowledge management activities. 
Knowledge that resides in a database needs to be connected with the right people in the right context in order to be 
classified as learning. Behaviorism, cognitivism, and constructivism do not attempt to address the challenges of 
organizational knowledge and transference.

Information flow within an organization is an important element in organizational effectiveness. In a knowledge 
economy, the flow of information is the equivalent of the oil pipe in an industrial economy. Creating, preserving, and 
utilizing information flow should be a key organizational activity. Knowledge flow can be likened to a river that 
meanders through the ecology of an organization. In certain areas, the river pools and in other areas it ebbs. The 
health of the learning ecology of the organization depends on effective nurturing of information flow.

Social network analysis is an additional element in understanding learning models in a digital era. Art Kleiner (2002) 
explores Karen Stephenson’s “quantum theory of trust” which “explains not just how to recognize the collective 
cognitive capability of an organization, but how to cultivate and increase it”. Within social networks, hubs are well-
connected people who are able to foster and maintain knowledge flow. Their interdependence results in effective 
knowledge flow, enabling the personal understanding of the state of activities organizationally.

The starting point of connectivism is the individual. Personal knowledge is comprised of a network, which feeds into 
organizations and institutions, which in turn feed back into the network, and then continue to provide learning to 
individual. This cycle of knowledge development (personal to network to organization) allows learners to remain 
current in their field through the connections they have formed.

Landauer and Dumais (1997) explore the phenomenon that “people have much more knowledge than appears to be 
present in the information to which they have been exposed”. They provide a connectivist focus in stating “the simple 
notion that some domains of knowledge contain vast numbers of weak interrelations that, if properly exploited, can 
greatly amplify learning by a process of inference”. The value of pattern recognition and connecting our own “small 
worlds of knowledge” are apparent in the exponential impact provided to our personal learning.
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John Seely Brown presents an interesting notion that the internet leverages the small efforts of many with the large 
efforts of few. The central premise is that connections created with unusual nodes supports and intensifies existing 
large effort activities. Brown provides the example of a Maricopa County Community College system project that links 
senior citizens with elementary school students in a mentor program. The children “listen to these “grandparents” 
better than they do their own parents, the mentoring really helps the teachers…the small efforts of the many- the 
seniors – complement the large efforts of the few – the teachers.” (2002). This amplification of learning, knowledge 
and understanding through the extension of a personal network is the epitome of connectivism.

Implications

The notion of connectivism has implications in all aspects of life. This paper largely focuses on its impact on learning, 
but the following aspects are also impacted:

●     Management and leadership. The management and marshalling of resources to achieve desired outcomes is a 
significant challenge. Realizing that complete knowledge cannot exist in the mind of one person requires a 
different approach to creating an overview of the situation. Diverse teams of varying viewpoints are a critical 
structure for completely exploring ideas. Innovation is also an additional challenge. Most of the revolutionary 
ideas of today at one time existed as a fringe element. An organizations ability to foster, nurture, and 
synthesize the impacts of varying views of information is critical to knowledge economy survival. Speed of 
“idea to implementation” is also improved in a systems view of learning. 

●     Media, news, information. This trend is well under way. Mainstream media organizations are being challenged 
by the open, real-time, two-way information flow of blogging. 

●     Personal knowledge management in relation to organizational knowledge management 
●     Design of learning environments 

Conclusion:

The pipe is more important than the content within the pipe. Our ability to learn what we need for tomorrow is more 
important than what we know today. A real challenge for any learning theory is to actuate known knowledge at the 
point of application. When knowledge, however, is needed, but not known, the ability to plug into sources to meet the 
requirements becomes a vital skill. As knowledge continues to grow and evolve, access to what is needed is more 
important than what the learner currently possesses.

Connectivism presents a model of learning that acknowledges the tectonic shifts in society where learning is no longer 
an internal, individualistic activity. How people work and function is altered when new tools are utilized. The field of 
education has been slow to recognize both the impact of new learning tools and the environmental changes in what it 
means to learn. Connectivism provides insight into learning skills and tasks needed for learners to flourish in a digital 
era.
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passed before an industrial version was built, then another 25 years before all the necessary 
accoutrements for electrification came into place-power companies, neighborhood wiring, 
appliances (like light bulbs) that required electricity, and so on. But when that infrastructure 
finally took hold, everything changed-homes, work places, transportation, entertainment, 
architecture, what we ate, even when we went to bed. Worldwide, electricity became a 
transformative medium for social practices. 

 

In quite the same way, the World Wide Web will be a transformative medium, as important 
as electricity. Here again we have a story of gradual development followed by an exploding 
impact. The Web's antecedents trace back to a U.S. Department of Defense project begun in 
the late 1960s, then to the innovations of Tim Berners-Lee and others at the Center for 
European Nuclear Research in the late 1980s, followed by rapid adoption in the mid- and 
late-1990s. Suddenly we had e-mail available, then a new way to look up information, then 
a remarkable way to do our shopping-but that's barely the start. The tremendous range of 
transformations wrought by electricity, so barely sensed by our grandparents a century ago, 
lie ahead of us through the Web. 

No one fully knows what those transformations will be, but what we do know is that initial 
uses of new media have tended to mimic what came before: early photography imitated 
painting, the first movies the stage, etc. It took 10 to 20 years for filmmakers to discover the 
inherent capabilities of their new medium. They were to develop techniques now 
commonplace in movies, such as "fades," "dissolves," "flashbacks," "time and space folds," 
and "special effects," all radically different from what had been possible in the theater. So it 
will be for the Web. What we initially saw as an intriguing network of computers is now 
evolving its own genres from a mix of technological possibilities and social and market 
needs. 

Challenging as it is, this article will try to look ahead to understand the Web's fundamental 
properties; see how they might create a new kind of information fabric in which learning, 
working, and playing co-mingle; examine the notion of distributed intelligence; ask how 
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one might better capture and leverage naturally occurring knowledge assets; and finally get 
to our core topic-how all of this might fold together into a new concept of "learning 
ecology." Along the way, too, we'll look frequently at learning itself and ask not only how it 
occurs now, but how it can become ubiquitous in the future. 

A New Medium
The first thing to notice is that the media we're all familiar with-from books to television-are 
one-way propositions: they push their content at us. The Web is two-way, push and pull. In 
finer point, it combines the one-way reach of broadcast with the two-way reciprocity of a 
mid-cast. Indeed, its user can at once be a receiver and sender of "broadcast"-a confusing 
property, but mind-stretching!

A second aspect of the Web is that it is the first medium that honors the notion of multiple 
intelligences. This past century's concept of "literacy" grew out of our intense belief in text, 
a focus enhanced by the power of one particular technology-the typewriter. It became a 
great tool for writers but a terrible one for other creative activities such as sketching, 
painting, notating music, or even mathematics. The typewriter prized one particular kind of 
intelligence, but with the Web, we suddenly have a medium that honors multiple forms of 
intelligence-abstract, textual, visual, musical, social, and kinesthetic. As educators, we now 
have a chance to construct a medium that enables all young people to become engaged in 
their ideal way of learning. The Web affords the match we need between a medium and 
how a particular person learns.

A third and unusual aspect of the Web is that it leverages the small efforts of the many with 
the large efforts of the few. For example, researchers in the Maricopa County Community 
College system in Phoenix have found a way to link a set of senior citizens with pupils in 
the Longview Elementary School, as helper-mentors. It's wonderful to see-kids listen to 
these "grandparents" better than they do to their own parents, the mentoring really helps 
their teachers, and the seniors create a sense of meaning for themselves. Thus, the small 
efforts of the many-the seniors-complement the large efforts of the few-the teachers.
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The same thing can be found in operation at Hewlett-Packard, where engineers use the Web 
to help kids with science or math problems. Both of these examples barely scratch the 
surface as we think about what's possible when we start interlacing resources with needs 
across a whole region.

The Web has just begun to have an impact on our lives. As fascinated as we are with it 
today, we're still seeing it in its early forms. We've yet to see the full motion video and 
audio possibilities that await the bandwidth we'll soon have through cable modems and 
DSL; also to come are the new Web appliances, such as the portable Web in a phone, and a 
host of wireless technologies. As important as any of these is the imagination, competitive 
drive, and capital behind a thousand companies-chased by a swelling list of dot-coms-
rushing to bring new content, services, and "solutions" to offices and homes.

My belief is that not only will the Web be as fundamental to society as electrification, but 
that it will be subject to many of the same diffusion and absorption dynamics as that earlier 
medium. We're just at the bottom of the S -curve of this innovation, a curve that will have 
about the same shape as with electrification, but a much steeper slope than before. As this S-
curve takes off, it creates huge opportunities for entrepreneurs. It will be entrepreneurs, 
corporate or academic, who will drive this chaotic, transformative phenomenon, who will 
see things differently, challenge background assumptions, and bring new possibilities into 
being. Our challenge and opportunity, then, is to foster an entrepreneurial spirit toward 
creating new learning environments-a spirit that will use the unique capabilities of the Web 
to leverage the natural ways that humans learn.

Digital Learners
Let's turn to today's youth, growing up digital. How are they different? This subject matters, 
because our young boys and girls are today's customers for schools and colleges and 
tomorrow's for lifelong learning. Approximately four years ago, we at Xerox's Palo Alto 
Research Center started hiring 15 year olds to join us as researchers. We gave them two 
jobs. First, they were to design the "workscape" of the future-one they'd want to work in; 
second, they were to design the school or "learningscape" of the future-again, with the same 
condition. We had an excellent opportunity to watch these adolescents, and what we saw the 
ways they think, the designs they came up with-really shook us up.

For example, today's kids are always "multiprocessing"-they do several things 
simultaneously-listen to music, talk on the cell phone, and use the computer, all at the same 
time. Recently I was with a young twenty-something who had actually wired a Web 
browser into his eyeglasses. As he talked with me, he had his left hand in his pocket to cord 
in keystrokes to bring up my Web page and read about me, all the while carrying on with 
his part of the conversation! I was astonished that he could do all this in parallel and so 
unobtrusively. 

People my age tend to think that kids who are multiprocessing can't be concentrating. That 
may not be true. Indeed, one of the things we noticed is that the attention span of the teens 
at PARC-often between 30 seconds and five minutes-parallels that of top managers, who 
operate in a world of fast context-switching. So the short attention spans of today's kids may 
turn out to be far from dysfunctional for future work worlds. 

Let me bring together our findings by presenting a set of dimensions, and shifts along them, 
that describe kids in the digital age. We present these dimensions in turn, but they actually 
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fold in on each other, creating a complex of intertwined cognitive skills. 

The first dimensional shift has to do with literacy and how it is evolving. Literacy today 
involves not only text, but also image and screen literacy. The ability to "read" multimedia 
texts and to feel comfortable with new, multiple-media genres is decidedly nontrivial. 
We've long downplayed this ability; we tend to think that watching a movie, for example, 
requires no particular skill. If, however, you'd been left out of society for 10 years and then 
came back and saw a movie, you'd find it a very confusing, even jarring, experience. The 
network news shows-even the front page of your daily newspaper-are all very different 
from 10 years ago. Yet Web genres change in a period of months. 

The new literacy, beyond text and image, is one of information navigation. The real literacy 
of tomorrow entails the ability to be your own personal reference librarian-to know how to 
navigate through confusing, complex information spaces and feel comfortable doing so. 
"Navigation" may well be the main form of literacy for the 21st century. 

The next dimension, and shift, concerns learning. Most of us experienced formal learning in 
an authority-based, lecture-oriented school. Now, with incredible amounts of information 
available through the Web, we find a "new" kind of learning assuming pre-eminence-
learning that's discovery based. We are constantly discovering new things as we browse 
through the emergent digital "libraries." Indeed, Web surfing fuses learning and 
entertainment, creating "infotainment." 

But discovery-based learning, even when combined with our notion of navigation, is not so 
great a change, until we add a third, more subtle shift, one that pertains to forms of 
reasoning. Classically, reasoning has been concerned with the deductive and abstract. But 
our observation of kids working with digital media suggests bricolage to us more than 
abstract logic. Bricolage, a concept studied by Claude Levi-Strauss more than a generation 
ago, relates to the concrete. It has to do with abilities to find something-an object, tool, 
document, a piece of code-and to use it to build something you deem important. Judgment 
is inherently critical to becoming an effective digital bricoleur. 

How do we make good judgments? Socially, in terms of recommendations from people we 
trust? Cognitively, based on rational argumentation? On the reputation of a sponsoring 
institution? What's the mixture of ways and warrants that you end up using to decide and 
act? With the Web, the sheer scope and variety of resources befuddles the non-digital adult. 
But Web-smart kids learn to become bricoleurs. 

The final dimension has to do with a bias toward action. It's interesting to watch how new 
systems get absorbed by society; with the Web, this absorption, or learning process, by 
young people has been quite different from the process in times past. My generation tends 
not to want to try things unless or until we already know how to use them. If we don't know 
how to use some appliance or software, our instinct is to reach for a manual or take a course 
or call up an expert. Believe me, hand a manual or suggest a course to 15 year olds and they 
think you are a dinosaur. They want to turn the thing on, get in there, muck around, and see 
what works. Today's kids get on the Web and link, lurk, and watch how other people are 
doing things, then try it themselves. This tendency toward "action" brings us back into the 
same loop in which navigation, discovery, and judgment all come into play in situ. When, 
for example, have we lurked enough to try something ourselves? Once we fold action into 
the other dimensions, we necessarily shift our focus toward learning in situ with and from 
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each other. Learning becomes situated in action; it becomes as much social as cognitive, it 
is concrete rather than abstract, and it becomes intertwined with judgment and exploration. 
As such, the Web becomes not only an informational and social resource but a learning 
medium where understandings are socially constructed and shared. In that medium, learning 
becomes a part of action and knowledge creation. 

 

Creating Knowledge
To see how all these dimensions work, it's necessary to look at knowledge-its creation and 
sharing-from both the standard Cartesian position and that of the bricoleur. Knowledge has 
two dimensions, the explicit and tacit. The explicit dimension deals with concepts-the 
"know-whats"-whereas the tacit deals with "know-how," which is best manifested in work 
practices and skills. Since the tacit lives in action, it comes alive in and through doing 
things, in participation with each other in the world. As a consequence, tacit knowledge can 
be distributed among people as a shared understanding that emerges from working together, 
a point we will return to. 
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The developmental psychologist Jerome Bruner made a brilliant observation years ago 
when he said we can teach people about a subject matter like physics-its concepts, 
conceptual frameworks, its facts-and provide them with explicit knowledge of the field, but 
being a physicist involves a lot more than getting all the answers right at the end of each 
chapter. To be a physicist, we must also learn the practices of the field, the tacit knowledge 
in the community of physicists that has to do with things like what constitutes an 
"interesting" question, what proof may be "good enough" or even "elegant," the rich 
interplay between facts and theory-formation, and so on. Learning to be a physicist (as 
opposed to learning about physics) requires cutting a column down the middle of the 
diagram, looking at the deep interplay between the tacit and explicit. That's where deep 
expertise lies. Acquiring this expertise requires learning the explicit knowledge of a field, 
the practices of its community, and the interplay between the two. And learning all this 
requires immersion in a community of practice, enculturation in its ways of seeing, 
interpreting, and acting. 

The epistemic landscape is more complicated yet because both the tacit and explicit 
dimensions of knowledge apply not only to the individual but also to the social mind to 
what we've called communities of practice. It's common for us to think that all knowledge 
resides in individual heads, but when we factor in the tacit dimension-especially as it relates 
to practices-we quickly realize how much more we can know than is bounded by our own 
knowledge. Much of knowing is brought forth in action, through participation-in the world, 
with other people, around real problems. A lot of our know-how or knowing comes into 
being through participating in our community(ies) of practice. 

Understanding how intelligence is distributed across a broader matrix becomes increasingly 
critical if we want to leverage "learning to learn," because learning to learn happens most 
naturally when you and a participant are situated in a community of practice. Returning to 
Bruner's notion of learning to be, recall that it always involves processes of enculturation. 
Enculturation lies at the heart of learning. It also lies at the heart of knowing. Knowing has 
as much to do with picking up the genres of a particular profession as it does with learning 
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its facts and concepts. 

Curiously, academics' values tend to put theory at the top in importance, with the grubbiness 
of practice at the bottom. But think about what you do when you get a PhD. The last two 
years of most doctoral programs are actually spent in close work with professors, doing the 
discipline with them; these years in effect become a cognitive apprenticeship. Note that this 
comes after formal course work, which imparted relevant facts and conceptual frameworks. 
Those frameworks act as scaffolding to help structure the practice developed through the 
apprenticeship. So learning in situ and cognitive apprenticeship fold together in this notion 
of distributed intelligence. 

I dwell on this point because each of us has various techniques, mostly invisible, that we use 
day in and day out to learn with and from each other in situ. This is seen all the time on a 
campus, where students develop techniques for learning that span in-class and out-of-class 
experiences-all of campus life is about learning how to learn. Colleges should appreciate 
and support such learning; the key to doing so lies in understanding the dynamic flow in our 
two-by-two matrix. 

If we could use the Web to support the dynamics across these quadrants, we could create a 
new fabric for learning, for learning to learn in situ, for that is the essence of lifelong 
learning. 

Repairing Photocopiers
Talk about a "two-by-two conceptual framework of distributed intelligence" can be terribly 
abstract; let me bring this to life, and move our argument ahead, with a story from the 
company where I work. When I arrived at Xerox, back in the 1980s, the company was 
spending millions and millions of dollars a year training its 23,000 "tech reps" around the 
world-the people who repair its copiers and printers. Lots of that training-it was like 
classroom instruction seemed to have little effect. Xerox wanted me to come up with some 
intelligent-tutoring or artificial-intelligence system for teaching these people 
troubleshooting. Fortunately, before we did so, we hired several anthropologists to go live 
in their "tribe" and see how they actually worked. 

What the anthropologists learned surprised us. When a tech rep got stuck by a machine, he 
or she didn't look at the manual or review the training; he or she called another tech rep. As 
the two of them stood over the problematic machine, they'd recall earlier machines and 
fixes, then connect those stories to a new one that explained some of the symptoms. Some 
fragment of the initial story would remind them of another incident, which suggested a new 
measurement or tweak, which reminded them of another story fragment and fix to try, and 
so on. Troubleshooting for these people, then, really meant construction of a narrative, one 
that finally explained the symptoms and test data and got the machine up and running again. 
Abstract, logical reasoning wasn't the way they went about it; stories were. 
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This example demonstrates the crucial role of tacit knowledge (in the form of stories) within 
a community of practice (the tech reps). But the anthropologists had more to tell us. What 
happened to these stories? When the reps got back to the home office, awaiting the next 
call, they'd sit around and play cribbage, drink coffee, and swap war stories. Amazing 
amounts of learning were happening in the telling and hearing of these stories. In the telling, 
a story got refined, added to, argued about, and stored away for use. 

Today, brain scientists have helped us understand more about the architecture of the mind 
and how it is particularly well suited to remembering stories. That's the happy part. The sad 
part is that some Xerox executives thought storytelling had to be a waste of time; big 
posters told the reps, "Don't tell war stories!" Instead, people were sent back for more 
training. When people returned from it, what did they do? Tell stories about the training, of 
course, in attempts to transform what they'd been told into something more useful. 

Let me add here that these studies convinced us that for powerful learning to occur, you had 
to look to both the cognitive and the social dimensions. They also led us to ask, How can we 
leverage this naturally occurring learning? 

Our answer to that question was simple: two-way radios. We gave everybody in our tech 
rep "community of practice" test site a radio that was always on, with their own private 
network. Because the radios were al­ways on, the reps were constantly in each other's 
periphery. When somebody needed help, other tech reps would hear him struggling; when 
one of them had an idea, he or she could move from the periphery to the (auditory) center, 
usually to suggest some test or part to replace, adding his or her fragment to an evolving 
story. Basically, we created a multiperson storytelling process running across the test site. It 
worked incredibly well. 

In fact, it also turned out to be a powerful way to bring new technicians into this 
community. A novice could lurk on the periphery and hear what was going on, learn from 
it, maybe ask a question, and eventually make a suggestion when he or she had something 
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to contribute. In effect, the newcomer was a cognitive apprentice, moving from lurker to 
contributor, very much like today's digital kids on the Web. 

The trouble with this scenario is that all these story fragments were being told through the 
ether, and hence were lost to those reps not participating at the moment. Some of these 
fragments were real gems! So we needed to find a way to collect, vet, refine, and post them 
on a community knowledge server. Furthermore, we realized that no one person was the 
expert; the real expertise resided in the community mind. If we could find a way to support 
and tap the collective minds of the reps, we'd have a whole new way to accelerate their 
learning and structure the community's knowledge assets in the making. We wanted to 
accomplish this, too, with virtually no overhead. 

The answer for us was a new, Web-based system called Eureka, which we've had in use for 
two years now. The interesting thing is that the tech reps, in co-designing this system to 
make their ideas and stories more actionable, unwittingly reinvented the sociology of 
science. In reality, they knew many of the ideas and story fragments that floated around 
were not trustworthy; they were just opinions, sometimes crazy. To transform their opinions 
and experiences into "warranted" beliefs, hence actionable, contributors had to submit their 
ideas for peer review, a process facilitated by the Web. The peers would quickly vet and 
refine the story, and connect it to others. In addition, the author attaches his or her name to 
the resulting story or tip, thus creating both intellectual capital and social capital, the latter 
because tech reps who create really great stories become local heroes and hence more 
central members of their community of practice. 

 

This system has changed the learning curve of our tech reps by 300 percent and will save 
Xerox about $100 million a year. It is also, for our purposes here, a beautiful example of 
how the Web enables us to capture and support the social mind and naturally occurring 
knowledge assets. 

Building Knowledge Assets
What are some other emergent ideas-in the workplace or on campus-that might help us 
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capture, refine, and share knowledge assets in the making? Are there ways to capture as sets 
that are left just lying on the table, as it were, and use them to make learning more 
productive in classrooms, firms, even a region? The answer, now, is yes. Here are two 
examples, among many I've seen around the country, especially as entrepreneurs start to see 
this as ripe territory. 

The first example I encountered was at Stanford University. It comes from Professor Jim 
Gibbons, the former dean of engineering. He discovered the basis of building knowledge 
assets accidentally some years ago and has been refining it since. Jim had been teaching an 
engineering course that enrolled several Hewlett-Packard people. Partway through the 
course, the H-P students were transferred and were no longer physically able to come to 
class. What Jim did was simply videotape the classes and send them the tapes. 

The twist, though, is that once the engineers received the video they'd replay it in their own 
small study group, but in a special way. Every three minutes or so they'd stop the tape and 
talk about what they'd just seen, ask each other if there were any questions or ambiguities, 
and resolve them on the spot. Forward they would go, a few minutes at a time, with lots of 
talk and double-checking, until they were through the tape and everybody understood the 
whole lesson. What they were doing, in terms we used earlier, was socially constructing 
their own meaning of the material. 

The results were that students taking the course this way outperformed the ones actually 
taking the classes live. Today, the approach has been tried with other H-P engineers, with 
college students, even with California prison inmates; most of the students who've tried it 
got half a grade point better grades than the regular students. This account is not meant as a 
commentary on regular Stanford classes! Rather, it is used to describe an elegantly simple 
idea, low-tech and low-cost, about how forming study groups and letting them socially 
construct their own understanding around a naturally occurring knowledge asset the lecture-
turns out to be an amazingly powerful tool for learning. Think about what this suggests for 
distance learning-or for on-campus students. 

The second example stems from research being done both at PARC and Cornell University. 
The PARC system is called Madcap and looks to see how we might leverage a knowledge 
asset, our weekly forums, where we often get some wonderful outside speakers. These 
forum events have proved a valuable stimulus to the whole Silicon Valley region. Of course 
we make videotapes and give them to people who miss a session. In reality, though, hardly 
anyone ever replays the tapes because it's very hard to skim through a video stream for the 
highlights you want. So we asked, Might it be possible to use computers to automatically 
segment and highlight a video stream? Perhaps even summarize it? 

We now have a prototype system for doing this designed by Dan Russell's group at PARC. 
First we capture and store the digital video on a media server, which also marks and time-
stamps any uniquely identifiable event such as clapping, laughing, a slide change, and so 
on. Audience members can also use their laptops or Palm Pilots to take notes; these can be 
time-stamped and thus cross-indexed into the video stream. We also transcribe the audio 
stream. All these "signals" are combined to make a soup of streams, all cross-indexed with 
each other. The resulting mixture becomes a very rich medium in which it's possible to skim 
and pick out highlights on your own. Or you can spot where a colleague made an 
annotation, see and hear the moment, then see what he or she thought about it. 
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This last point intrigues us: can you capture the additional signals generated by the audience-
the notes, approvals, or disagreements recorded as the lecture progressed and use these 
signals as structural indices to the video stream? The goal is to make this a richer 
knowledge asset than just the video alone, so that browsing, reflection, and focused 
conversations are more likely to happen. If you have a diverse set of individuals taking 
notes and they are willing to identify themselves, you start to create an ecology of 
annotations-diverse, overlapping, richly opinionated. 

The goal, again, is to transform a lecture-a fleeting performance that only some people will 
experience-into a knowledge asset and tool for deeper learning among a greater number of 
people. At Cornell, Dan Hattenlocher's research team has added dual video cameras to the 
mix, one on the lecturer and one that zooms in on the student posing a question, to further 
enrich the segmenting and indexing of material on the tape. At PARC and Cornell alike, the 
aim of these tag structures is to transform the lecture into a more structured and useful 
knowledge asset. Of course this new asset, when viewed and vetted by subsequent 
audiences, becomes part of another knowledge performance (and knowledge sharing), 
leading to additional layers of cumulative annotation as its meaning gets further socially 
constructed. 

  

Toward a Learning Ecology
An ecology is basically an open, complex, adaptive system comprising elements 
that are dynamic and interdependent. One of the things that makes an ecology so 
powerful and adaptive to new environments is its diversity. Recall that with the prior 
examples of knowledge performances, it was the diversity of comments that gave 
texture to the knowledge asset and enabled it to be used in ways that might never 
have been originally imagined. 
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Let's consider a learning ecology, particularly one that might form around or on the Web. 
As a start down this path, consider the Web as comprising a vast number of "authors" who 
are members of various interest groups, many of which embody a lot of expertise in both 
written and tacit form. Given the vastness of the Web, it's easy these days to find a niche 
community with the expertise you need or a special interest group whose interests coincide 
exactly with your own. 

Recall the famous New Yorker cartoon of a dog in front of a computer, saying, "On the `Net 
nobody knows you are a dog." Online, a kid need not necessarily reveal himself as a kid. 
Indeed, I've watched a seven year old from New York have a conversation about penguins 
with an expert at a university in another state. The professor may have sensed that the 
person he was talking with wasn't a real expert on penguins, but he probably didn't know he 
was communicating with a second-grader, either. Furthermore, at this child's school there 
was no one, including his teachers, who shared his interest in penguins. He found the right 
interest group through navigation. He linked, he lurked, he finally asked a question, and had 
this brief conversation with an expert. And I can tell you, the professor's momentary effort 
truly inspired him. 

With the Web, these virtual communities of niche interests spread around the world as they 
interweave with local, face-to-face groups, in school or outside. A new, powerful fabric for 
learning starts to emerge, drawing strength from the local and the global. A cross-
pollination of ideas happens as local students, participating in different virtual communities, 
carry ideas back and forth between those communities and their local ones. 

Now recall our emphasis that informal learning often involves the joint construction of 
understanding around a focal point of interest, and one begins to sense how these cross-
linked interest groups, both real and virtual, form a rich ecology for learning. Of course not 
all these conversations, even if focused and well intended, lead to productive learning. As 
we said earlier in discussing digital kids, judgment, navigation, discernment, and synthesis 
become more critical than ever. 
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Regional Learning
I've been struck, living in Silicon Valley and spending time in other high-tech regions, by 
how each region can be analyzed with respect to the quality and diversity of its knowledge 
producers and knowledge consumers. 

The classic way to view knowledge production in a region is to list all the educational 
institutions one can think of-universities and colleges, schools, libraries, museums, civic 
centers-and to see these as the region's producers of knowledge, with the region's citizens, 
students, firms, government, and voluntary organizations as their consumers. The matrix on 
this page represents that relationship. 

But in most regions I visit today, there is a rich interplay between the matrix's two axes, 
albeit one that seldom gets noticed. If the region is geographically compressed enough, you 
start to get all kinds of informal, face-to-face connections between knowledge producers 
and consumers-students work part-time in surrounding firms, new firms spin out of 
universities, employees are retrained on campus, different people frequent common hang-
outs, and so on and on. In the 1970s and 1980s we were preoccupied with science parks; in 
the 1990s, all these connections produce what I think of as learning parks. Such learning 
parks bring increasingly rich intellectual and educational opportunities to their region. 

If top-quality schools and universities once primed the pump for science parks, we now see 
learning parks pushing resources the other way. In the relation between leading-edge firms 
and universities, for example, the firms increasingly provide adjunct professors, guest 
lectures, thesis supervision, internships for students, sabbaticals for faculty, and workplace 
experiences for scholars of all ages. So the traditional producers of knowledge (the faculty) 
are also becoming consumers of the knowledge that their traditional consumers (graduate 
students, firms in the region) produce. This is very healthy, indeed. 

  

 

Now let's overlay on top of this physical-social region the Web, and look back to the 
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example of students participating in local, face-to-face groups but tying also into virtual 
ones. A key understanding is that on the Web there seldom is such a thing as just a producer 
or just a consumer; on the Web, each of us is part consumer and part producer. We read and 
we write, we absorb and we critique, we listen and we tell stories, we help and we seek 
help. This is life on the Web. The boundaries be­tween consuming and producing are fluid, 
which is the secret to many of the business models of Web-based commerce. 

From a region's standpoint, the great opportunity here is that the Web helps establish a 
culture that honors the fluid boundaries between the production and consumption of 
knowledge. It recognizes that knowledge can be produced wherever serious problems are 
being attacked and followed to their root. Furthermore, with the Web it is easier for various 
experts to interact casually-in the academy or in the firm-and to mentor or advise students 
of any age. On top of this, the Web's great reach provides infinite access to resources 
beyond the region. The power of this reach comes fully into play when Web resources act to 
cross-pollinate and provide new points of view for a region's communities of practice. 

Within a region, the Web can significantly augment the knowledge dynamics created by 
proximity. The Web helps build a rich fabric that combines the small efforts of the many 
with the large efforts of the few. By enriching the diversity of available information and 
expertise, it enables the culture and sensibilities of a region to evolve. It increases the 
intellectual density of cross-linkages. It allows anyone to lurk and learn. Indeed its message 
is that learning can and should be happening everywhere-a learning ecology. All together, a 
new, self-catalytic system starts to emerge, reinforcing and extending the core competencies 
of a region. 

Let me end with a brief reflection on an interesting shift that I believe is happening: a shift 
between using technology to support the individual to using technology to support 
relationships between individuals. With that shift, we will discover new tools and social 
protocols for helping us help each other, which is the very essence of social learning. It is 
also the essence of lifelong learning a form of learning that learning ecologies could 
dramatically facilitate. And developing learning ecologies in a region is a first, important 
step toward a more general culture of learning. 

RESOURCES
John Seely Brown's earlier work on "situated learning" came to notice in a series of widely 
cited journal articles: 

Brown, J.S., A. Collins, and P. Duguid. "Situated Cognition and the Culture of Learning," 
Educational Researcher, Vol. 18, No. 1, 1989, pp. 32-42. 

Brown, J.S. and P. Duguid, "Organizational Learning and Communities-of-Practice: 
Toward a Unified View of Working, Learning, and Innovation," Organizational Science, 
Vol. 2, No. 1, 1991, pp. 40-57. 

Collins, A., J.S. Brown, and A. Holum, "Cognitive Apprenticeship: Making Thinking 
Visible," American Educator, Vol. 15, No. 3,1991, pp. 6-11, 38-46. 

In 1993, these ideas were pulled together and critiqued in a special issue of Educational 
Technology 33, Vol. 3, which includes a further Brown-Duguid contribution on "Stolen 
Knowledge" (pp.10-15). 
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In 1996, Brown and Duguid's ideas about learning formed a centerpiece of their initial 
contribution to Change, "Universities in the Digital Age" (Vol. 28, No. 4,1996, pp. 10-19), 
which came to be one of the magazine's most widely read and cited pieces. 

Many ideas from that and their current Change article appear in Brown and Duguid's 
splendid new book, The Social Life of Information (Cambridge: Harvard Business School 
Press, 2000). 

About the Author:
John Seely Brown is the chief scientist of Xerox and director of its Palo Alto Research 
Center. In 1987, Brown helped found the Institute for Research on Learning (IRL), located 
in Menlo Park, California, a "research-in-action" think tank that probes "successful 
everyday learning." Brown and Duguid acknowledge their debt to IRL colleagues for 
insight and critique that found its way into this article, and particularly to Susan Stucky and 
Peter Henschel for their two-by-two "distributed intelligence" chart. 

This article was originally published in Change, Growing Up Digital, March/April 2000, pp 
10-20. It is reprinted with the author's permission and permission of the Helen Dwight Reid 
Educational Foundation. It was published by Heldref Publications, 1319 18th Street, NW, 
Washington, DC 20036-1802. Copyright © 2000.
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Companies can analyze, engineer, and 
elevate their own human networks, 


says the pioneering social scientist.
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Think back to a conversation you had months 
ago with someone you know well enough to trust, but
with whom you haven’t spoken since. Chances are you’ll
remember only vague outlines of the exchange. Call the
person and raise the same subject again, though, and
more likely than not, the two of you will find yourselves
picking up where you left off, remembering the details
of significance and expanding into new areas. 


To Karen Stephenson, a maverick yet influential
social network theorist, the association between trust
and learning is an instrument of vast, if frequently
untapped, organizational power. The act of reconnect-
ing and talking with a trusted colleague generally trig-
gers a resurgence of mutual memory, opening the gates
to fresh learning and invention. This phenomenon,
Professor Stephenson contends, is just one example of
the direct cognitive connection between the amount of
trust in an organization and its members’ ability to
develop and deploy tacit knowledge together. Because
networks of trust release so much cognitive capability,
they can (and often do) have far more influence over the
fortunes and failures of companies from day to day and
year to year than the official hierarchy.


“People have at their very fingertips, at the tips of
their brains, tremendous amounts of tacit knowledge,
which are not captured in our computer systems or on
paper,” says Professor Stephenson. “Trust is the utility
through which this knowledge flows.” 


Much has been written about the value of trust.
Such social scientists as Francis Fukuyama, Mark
Granovetter, and Robert Putnam have made strong
cases that high-trust societies have an enormous com-
petitive advantage over legalistic societies, in which sus-
picion of people is a cultural value, because the transac-


tion costs go down. In high-trust organizations, transac-
tion costs are similarly lower. For example, if people in
two different departments or regions (say, marketing
and sales, or Asia and Europe) feel enough trust to speak
candidly together about their impressions of the market,
the quality of work processes, and ways to improve the
work, then they have many more opportunities to inno-
vate and think together. The cost of new projects goes
down accordingly. Whether high trust applies to a coun-
try or a company, the outcome is the same: More value
is created when expensive, unwieldy oversight is reduced. 


Professor Stephenson’s concept, which she calls the
“quantum theory of trust,” explains not just how to rec-
ognize the collective cognitive capability of organiza-
tions, but how to cultivate and increase it. At age 50,
Professor Stephenson is the most visible member (par-
ticularly in business circles) of a small but growing aca-
demic field called social network analysis. Originally
derived from the complex math used to explain sub-
atomic physics, it is being used to understand and man-
age the ineffable forces of human interaction within an
organization’s walls — particularly those forces that can’t
be captured in formal structures, such as pay scales and
reporting relationships, but that implicitly govern the
fate of every enterprise. 


“The organization chart basically shows you the for-
mal rules. But the ropes of the organization, how it actu-
ally works, is the human network,” says futurist
Thornton May, one of Professor Stephenson’s former
colleagues at the John E. Anderson Graduate School of
Management at the University of California at Los
Angeles, where she taught for most of the 1990s. “Karen,
more than anyone else, knows how to make it visible.”


A trim woman, slight in stature, with large eyes set


Art Kleiner (art@well.com) is
the “Culture & Change”
columnist and a regular con-
tributor of “The Creative Mind”
profiles for strategy+business.
He teaches at New York
University’s Interactive
Telecommunications Program. 


His Web site is
www.well.com/user/art. 
Mr. Kleiner is the author of The
Age of Heretics (Doubleday,
1996); his next book, The Core
Group, will be published by
Doubleday in 2003.
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wide apart and graying hair cut straight and short, Karen
Stephenson lectures at a rapid-fire pace, with twangy,
slightly tongue-in-cheek forthrightness. She has not
written a book to promote her work (preferring to
patent her algorithms instead), and you won’t find her
name on lists of top management gurus. Her academic
reputation is one of contrariness; she walked away from
a tenured position at UCLA because she didn’t like the
direction in which the business school was moving.


Professor Stephenson came to management theory
after studying the fine arts, anthropology, and chem-
istry; she talks about organizations as if they were still
lifes, researches them as if they were tribes, and plots
their decisions as if they were chemical reactions. She is
simultaneously a management academic (teaching at
Harvard’s School of Design and Imperial College’s
School of Management at the University of London), a
computer software entrepreneur (her company,
NetForm International, holds the patents on a set of
software algorithms for analyzing human networks), and
a consultant on the nature of networks in large organi-
zations, particularly as vehicles for change. 


She helped J.P. Morgan & Company merge with
the Chase Manhattan Corporation, Steelcase Inc. design
a new furniture consultation service, IBM reengineer
itself, and Hewlett-Packard Company foster innovation.
Since the events of September 11, 2001, she has also
become a military researcher. Under the auspices of a
new government contracting firm, she is helping the
U.S. Defense Advanced Research Projects Agency’s
Information Awareness Office (the counterterrorism
branch of the same government research agency that cre-
ated the original design of the Internet) draw inferences
about the weak links in Al Qaeda’s network. 


In all these assignments, her research documents
what savvy managers have always known intuitively:
The form and substance of talk in an organization is as
palpably influential on performance as a magnetic field
is on a cluster of iron filings. Companies, she says, can
exert far greater control over their competitiveness and
their future than most researchers have ever thought
possible, by putting the right people in the right places
and fostering new opportunities for them to talk with
each other. 


Anatomy of a Network 
To understand Professor Stephenson’s work, start with
the conventional image of an organization: the hierar-
chy, as represented by any formal organization chart.
Then imagine laying over it diagrams of various other
kinds showing human networks that are influential
within the organization. One overlay might depict day-
to-day assignment contacts, which Professor Stephenson
calls the “work network.” Another diagram might show
the social network — people who spend time together
outside work. A third might show whom people turn to
for career guidance (the career advice network).


Like the transparencies in a medical textbook, orga-
nizational network diagrams all reveal different circula-
tory systems, but instead of showing the flow of blood,
they depict the circulation of information. The data
charted in these diagrams could be gathered in various
ways (direct observation, tracking e-mails, reading min-
utes of meetings), but, in practice, network researchers
tend to rely on surveys. Karen Stephenson requires at
least 80 percent of the people in organizations she 
analyzes to fill out confidential questionnaires that ask
them to name those they work with personally, those
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they turn to for career advice, those they look to for new
ideas or creative collaboration, and those with whom
they socialize. 


The results can help explain even the most puzzling
successes and failures. Consider one case Professor
Stephenson researched: the flawed CEO succession in a
new R&D subsidiary of a major telecommunications
company, which harmed the company’s profitability.
The story, based on surveys Professor Stephenson con-
ducted, is revealed in Exhibits 1 through 3. 


These diagrams show the connections for four key
people: the CEO, then nearing retirement, and three of
his direct reports, Joe, Diane, and Stan. Those three, like
most senior executives, were richly connected to others


at the company, but the qualities of their connections
were different. Diane, for example, was critical to the
day-to-day work of the enterprise. Exhibit 1, the dia-
gram of the work network, shows it: Among the 15
other people included in this chart, seven worked with
Diane every day. She was exceptionally plugged in
because of her superior knowledge of the company’s key
technologies. 


Professor Stephenson, in fact, refers to Diane as a
“hub” in the work network: an individual so well con-
nected to others that she plays an indispensable role in
keeping the flow of information going. Hubs are char-
acterized, Professor Stephenson says, by an extraordinar-
ily high level of trust: People know what to expect from
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Managers


Professionals


Exhibit 1: Work Network


Adapted from a presentation by Karen Stephenson at 
The Conference Board, New York, May 2002







them. Their calls are returned. They attend all the key
meetings. They convey news. Those who worked close-
ly with Diane, for instance, hardly needed to speak to
each other directly; she became their main communica-
tion channel. 


But Diane’s social links (Exhibit 2) and her career
advice network (Exhibit 3) are minimal. She was, in
short, a workaholic whom everyone depended on but
nobody felt close to. “She was sick of her work col-
leagues,” says Professor Stephenson, “and just wanted to
go home at night and veg out.” 


Diane also was a time bomb. She wanted desperate-
ly to be promoted to a higher position, believed she
deserved it, and felt almost disenchanted enough to


leave the company. “Remember, knowledge in this com-
pany was generated through mutual trust and
exchange,” says Professor Stephenson. “If Diane, God
forbid, died in a plane crash, a lot of that company’s
capability would be gone.”


Diane’s polar opposite was Joe, another of the
CEO’s direct reports. In Exhibit 1, there is only one thin
link between Joe and Diane, representing the minimum
collaboration that they absolutely could not avoid.
“These two executives actually did not see eye to eye,”
says Professor Stephenson. 


Joe, as it happens, was not very knowledgeable
about the company’s technology or business, nor did he
get much trust or respect from others in the organiza-
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Diane also was a time bomb. She wanted 
desperately to be promoted, believed she


deserved it, and felt almost disenchanted 
enough to leave the company.
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tion. But he had one enormous asset: a strong social
bond with the CEO, represented by the thick line in
Exhibit 2. Joe and the CEO regularly played golf, and
afterward, on the “19th hole,” as Professor Stephenson
puts it, they plotted the future of the company. For this
CEO, socializing outside work with Joe had come to
substitute for all other meaningful learning contacts.
That, in turn, had weakened the organization and made
it far more difficult for him to choose a successor.
Because all of this was taking place in a turbulent and
highly competitive business environment with an over-
loaded staff, nobody thought to speak out about the lack
of balance in the CEO’s network. 


Then the CEO retired and passed the mantle to Joe.


Diane left the firm. Joe tried to use his connections with
others as a surrogate for the knowledge he lacked — and
whether intentionally or not, they made it difficult for
him to do so. Joe was quickly dismissed by the board,
after three months of terrible performance that could
have permanently crippled the company. “Someone like
Joe, who is neither knowledgeable in himself nor con-
nected within a network of trust, is at high risk of being
undermined by others or failing,” says Professor
Stephenson. 


As it happened, however, with Diane and Joe out of
the picture, there was now room for a third individual,
Stan, to step into the CEO’s position. Stan’s work con-
nection with the CEO had been fairly weak, and he was
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only moderately well-connected in the social network.
However, Stan was strong in the career network; he met
regularly with three other people to make sense of the
organization and its future direction and to plot its com-
mon course. This was enough to give other people
throughout the organization a sense that they could rely
on Stan, and that was enough for the board to recognize
his value and appoint him CEO. Stan had always kept
himself in the background, but he turned out to be very
competent. In the next few years, the division recouped
much of its performance and profitability, although it
never regained the growth momentum that was squan-
dered when Diane left. 


The effectiveness and power of an individual, in
short, depends not just on his or her position in the hier-
archy, but on the person’s place in a variety of inter-
twined networks. 


If you were to plug all the data from Professor
Stephenson’s questionnaires into network modeling
software (as she does), you would end up with a series of
maps much more complex than the ones shown in
Exhibits 1 through 3, showing a large number of possi-
ble networks. Professor Stephenson tends to focus on six
networks: the three described in this anecdote, plus net-
works of innovators, established experts, and process
improvers. (See the “Six Varieties of Knowledge
Networks,” page 11.) A typical social network analysis
uncovers and tracks the number of links among indi-
viduals in any of these networks, the frequency with
which people communicate, the relative significance of
their communication, and the number of people
through which a message passes. Looking at these maps
of informal networks, you start to see, as Professor
Stephenson puts it, “how the network itself has an intel-
ligence, more than the sum of its parts and beyond the
cognition of any one individual.” 


You also see how to intervene far more effectively.
Although the telecommunications company weathered
its divisional succession crisis, a preliminary network
analysis would have exposed hidden staff problems and
opportunities. It would have shown how overburdened
Diane was, and it would have helped a savvy leader cul-
tivate her far more effectively — by reorienting her job
and setting aside time for her to codify her knowledge or
impart it to others. It would have identified Stan as a
quiet but highly significant potential leader, so he could
have been made part of the management team earlier. It
would have made clear the extent to which Joe needed
leadership development. It also would have identified


up-and-comers lower in the hierarchy. Perhaps most
important, an analysis would have given someone (a
trusted head of human resources, perhaps) the ability to
approach the CEO and say, “There’s a lot going on that
you are not aware of, and it’s affecting your capability
and that of the entire division.” 


Double-Helix Management
Professor Stephenson doesn’t suggest replacing hierar-
chies with networks. Rather, she sees organizations as a
sort of double-helix system, with hierarchy and net-
works perpetually influencing each other, ideally co-
evolving over time to become more effective. 


But if a CEO wants to strengthen a hierarchy, he or
she can also use networks to do so, by establishing new
relationships based on three kinds of network “nodes”
— categories of people whose personalities and patterns
of relationships crop up again and again in the software
analyses. The first of these is the hub, the kind of person
who becomes a gathering and sharing point for critical
information. Hubs show up on network maps like the 
centers of star clusters, sometimes with dozens of links
radiating out from them. Diane, the frustrated subordi-
nate in the CEO succession story, was a key hub because
she had what Professor Stephenson calls “centrality”: She
ranked high as a connector among people; the shortest
route to the information needed about work assign-
ments was often through Diane. 


Stan, the executive who eventually became CEO,
was a different kind of network archetype, a “pulse-
taker.” Pulsetakers, says Professor Stephenson, carefully
cultivate relationships that allow them to monitor the
ongoing health and direction of the organization. It’s
not always easy to tell who the pulsetakers are. 
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“Even I, after 30 years of research, can’t see them by
staring at the diagrams,” she says. “You can only detect
them through the mathematics” — by which she means
the algorithmic analysis of survey data. A pulsetaker’s
patterns of connection show a distinct mathematical
pattern, with links that are relatively sparse, but fre-
quently used and diverse. Every now and then someone
gets colloquially recognized as the first to sense changes
in the wind, and to intervene in subtle but powerful
ways. Professor Stephenson likens them to “prairie dogs,
poking their heads above the cubicle tops to see what’s
going on.” They make good CEOs in times of crisis,
Professor Stephenson says.


The third key type of individual is the “gatekeeper.”
Gatekeepers are information bottlenecks, controlling
the flow of contact to a particular part of the organiza-
tion, thus making themselves indispensable. In many
manufacturing companies, managers of key assembly
plants are well known as gatekeepers, protecting the
plant’s integrity (and their own position) by keeping a
tight rein on the information flowing in either direction
between the plant and the rest of the company. 


Although hubs, pulsetakers, and gatekeepers are
Professor Stephenson’s terminology, the ideas are not
unique. The hub concept is a long-standing artifact of
social network research, and gatekeepers were first iden-
tified by Massachusetts Institute of Technology profes-
sor Thomas J. Allen, Jr. Professor Stephenson, however,
has taken the research beyond description and into pre-
scription, suggesting ways to intervene and improve the
organization, literally by putting people into different
roles based on their capacities as networkers. 


“If I wanted to increase learning in a company,” she
says, “I would take a gatekeeper in an innovation net-


work and put him or her with a pulsetaker in an expert
network. That’s an algorithm for facilitating the distri-
bution of knowledge.” 


Professor Stephenson’s work has come to seem less
counterintuitive in the last year or two, especially as an
organization like Al Qaeda has demonstrated how pow-
erful informal connections can be. 


Then there is the growing awareness that ideas and
trends, like epidemics, spread in nonlinear fashion, with
the makeup of human contact being the most important
factor. New Yorker writer Malcolm Gladwell described
this concept in his bestseller The Tipping Point: How
Little Things Can Make a Big Difference (Little, Brown &
Company, 2000). He was later introduced to Professor
Stephenson at a dinner party convened by a Saatchi &
Saatchi executive — someone who was a “hub” in
Professor Stephenson’s terms, or a “connector” in Mr.
Gladwell’s — who knew them both. He immediately
recognized her as not just a kindred spirit, but someone
who had applied research rigor to the phenomenon that
he had popularized. 


“My whole thesis is that certain people play critical
networking roles,” says Mr. Gladwell. “Karen can actu-
ally go to a company and point them out. And yet her
work is quite subversive in a certain way. It’s hard to
accept the idea that there are people who play critical
roles who don’t show up on the organization chart. I’ve
never heard anyone say, ‘This person is a powerful net-
worker, and deserves a raise.’ But Karen gives us a tool
for measuring the contribution of these social types.”


Analyzing Interdependence
Social network theory evolved from studies outside cor-
porations — for instance, of indigenous communities in
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New Guinea adopting new ideas, or of the spread of
HIV through sexual contact. The field is based on the
idea that the modeling techniques theoretical physicists
use to study subatomic particles can be applied to build
elaborate computer simulations of something equally
complex: the patterns of contact and colloquy among
human beings. 


The conclusions that network researchers reach
have a way of illuminating the otherwise unexplainable
mysteries of organizational triumphs and disasters.
Traditional system analysis methods such as economet-
rics “assume that everybody acts independently,” says
Carnegie Mellon University professor David
Krackhardt, editor of the Journal of Social Structure, one
of the field’s leading scholarly publications. “Network


analysis,” he adds, “does just the opposite. It assumes
that everyone is interdependent. It provides a kind of
pattern recognition that makes sense of the complex
relationships among people: Here are the bottlenecks;
here are the points that are essential to a system, so that
if you remove that node, the network falls apart.” 


Maria Leo, a senior human resources executive at
Merrill Lynch & Company during the late 1990s, who
commissioned Professor Stephenson for a study of the
company’s human resources function, calls social net-
work analysis “a high-level MRI of the organization. 


“From that, you’re able to dig down deeply and use
the data to have an effect on people,” she says. At Merrill
Lynch, she discovered that the most effective recruit-
ment managers were hubs: They stayed in close contact







st
ra


te
gy


+
bu


si
ne


ss
is


su
e


29


with most of their field personnel, and this led directly
to a higher “hit ratio,” the proportion of interviews that
led to actual hires. She conducted one-on-one counsel-
ing sessions with other human resources managers,
showing them how more hublike behavior could bene-
fit their departments. 


Professor Stephenson also works regularly with a
half-dozen architecture and design firms, including the
pioneering office furniture manufacturer Steelcase.
Partly on the basis of her network theories, Steelcase
established a practice called community-based planning.


When embarking on an office design for a client,
Steelcase conducts a Stephenson-style network analysis
of the communication flows, along with a more con-
ventional videocamera analysis of the current workspace
ambiance. The designers then reveal the results to the
employees who will be working in the new office envi-
ronment, and invite everyone to design the new setting
together. One of the first testing grounds of this
approach was an NCR Corporation design facility in
Dundee, Scotland; the employees gathered around giant
diagrams of “work networks” and “decision-making net-


Six Varieties of Knowledge Networks


In any culture, says Karen
Stephenson, there are at least six core


layers of knowledge, each with its own


informal network of people exchang-


ing conversation. Everybody moves in


all the networks, but different people


play different roles in each; a hub in


one may be a gatekeeper in another.


The questions listed here are not the


precise questions used in surveys.


These vary on the basis of the needs of


each workplace and other research


considerations (“Don’t try this at


home,” says Professor Stephenson),


but they show the basic building


blocks of an organization’s cultural


makeup.


1. The Work Network. (With whom do


you exchange information as part of


your daily work routines?) The every-


day contacts of routinized operations


represent the habitual, mundane


“resting pulse” of a culture. “The


functions and dysfunctions; the favors


and flaws always become evident


here,” says Professor Stephenson.


2. The Social Network. (With whom do


you “check in,” inside and outside the


office, to find out what is going on?)


This is important primarily as an indi-


cator of the trust within a culture.


Healthy organizations are those


whose numbers fall within a norma-


tive range, with enough social “tensile


strength” to withstand stress and


uncertainty, but not so much that they


are overdemanding of people’s per-


sonal time and invested social capital. 


3. The Innovation Network. (With


whom do you collaborate or kick


around new ideas?) There is a guile-


lessness and childlike wonderment to


conversations conducted in this net-


work, as people talk openly about


their perceptions, ideas, and experi-


ments. For instance, “Why do we use


four separate assembly lines where


three would do?” Or, “Hey, let’s try it


and see what happens!” Key people in


this network take a dim view of tradi-


tion and may clash with the keepers of


corporate lore and expertise, dismiss-


ing them as relics. 


4. The Expert Knowledge Network.


(To whom do you turn for expertise or


advice?) Organizations have core net-


works whose key members hold the


critical and established, yet tacit,


knowledge of the enterprise. Like the


Coca-Cola formula, this kind of


knowledge is frequently kept secret.


Key people in this network are often


threatened by innovation; they’re like-


ly to clash with innovators and think of


them as “undisciplined.”


5. The Career Guidance or Strategic


Network. (Whom do you go to for


advice about the future?) If people


tend to rely on others in the same


company for mentoring and career


guidance, then that in itself indicates a


high level of trust. This network often


directly influences corporate strategy;


decisions about careers and strategic


moves, after all, are both focused on


the future. 


6. The Learning Network. (Whom do


you work with to improve existing


processes or methods?) Key people in


this network may end up as bridges


between hubs in the expert and inno-


vation networks, translating between


the old guard and the new. Since most


people are afraid of genuine change,


this network tends to lie dormant until


the change awakens a renewed sense


of trust. “It takes a tough kind of love,”


says Professor Stephenson, “to


entrust people to tell you what they


know about your established habits,


rules, and practices.”
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works” projected on wall-sized whiteboards to figure out
who would need to be located near whom to promote
casual contact. 


“There are multiple factors influencing how you
might lay out a floor,” says Jim Prendergast, a principal
with Perkins and Will, an international workplace design
firm with which Professor Stephenson works regularly.
“They include the geometry of the building, the func-
tions of the hierarchy, the rhythms of door openings,
and the axis of circulation. But all of those are essentially
abstractions. Karen’s work reminds us of the key human
relationships that can get stretched, or even destroyed, if
the design is based only on these abstractions.” 


Molecular Studies
The design initiatives, plus a fair amount of business
press, have made Professor Stephenson prominent
among social network researchers, but she is far from a
hub in either management or academic circles. She
rarely goes to conferences and doesn’t take part in many
research colloquies. Although she teaches at three
schools (Harvard, the University of London, and the
Stevens Institute of Technology in Hoboken, New
Jersey), her primary office is a three-room suite in a war-
ren of creative studios above the Strand bookstore in
Greenwich Village, New York. 


Professor Stephenson’s interest in social networks
dates to her undergraduate years majoring in art and
chemistry at Austin College in Texas, where she discov-
ered that she had a predilection for pattern recognition.
In art history classes, she could recognize not just the
artist of a work, but the date, by reading the characteris-
tics of the brush strokes. She began selling her own
paintings to New York galleries, then grew disillusioned


with art and moved to the University of Utah to study
quantum chemistry. 


But instead of submolecular particles, she became
interested in people. While managing the 200-person
chemistry lab, she began to notice that the kinds of
radioactive degradation she saw in macromolecular
chemistry were not that different from the patterns of
communication breakdowns and rivalry that she saw in
the lab. “There was more to calculus than devising for-
mulas for describing the shape of space,” she says.
“There was also a calculus of human exchange.” This led
her to an interest in the archaeological record of ancient
trading patterns, the oldest available data about the roots
of human exchange. And that, in turn, led her to a shift
of academic field, to anthropology; she began to con-
duct field archaeology research in the Middle East. A
paper she wrote about algorithms for analyzing trade
networks caught the eye of Carl Lamberg-Karlovsky,
director of the Peabody Museum, who introduced her to
Harvard’s anthropology department, which accepted
her as a Ph.D. candidate. Working part-time in labs and
then technology businesses to support her studies, she
began to see today’s organizations as modern-day equiv-
alents to the trade networks of ancient times. 


In her doctoral dissertation on the technology com-
pany Bolt, Beranek and Newman (BBN), Professor
Stephenson (with Harvard statistical scientist Marvin
Zelen) devised a formula for ranking the significance of
individuals as knowledge conduits. Information scien-
tists at BBN, which was founded by MIT professors as
an acoustic-design company, had invented (among
other things) the packet-switching technology underly-
ing the Internet and had chosen the @ symbol for use in
e-mail addresses. Interestingly, researchers at the







Based on Professor Stephenson’s 
network theories, Steelcase, the 


office furniture maker, created a 
community-based planning practice.
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Harvard Business School had been trying, unsuccessful-
ly, to get permission to conduct a case study on this
highly innovative company for 25 years. Ms.
Stephenson, however, was the first prospective
researcher from the school of anthropology. It turned
out that BBN cofounder Richard Bolt, who was still
active in the firm, had been close friends with Margaret
Mead. In Ms. Stephenson’s interview with him, he said,
“Well, if anyone can understand us, an anthropologist
should.” She began to use the formula from her disser-
tation to calculate how networks changed over time,
working initially at Harvard, then as a UCLA faculty
member, and currently from her offices in New York. 


Trust and Transactions
For all of Professor Stephenson’s observations about the
value of trust, there’s a cloak-and-dagger quality to her
demeanor, particularly when she is figuring out whether
to take on an assignment. She seems to alternate
between open enthusiasm and suspicion; it’s as if her
own theories have sensitized her to the flip side of trust:
betrayal. But once she is fully committed, she digs deep
into the heart of the organization, conducting analyses
over the course of a year or two. Because she must inter-
view or survey so many people to do an analysis, she
claims to have the largest data bank of business network
survey results in the world. 


Often, Professor Stephenson enters a company
through the human resources department to research
what is seen as a personnel problem. She came to Merrill
Lynch to help explore why some human resources man-
agers were more effective than others. But inevitably, she
touches on strategic issues, because the organization’s
ability to implement any new strategy depends primari-


ly on the way knowledge courses through its networks.
If the CEO is a hub, that makes a difference; if a gate-
keeper dominates a particular strategic product or
region, that makes another kind of difference. And if the
relationships between top executives and others are
devoid of trust, or if key sources of information in the
informal networks are not formally recognized or
rewarded, that can paralyze an organization. 


“All along, I’ve been implicitly studying trust,” says
Professor Stephenson. “But I only came to a full realiza-
tion of it in the last couple of years.”


Professor Stephenson’s quantum theory of trust
holds great potential as a diagnostic method for the
unquantifiable aspects of business. Imagine that at any
given moment, you could analyze the health of an orga-
nization’s networks. For instance, a company might have
a healthy work network (with a great deal of open infor-
mation flow about processes and very little worka-
holism), a medium-grade social network (with little real
contact but also little pressure), and a low-quality net-
work for what Professor Stephenson calls “continuous
improvement” — the ability to innovate new processes
easily. Any organization can be stunted in one of these
areas and bountiful in another. 


Professor Stephenson suggests that most organiza-
tions do not remain static. Their network health profiles
continually change. An organization’s path from one
network health profile to another not only is pre-
dictable, she says, it can be influenced. There are arche-
typal patterns that repeat, over and over, and, depending
on the prevalent pattern, make it possible for one com-
pany to thrive where another fails. A startup technology
company might begin with a low work/high
social/medium improvement profile, as people first get
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to know each other. Then, as venture capital and dead-
lines kick in, the profile would move to high social/high
work/medium improvement. And then there might be a
betrayal by one of the senior executives. At this moment,
the fate of the company’s networks hangs in the balance.
Does its improvement capability, for instance, go up or
down? Does its social capability flatten to the point
where people leave the company? Or can the strength of
the networks, fortified by the trust people feel for one
another, override the crisis? 


Part of Professor Stephenson’s current research is
devoted to tracking the patterns of movement from one
network profile to another, patterns that recur from
organization to organization. “It’s like a Rubik’s cube,”
she says, “turning in three dimensions, with the organi-
zation spiraling through the various quadrants in a helix-
like motion over time.” She is also articulating the fac-
tors that make the most difference in moving the 
networks in healthier directions — factors in which
trust is always central. For example, one easy way to
improve the level of trust, anytime and anywhere, is sim-
ply to increase the speed with which people respond to
communication. When people return our calls or 
e-mails quickly, it sends a signal that we can rely on
them because our connection, however distant, is
important enough to claim some of their attention.
“Human beings always keep an internal accounting sys-
tem of who owes what to whom,” says Steve Haeckel,
director of strategic studies at IBM’s Advanced Business
Institute, who has collaborated with Professor
Stephenson for 10 years on some of the trust-related
research she’s done. “Response time is one indicator of
the degree of trustworthiness of the other individual.”


You can also weaken trust in networks by removing
key people. This approach to altering networks takes on
particular relevance in Professor Stephenson’s current
work with the Defense Department’s research agency.
She is working with the agency to identify key nodes of
Al Qaeda and other terrorist networks; undermining
trust within those networks may be as effective a form of
defense against them as, say, attacking their remaining
strongholds with military force. 


It may seem unnerving to think of networks as


something that can be undermined or manipulated;
after all, they are composed of human friendship and
behavior. But politicians and leaders (as well as novelists
and dramatists) have long known, if only intuitively,
how a mere word of betrayal or trust, or the movement
of a particular key person from one spot to another, can
significantly change an outcome. Professor Stephenson’s
theories, if they turn out to be correct, will simply pro-
vide a scientific underpinning for this awareness — and
a far more powerful and reliable capability, for those
who choose to use it. 


And there lies the rub for the rest of us. Do we want
to live in a world where people, even those with the best
of intentions, have this kind of power to disrupt and
reshape networks? Or perhaps we already live in such a
world, and it’s up to us to engender the kind of trust that
will, in the end, make it palatable to remain there. +
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Heinz von Foerster [1965, 1969, 1977] equated the ability of an organization to classify its 
environment with the notion of eigenbehavior. He postulated the existence of some stable 
structures (eigenvalues) which are maintained in the operations of an organization's dynamics. 
Following Piaget [von Foerster, 1977], he observed that any specific instance of observation of 
such an organization, will still be the result of an indefinite succession of cognitive/sensory-motor 
operations. This reiterated the constructivist position that observables do not refer directly to real 
world objects, but are instead the result of an infinite cascade of cognitive and sensory-motor 
operations in some environment/subject coupling. Eigenvalues are self-defining, or self-referent, 
through the imbedding dynamics _ implying a complementary relationship (circularity, closure) 
between eigenvalues and cognitive/sensory-motor operators: one implies, or defines, the other. 
"Eigenvalues represent the externally observable manifestations of the (introspectively accessible) 
cognitive [operations]". [von Foerster, 1977, page 278, italics added]. Further, "Ontologically, 
Eigenvalues and objects, and likewise, ontogenetically, stable behavior and the manifestation of a 
subject's 'grasp' of an object cannot be distinguished." [von Foerster, 1977, page 280]. 
Eigenbehavior is thus used to define the behavior of autonomous, cognitive systems, which 
through the closure (self-referential recursion) of the sensory-motor interactions in their nervous 
systems, give rise to perceptual regularities as objects [Varela, 1979, chapter 13].

"Eigenvalues are discrete (even if the domain of [their observables] is continuous)". In other 
words, even if the domain of an observable is continuous, its cognitive representation through 
cognitive/sensory-motor operators into eigenvalues must be discrete. This is a result of the stability 
of eigenvalues in the recursive chain of cognitive operators, if an eigenvalue changes its structure, 
thus ending the frame of stability, it will either revert to unstable structures (varying at each 
cognitive operation), in which case the eigenvalue representation is lost, or form another frame of 
stability with a new eigenvalue representation. Insummary, eigenvalues are discrete 
representations of observables maintained by the successive cognitive operations of a cognitive 
agent. Notice that the representations and their stability are specific to the particular cognitive 
operations and how they recognize observables, that is, these discrete representations exist only in 
relation to the very same operators that define them. Any system, cognitive or biological, which is 
able to relate internally, self-organized, stable structures (eigenvalues) to constant aspects of its 
own interaction with an environment can be said to observe eigenbehavior. Such systems are 
defined as organizationally closed because their stable internal states can only defined in terms of 
the overall dynamic structure that supports them. Organizationally closed systems are also 
informationally open [Pask, 1992], since they have the ability to classify their constructed 
environment in what might be referred to as emergent representation. 

1.1 Attractor behavior, self-organization, and constructivism

An eigenvalue of an organizationally closed system can be seen as an attractor of a self-organizing 
dynamical system. The global "cooperation" of the elements of a dynamical system which 
spontaneously emerges when an attractor state is reached is understood as self-organization [von 
Foerster, 1960; Haken, 1977; Prigogine, 1985; Forrest, 1991; Kauffman, 1993]. The attractor 
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behavior of any dynamical system is dependent on the structural operations of the latter, e.g. the 
set of boolean functions in a boolean network. Speaking of an attractor makes sense only in 
relation to its dynamical system, likewise, the attractor landscape defines its corresponding 
dynamical system. Further, attractor values can be used to refer to observables accessible to the 
dynamical system in its environment and therefore perform relevant classifications in such 
environment (e.g. neural networks). Naturally, and this is the crux of the constructivist position in 
the theory of organizationally closed systems, not all possible distinctions in some environment 
can be "grasped" by the autonomous system: it can only classify those aspects of its environment/
sensory-motor/cognitive interaction which result in the maintenance of some internally stable state 
or attractor (eigenvalue). In other words, not everything "out there" is accessible; only those things 
that a particular physiology can construct with the stabilities of its own dynamics are. As with 
eigenvalues, attractors must be discrete even if used to refer to continuous observables.

1.2 Emergence and levels of description

There are three levels that need to be addressed when dealing with the notion of emergent 
representation. First, there is the material, dynamical, substrate, which will be the causal basis for 
all other levels that we may further distinguish. Secondly, we have the attractor behavior of this 
dynamics. Finally, we have the utilization of the set of attractors (eigenvalues) as referents for 
some aspects of the interaction of the dynamical system itself with its environment, that is, as 
tokens for eigenbehavior. This indirect, constructed, "referring" results from the structural 
coupling [Maturana and Varela, 1987] of the dynamical system with the environment, and can be 
understood as a semantic relation.

The level of eigenvalues is emergent to the dynamics because it cannot be explained solely by a 
description of the latter. Stability of dynamical states is not expressed in the language of the 
interactions between the components of a dynamical system. At this lower level, there is no 
distinction between a stable and an unstable state. For instance, the transition rules of Conway's 
game of Life cannot describe what "blinkers" and "gliders" are. Likewise, the level of 
eigenbehaviors, or the function of attractors as referring to some constructed reality, is emergent to 
the eigenvalues since the latter can only describe stabilities of the dynamics and not any "standing 
for" relation necessary for eigenbehavior (e.g. streams of gliders as information carriers in a 
universal computer built out of Life patterns [Poundstone, 1987]). No physical or formal 
description of the dynamical system and its attractors alone will completely explainthis functional 
dimension [see Rocha, 1994a, 1995b; Rosen, 1995; Pattee, 1995]. Hence, we need complementary 
descriptions of the several levels involved in such organizationally closed, emergent, systems 
[Pattee, 1978].

2 Embodiment and self-organization

Varela, Thompson, and Rosch [1991] have proposed an embodied, inclusive, approach to 
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cognition which acknowledges the different levels of description necessary to effectively deal with 
emergent representation, or in von Foerster's terms, eigenbehavior. Cognitive science used to be 
traditionally concerned solely with those aspects of cognitive representation which can be 
described as symbolic. In other words, it was concerned with the semantic relation between 
cognitive categories and their environmental counterparts through some direct representational 
relation (intentionalty), without taking into account any sort of material or internal organizational 
constraints: real-world categories directly represented by discrete symbols which could be freely 
manipulated. The connectionist, emergent, or self- organizing paradigm has changed this focus to 
the lower level of attractor behavior. That is, cognitive systems are defined as those systems 
capable of self-organizing their components into discrete basins of attraction used to discriminate 
the environment they are able to construct. Classifications become subsymbolic and reside in some 
stable pattern of activation of the dynamic system's components, instead of based on some higher 
level symbols (emergent representation).

2.1 Selected Self-organization: structural change and increasing variety

What is usually referred to as self-organization is the spontaneous formation of well organized 
structures, patterns, or behaviors, from random initial conditions. The systems used to study this 
phenomenon are referred to as dynamical systems: state-determined systems. They possess a large 
number of elements or variables, and thus very large state spaces. However, when started with 
some initial conditions they tend to converge to small areas of this space (attractor basins) which 
can be interpreted as a form of self- organization. Since such formal dynamical systems are usually 
used to model real dynamical systems such as chemical networks of reactions, non-equilibrium 
thermodynamic behavior [Nicolis and Prigogine, 1977] the conclusion is that in nature, there is a 
tendency for spontaneous self-organization which is therefore universal [Kauffman, 1993].

This process of self-organization is also often interpreted as the evolution of order from a 
disordered start. Self-organizing approaches to life (biological or cognitive), in particular second-
order cybernetics [see Pask, 1992], take chaotic attractors as the mechanism which will be able to 
increase the variety (physiological or conceptual) of organizationally closed systems. External 
random perturbations will lead to internal chaotic state changes; the richness of strange attractors 
is converted to a wide variety of discriminative power. Dynamic systems such as boolean 
networks clearly have the ability to discriminate inputs. Generally, the attractors of their dynamics 
are used to represent events in their environments: depending on inputs, the network will converge 
to different attractors. However, for any classification to have survival value, it must relate its own 
constructed states (attractors) to relevant events in its environment, thus, similar events in the 
world should correspond to the same attractor basin. Chaotic systems clearly do not have this 
property due to their sensitivity to initial conditions. Ordered systems follow this basic heuristic.

Kauffman [1993, page 232] further hypothesizes that "living systems exist in the [ordered] regime 
near the edge of chaos, and natural selection achieves and sustains such a poised state". This 
hypothesis is based on Packard's [1988] work showing that when natural selection algorithms are 
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applied to dynamic systems, with the goal of achieving higher discriminative power, the 
parameters are changed generally tolead these systems into this transitional area between order and 
chaos. This idea is very intuitive, since chaotic dynamical systems are too sensitive to parameter 
changes, that is, a single mutation leads the system into another completely different behavior 
(sensitive to damage). By contrast, ordered systems are more resilient to damage, and a small 
parameter change will usually result in a small behavior change which is ideal for smooth 
adaptation (hill-climbing) in correlated fitness landscapes. However, even though very ordered 
systems can adapt by accumulation of useful successful variations (because damage does not 
propagate widely), they may not be able 'step out' of certain areas of their fitness landscapes. It is 
here that systems at the edge of chaos enter the scene; they are not as sensitive to damage as 
chaotic systems, but still they are more sensitive than fully ordered systems, and thus, some 
mutations will accumulate (by causing minor changes) and some others will cause major changes 
in the dynamics allowing more distant searches in fitness spaces. These characteristics of 
simultaneous mutation buffering (to small changes) and dramatic alteration of behavior (in 
response to larger changes) is ideal for evolvability [Conrad, 1983, 1990].

Chaotic classifications cannot grasp an ordered interaction with an environment, while point 
attractors and simple limit cycles may not allow enough behavior change for a good increase in 
variety. The edge of chaos regime seems to offer a good, intuitive, compromise. However, 
whatever the regime of a dynamic system, self-organization alone cannot escape its own attractor 
behavior. A given dynamic system is always bound to the complexity its attractor landscape 
allows. For a dynamic system to observe genuine emergence of new classifications (conceptual or 
of functionality) it must change its structure. Creativity, or open-ended variety can only be attained 
by structural perturbation of a dynamical system. One way or another, this structural change 
leading to efficient classification (not just random change), has only been achieved through some 
external influence on the self-organizing system. Artificial neural networks discriminate by 
changing the structure of their connections through an external learning procedure. Evolutionary 
strategies rely on internal random variation (mutation) which must ultimately be externally 
selected. In other words, the self-organizing system must be structurally coupled to some external 
system which acts on structural changes of the first and induces some form of explicit or implicit 
selection of its dynamic representations: selected self-organization.

2.2 Memory and selected self-organization

The dynamical approach of von Foerster [1965] to cognition emphasized the concept of memory 
without a record. By utilizing functionals to change the functions of state-determined systems, von 
Foerster formalized the idea that memory can be observed in systems which are able to change 
their own structure and therefore its dynamics and attractor behavior. Today, we name this kind of 
memory distributed, and the kind of models of memory so attained as connectionist. As previously 
discussed, for a self-organizing system to be informationally open, that is, for it to be able to 
classify its own interaction with an environment, it must be able to change its structure, and 
subsequently its attractor basins, explicitly or implicitly. Explicit control of its structure would 
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amount to a choice of a particular dynamics for a certain task (the functional would be under direct 
control of the self-organizing system) and can be referred to as learning. Under implicit control, 
the self-organizing system is subjected to some variation of its structure (including its distributed 
memory) which may or may not be good enough to perform our task. Those self-organizing 
systems which are able to perform the task are thus externally selected by the environment to 
which they are structurally coupled. If reproduction is added to the list of tasks these systems can 
produce based on their dynamic memories, then we have the ingredients for natural selection: 
heritable variation and selection.

This form of situated, embodied, self-organization can be referred to as distributed memory 
selected self- organization. Its relying on some system-environment coupling of structure has been 
stressed mostnotably within second-order cybernetics and systems research. Maturana and Varela 
[1987] propose structural coupling as the general mechanism for variety increase, Pask [1976] 
refers to it as conversation in the cognitive realm. Both of these approaches owe a lot to von 
Foerster's eigenbehavior notions. More recently, in the realm of complex systems and evolutionary 
systems theory, Kauffman [1993] and others have relied on the notion of autocatalytic sets which 
are mutable, heritable, self-replicating, self- organizing systems evolvable through natural 
selection.

So far I have maintained that eigenvalues or attractors represent the building blocks of any system 
capable of discriminating its environment through some thus embodied construction. However, 
eigenbehavior (emergent representation) and its variety increase needs a structural coupling of 
these eigenvalues with some externally selective environment. This kind of selected self-
organization obliges us "to understand perception not just as an interactive dynamical structure, 
but as a process that arises from a more fundamental embodiment that makes it possible for 
evolution to create structures that are internally assigned interactive roles. This process carries 
with it an increase of complexity of the way the environment is perceived and acted 
upon" [Etxeberria, 1995]. It also seems to offer a minimum requirement for evolution and 
cognitive categorization [Lakoff, 1987; Rocha, 1995d]. 

Perhaps the most important characteristic of this distributed memory selected self-organization is 
the fact that its specific embodiment both constructs the classification of the environment and 
ultimately defines selection. The consequence of this fact for biological systems is that natural 
selection (acting on this form of self-organization) is not free to evolve any organism, but it is 
constrained by the self-organizing properties of the materiality of the organisms it acts upon _ 
evolution with both a self-organizing and selection component. The consequence for cognitive 
systems, is that what can be classified is also constrained by the particular materiality of the 
classifying system at stake _ not everything "out there" can be grasped. In other words, the 
particular self-organizing dynamics of a particular classifying system constrains the universality of 
its classification. However, we should look into how can this process be made more efficient, and 
allow for genuine open-ended emergence of variety in classification.
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3 Von Neumann: description based selected evolution 

Von Neumann [1966] defended that a threshold of complexity exists, before which complexity 
degenerates, and after which complexity can increase in an open-ended fashion. He proposed a 
self-replicating scheme based on the notion of a memory-stored description Φ(A) that can be 
interpreted by auniversal constructor A to produce A itself. However, to avoid a logical paradox of 
self-reference, the description, which cannot describe itself, must be both copied (uninterpreted 
role) and translated (interpreted role ) into the described automaton. This way, in addition to the 
universal constructor, an automaton B capable of copying any description, Φ, is included in the 
self-replication scheme. A third automaton C is also included to effect all the manipulation of 
descriptions necessary. To sum it up, the self-replicating system contains the set of automata (A + 
B + C) and a description Φ(A + B + C); the description is fed to B which copies it and to A which 
constructs another automaton (A + B + C); the copy is then handled separately to the new 
automaton which together with this description is also able to self- reproduce.

3.1 Descriptions and open-ended evolution

As Von Neumann [1966] discussed, if the description of the self-reproducing automata is changed 
(mutated), in a way as to not affect the basic functioning of (A + B + C) then, the new automaton 
(A + B + C)' will be slightly different from its parent. Von Neumann used a new automaton D to be 
included in the self-replicating organism, whose function does not disturb the basic performance of 
(A + B + C); ifthere is a mutation in the D part of the description, say D', then the system (A + B + 
C + D) + Φ(A + B + C + D') will produce (A + B + C + D') + Φ(A + B + C + D'). Von Neumann 
[1966, page 86] further proposed that non-trivial self-reproduction should include this "ability to 
undergo inheritable mutations as well as the ability to make another organism like the original", to 
distinguish it from "naive" self- reproduction like growing crystals. Von Neumann's model clearly 
does not rely on a distributed but on a local kind of memory. Descriptions entail a symbol system 
on which construction commands are cast. These commands are not distributed over patterns of 
activation of the components of a dynamic system, but instead localized on "inert" structures 
which can be used at any time _ a sort of random access memory. By "inert" I mean material 
structures with many dynamically equivalent states, in other words, the semantic relation, or what 
the structures are used to refer to, must possess a large degree of arbitrariness so that certain 
representations are not much more probable than others. In the genetic system, any sequence of 
nucleotides is possible, and its informational value is not dependent on the particular attractor 
behavior of DNA or RNA dynamics.

Why then is there an advantage of local memory over distributed memory self-replication? Von 
Neumann's argument mainatins that if we do not have symbolic descriptions directing self-
replication, then an organism must replicate through material self-inspection of its parts. In other 
words, the dynamics must be able to produce copies of itself by template identification of parts 
existing in its environment. The simplest way would be to have every part of the structure 
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individually heritable. Clearly, as systems grow in complexity, self-inspection becomes more and 
more difficult [Pattee, 1995]. The existence of a language, a symbol system, allows a much more 
sophisticated form of communication. Functional, dynamic structures do not need to replicate 
themselves, they are simply constructed from physically non- functional (dynamically inert) 
descriptions. For instance, for an enzyme to replicate itself, it would need to have this intrinsic 
property of self-replication "by default", or it would have to be able to assemble itself from a pool 
of existing parts, but for this, it would have to "unfold" so that its internal parts could be 
reconstituted for the copy to be produced [Pattee, 1995]. With the genetic code, however, none of 
these complicated "gimmicks" are necessary: functional molecules can be simply folded from inert 
messages. This method is by far more general since any functional molecule (with limitations to be 
discussed ahead) can be produced from a description, not merely those that either happen to be 
able to self-reproduce, or those that can unfold and fold at will to be reproduced from available 
parts. The evolution of distributed memory based self-organizing systems is restricted to this type 
of trivial (in von Neumann's sense) or through self-inspection (self-description [Kampis, 1991]) 
reproduction.

The symbol system, with its utilization of inert structures, opens up a whole new universe of 
functionality which is not available for purely dynamical self-replication. In this sense, it can 
evolve functions in an open-ended fashion. The threshold of complexity proposed by Von 
Neumann is taken by some (e.g. Pattee, Cariani, Kampis in Rocha [1995a]) as another category of 
self-organization which is capable of creative organization and selection from outside. Following 
our rationale above, we can call it local memory selected self-organization, or description based 
selected self-organization. In biology, this means that living systems can follow a largely open-
ended evolutionary history (von Neumann;s threshold of complexity). In the cognitive realm, the 
introduction of symbols also opened up a whole new world of communication possibilities as the 
aspects of an environment that can be communicated between individuals is not restricted to only 
those things we can "show" or otherwise somehow physically mimic: the displacement of local 
observations.

3.2 Semantic Closure: open-endedness, materiality, and universality

The notion of description implies a self-referential linguistic mechanism. A description must be 
cast on some symbol system while it must also be implemented on some physical structure. Since 
manyrealizations of the same symbol system are possible, viewing descriptions only as physical 
systems explains nothing about their symbolic nature in the control of construction. When A 
interprets a description to construct some automaton, a semantic code is utilized to map 
instructions into physical actions to be performed. When B copies a description, only its syntactic 
aspects are replicated. Now, the language of this semantic code presupposes a set of material 
primitives (e.g. parts and processes) for which the instructions are said to "stand for". In other 
words, descriptions are not universal as they refer to some material constituents which cannot be 
changed without altering the significance of the descriptions. We can see that a self-reproducing 
organism following this scheme is an entanglement of symbolic controls and material constraints 
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which is closed on its semantics. Howard Pattee [1982, 1995] calls such a principle of self-
organization semantic closure.

It is important to understand that when we say that a description based selected self-organizing 
system is endowed with open-ended evolutionary potential we do not believe it is universal, that 
is, that any physical system can be evolved. A given semantically closed system is based on some 
sort of coding mechanism between inert and functional structures. However, the code and the 
associated construction are built on some material substrate constraining the whole semantic 
closure: there is a finite number of functional structures which may be constructed with a given set 
of parts. The degree of open-endedness will be dependent on the representational potential of this 
code. In other words, the larger the number of possible equally dynamically inert structures, the 
larger the universe of functionality that can be represented in them. For instance, living systems 
cannot evolve any functional structure whatsoever (we have never seen animals on wheels for 
instance), but still the number of possible functional combinations attainable with the DNA-
protein code system is very large, far beyond computational limits. In this sense, the emergence of 
functionality is open-ended [Cariani, 1989, 1993] though not universal.

It is here 
that the 
emphasis on 
the 
symbolic 
level of 
open-ended 
evolutionary 
systems 
must be 
tamed. 
Strong 
Darwinism, 
has 
emphasized 
the nature 
of the 
symbolic 
description 
of living 
systems, as 

much as strong cognitivism has emphasized the symbolic nature of cognition. However, semantic 
closure with its description based selected self-organization is not reiterating this position. The 
symbolic component of open-ended evolutionary systems is stressed, but the material, dynamic, 
self-organizing characteristics of matter are equally stressed. It is the ultimate inclusive approach 
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which is neither reductionist nor dualist [Pattee, 1995]. While it is maintained that a purely 
physical description or dynamics will not explain symbolic function (as several material systems 
may implement the same function), it is also maintained that different material structures will not 
have identical domains of potentially evolvable functions. The important idea is that evolution 
relies both on self-organization and selection, and only those self- organizing systems able to 
harness their dynamics to obtain a symbolic dimension can have open-ended evolutionary 
potential.

4 Evolving semiotics: a conceptual framework for inclusive self-
organization 

Semiotics concerns the study of signs/symbols in three basic dimensions: syntactics (rule-
basedoperations between signs within the sign system), semantics (relationship between signs and 
the world external to the sign system), and pragmatics (evaluation of the sign system regarding the 
goals of their users) [Morris, 1946]. The importance of this triadic relationship in any sign system 
has been repeatedly stressed by many in the context of biology and genetics [e.g. Waddington, 
1972; Pattee, 1982, 1995]; in particular, Peter Cariani [1995] has presented an excellent discussion 
of the subject. We can understand the semiotics of the genetic system if we consider all processes 
taking place before translation (from transcription to RNA editing) as the set of syntactic 
operations; the relation between mRNA (signifier) and folded amino acid chains (signified), 
through the genetic code, as the implementation of a semantic relation; and finally, the selective 
pressures on the obtained proteins as the pragmatic evaluation of the genetic sign system.

4.1 Semiotics with two symbol types

Until now, the semiotics of DNA has been considered strictly unidirectional: DNA stands for 
proteins to be constructed. In other words, the symbolic DNA encodes (through the genetic code) 
actions to be performed on some environment. Naturally, through variation and natural selection 
(pragmatic evaluations) new semantic relations are created which are better adapted to a particular 
environment, however, real-time contextual measurements are not allowed by this unidirectional 
semiotics. If in addition to symbols standing for actions to be performed, the genetic system is also 
allowed a second type of symbols standing for contextual, environmental, measurements, then a 
richer semiotics can be created which may have selective advantage in rapidly changing 
environments, or in complicated, context dependent, developmental processes. Figure 2 depicts 
such a sign system. The top plane contains two different types of symbols which are combined in 
different ways (symbolic operations). Type 1 symbols stand for actions through a code φ (e.g. the 
genetic code) and type 2 symbols stand for measurements through a different code γ which is 
being hypothesized here. In Rocha [1995c] evidence was presented to show that RNA editing may 
be seen as a mechanism for this contextual input, at least for certain well known living organisms 
like the african trypanosomes [Benne, 1993], and as a potentially important mechanism in the 
morphogenesis of highly evolved animals [Lomeli et al, 1994]. We can think of DNA as a set of 
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symbolic descriptions based on two types of symbols: type 1 symbols are expressed in mRNA 
molecules and stand for actions to be performed; type 2 symbols are expressed in some sort editing 
mechanisms (e.g. gRNA molecules in the genetic system of the african trypanosomes) which stand 
for contextual observables. RNA editing can be seen as a set of symbolic operations performed 
with symbols of both types, resulting in symbols of type 1 to be translated into actions by the 
genetic code. 

Notice that code γ is proposed here as an abstraction referring to the set of mechanisms which will 
link environmental measurements (context) into type 2 symbols. It is not expected to function as a 
proper genetic code. Jon Umerez [1995] has stressed the importance of a code in any form of 
evolving semiotics. In simple terms, what I refer to as a code here is any mechanism able to relate 
"inert" material structures to other material structures with some functional dynamics "by virtue" 
of a larger organizational closure. In other words, thefunction of the first material structures is not 
dependent on its particular materiality, but on what they are used to refer to for the imbedding, 
material, self-referent semantic closure [Pattee, 1995]. Again, a semantically closed system, 
endowed with this kind of symbol/matter code is able establish open-ended evolution [Pattee, 
1995; Umerez, 1995]. Leaving pragmatic evaluations (selection) out of the picture 
momentarily, the semantic closure with two symbol types, which is able to act as well as perform 
measurements on its environment can be represented by the cube in figure 3. The semiotic triadic 
relationship is only complete when individual semantic closures are coupled to an environment 
(measured and acted upon by each one of them) which ultimately selects (pragmatic evaluation) 
the most fit amongst these symbol-matter closures (e.g. in natural selection, those that reproduce 
the most).

4.2 Materiality and implementation dependence: self-organization and selection 
come together

The issue of materiality is extremely important for two reasons: (i) all which can be represented in 
this evolutionary semiotics is restricted to what can be constructed by the specific, material, 
semantically closed system in the first place; and (ii) selection is ultimately performed on this 
specific material organization capable of performing a number of functions in an environment. The 
conceptual framework put forward by this material, evolutionary, semiotics forces self-
organization and selection together as two indispensable dimensions of evolutionary systems. 
Pragmatic evaluations or selection takes place on particular dynamics, on the other hand, open-
ended evolution is only possible through the existence of a symbolic dimension mediated through 
a code. Moreover, this code must be built out of some materiality which constrains its 
representation power and which also ultimately defines eigenbehavior, or an organism's ability to 
construct and discriminate its environment. This last point raises the issue of implementation-
independence and multiple realizability [Umerez, 1995]. 

A semantically closed system is not implementation independent because matter constrains its 
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eigenbehavior as well as its evolutionary potential. The second constraint is clear when we realize 
that two distinct closures which at some point establish the same eigenbehavior (the same 
representational function), if materially different, will evolve differently. The first constraint is not 
so clear since we hypothetically allow the idea that two different closures can have the same 
representational function. However, this equivalence can only be established between formal 
symbol systems which by definition are not materially constrained and are therefore universal, that 
is, the set of possible semantic relations is infinite (figure 4). Material symbol systems do not have 
this property. A coding relation must be formed out of certain available material parts in each 
domain (e.g. nucleotides and aminoacids in the genetic code), and no semantic relation can escape 
them. In the genetic system we can represent any protein, but we cannot represent and construct 
any other material structure which is not made out of aminoacid chains. Thus, our semiotics are 
necessarily constrained by matter, not just due to selection pressures, but on account of the parts 
available for the symbol system itself (figure 5). 

Material sign systems are not universal and cannot represent anything whatsoever, but this 
turns out to be their greatest advantage. The price to pay for the universality of formal symbol 
systems is complete specificity, that is, full description of its components and behavior. 
Conversely, material sign systems are built over certain building blocks which do not need a 
description. For instance, DNA does not need toencode anything but aminoacid chains, there is no 
need to include in genetic descriptions information regarding the chemical constituents of 
aminoacids nor instructions on how to fold an aminoacid chain -- folding comes naturally from the 
dynamical self-organization of aminoacid chains. Notice how a logical simulation of these genetic 
mechanisms needs to include all this information that comes free when the self-organizing 
characteristics of matter are actually used rather than simulated [Moreno et al, 1994]. 

5 What does it mean for applications?
5.1 Evolutionary strategies: selection alone

The underlying idea of computational evolutionary strategies (ES) is the separation of solutions for 
a particular problem (e.g. a machine) from descriptions of those solutions through a code. Genetic 
algorithms (GA's) work on these descriptions and not on the solutions themselves, that is, variation 
is applied to descriptions, while the respective solutions are evaluated, and the whole (description-
solution) selected according to this evaluation. This separation follows von Neumann's self-
reproducing scheme which is able to increase the complexity of the machines described. This leads 
to the conclusion that the form of organization attained by GA's is not self-organizing in the sense 
of a boolean network or cellular automata. Even though the solutions are obtained from the 
interaction of a population of elements, and in this sense following the general rules usually 
observed by computationally emergent systems, they do not strictly self-organize since they rely 
on the selective pressures of some fitness function. The order so attained is not solely a result of 
the internal dynamics of a collection of interacting elements, but also dictated by the external 
selection criteria. To say that the populations of descriptions of solutions self- organize at all in ES 
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may stretch the concept of self-organization a bit too far. ES rely on different concepts: first, with 
the description-solution dichotomy the concept of local memory is introduced; second, the 
transition rules of ES are not state-determined _ variation is stochastic; third, as already discussed, 
selection is external to the populations of descriptions. This way, we can hardly say that a 
population of memories is interacting with any sort of "self-dynamics": the solutions reached by a 
GA do not self-organize but are a result of external variation and selection. For all these reasons, it 
is therefore natural to think of ES as completely distinct from self-organization. It is perhaps useful 
to think of ES as modeling a very different aspect of biological systems that has to do with natural 
selection. Self- organizing systems model the abstract, internal, characteristics of matter, while ES 
model the existence of, external, selective pressures on populations of varying memory based 
descriptions of some system. 

5.2 Artificial semantic relations: the origin problem

The coded relationship between descriptions and solutions for some task in ES is imposed at the 
onset by the users of such systems. Likewise, the database symbols of some artificial intelligence 
program are externally related to some categories its users are interested in. Both have to do with 
the issue of representation in computational domains. All formal systems must have their symbols 
related to some meaning by the external intervention of some user [Rocha, 1995b], in other words, 
a formal system cannot change the signifier/signified primitives imposed when it is started, and 
create new observables [Cariani, 1991]. In the field of GA's some [Mitchell and Forrest, 1994] 
have been calling for more research to be done on schemes that may allow the evolution of the 
description/solution relationship itself, that is, the evolution of a code. The same quest takes place 
in cognitive science for some way to ground the symbols of artificial intelligence models [Harnad, 
1990].

Basically, everyone is one way or another dealing with the origin of symbols problem, or in other 
words, the matter/symbol problem. Some explain symbols away by searching explanations in the 
dynamics of cognitive and biological systems [e.g. Churchland and Sejnowski, 1991] while others, 
usually in strong computationalist fields, will look solely at the purely symbolic aspects of 
complicated systems. Few havebeen calling for the inclusion of both aspects into complementary 
approaches [Pattee, 1978; Lakoff, 1987; Cariani, 1987; Varela, Thompson, and Rosch, 1991; 
Etxeberria, 1995]. This latter view calls for an embodiment of models of life and cognitionin such 
a way as to be able to study the origin problems within an inclusive framework where material and 
computational aspects are intertwined.

In any case, however far we may be from solving any problems of origin, we may still recognize 
that both life and cognition rely on complementary dynamical and symbolic characteristics. Even 
if we do not yet know how these aspects ever came to be brought together, we should build 
artificial models using both of these aspects (or their simulations) to our advantage, since they 
have proved to be immensely powerful for natural organisms. For instance, in [Rocha, 1995c], 
even though using a fixed computational coding relations between descriptions and solutions in a 
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GA, I proposed the establishment of, stochastic, contextual constraints on this coding relation 
following the basic mechanisms of RNA editing found in a variety of living organisms. These 
contextual GA's, though completely computational, are able to change the way they produce 
solutions from the same genetic description, according to changes in their environments. They are 
an instance of the two symbol type semiotic model discussed in section 3, and can be said to 
evolve an internal control of genetic expression which may be of use for organisms whose 
environment is subjected to cyclic changes.

5.3 Genetic algorithms and development: self-organization and selection in 
Artificial Life

Lately much attention has been posited on evolutionary strategies that bring together self-
organizing systems and natural selection inspired algorithms. Particularly in the field of Artificial 
Life, Kitano[1994], and Dellart and Beer [1994], have proposed GA's which do not encode 
directly their solutions, but rather encode generic rules (through L-Systems) which develop into 
boolean networks simulating given metabolic cycles. With these approaches, GA's no longer 
model exclusively selection, but also a self- organizing dimension standing for some materiality. 
The GA does not search the very large space possible solutions, but a space of basic rules which 
can be manipulated to build different self-organizing networks. These networks are then started 
(sometimes with some learning algorithm) and will converge to some attractor behavior standing 
for a solution of our simulation. Rather than directly encoding solutions, the GA harnesses a space 
of possible self-organizing networks which will themselves converge to a solution -- emergent 
morphology.

The computational advantage of these systems lies on the tremendous reduction of the algorithm's 
search space since the solutions do not have to be encoded in all details, the emergent morphology 
"takes care" of details we do not need to encode. In particular, I have proposed a developmental 
scheme [Rocha, 1995c] which uses the same search space (based on fuzzy rules) for whatever 
number of simulation primitives we desire, in other words, a generic GA which uses the same state 
space regardless of the simulation task by utilizing an emergent morphology scheme based on 
fuzzy logic. By simulating both selection and self-organization, the size of descriptions is 
dramatically reduced, and an avenue is opened for studying the simulation of both the symbolic 
and material aspects of evolutionary systems.

5.4 Categorization and constructivism: uncertainty and belief in artificial 
intelligence

Eleanor Rosch [1978] and George Lakoff [1987], among others, have stressed the importance of 
an embodiment of cognition to deal with its representation issues. In Rocha [1994b, 1995d, 1995e] 
I have introduced a set structure called evidence set based on fuzzy logic and the Dempster-Shafer 
[Shafer, 1976] theory of evidence. These structures allow the inclusion of all forms of uncertainty 
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recognized in information theory [Klir, 1993] as well as a formalization of belief and contextual 
dependencies in a set format. Evidence sets do not specifically include an account of materiality, 
however, the formalization of belief and context allows larger imbedding models of cognitive 
categorization to base the belief andcontextual strengths of concept membership on specific 
material constraints, or its simulation through, say, neural networks. 

The contextual pointers of evidence sets are related to Pask's [1976] P-individuals in his 
conversation theory and are thus embedded in a constructivist framework which emphasizes the 
construction of a reality in terms of a cognitive system's specific materiality and environmental 
coupling. This is also a direct result of von Foerster's formulation of eigenbehavior and an aid to 
establishing another instance of the semiotic model of section 3 in the cognitive realm. It can be 
seen to offer a constructivist position of representation which stresses embodiment, but must also, 
on the other hand, concede that in an evolutionary context, the construction of categories must 
have a representational relation to aspects of the organism's environment, or its categorization 
would not have survival value in that particular organism/environment structural coupling 
[Medina-Martins and Rocha, 1992; Rocha, 1995d]. In other words, embodiment does not eradicate 
the necessity to still explain some sort of representational relation between constructed categories 
and the cognitive system's context.

6 Conclusions: selection meets self-organization 

I have stressed that though self-organizing systems with distributed memory represent a minimum 
requirement for evolutionary systems, their evolutionary potential is much larger, possibly open-
ended, if further endowed with dynamically "inert" structures to be used by their classification 
mechanisms. It was stressed that this by no means entails a return to purely symbolic approaches 
to cognition, nor a belief in the absolute sovereignty of natural selection in evolution. Rather, it is a 
call for more inclusive, hybrid approaches to such evolutionary and learning systems. In artificial 
Life this implies building models which bring together self-organizing mechanisms, such as 
cellular automata or boolean networks, with genetic algorithms (with varying degrees of control of 
their genetic expression). In Artificial Intelligence it implies the establishment of models able to 
go beyond connectionist classification, by inclusion of higher level accounts of cognitive 
categorization.
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Online self-organizing social systems: 
The decentralized future of online learning 

 
 
Introduction 
The development of innovative network applications marches on at an astounding rate. 
Ten years ago who could have predicted the impact of the World Wide Web? Who could 
have predicted the impact of Napster just two years ago? And who knows what will be 
next? Such is the conundrum of the instructional technologist who struggles to employ 
ever-emerging technologies in the service of learning. 
 
But not all advances in instructional technology come about through the development of 
new hardware or software – some emerge from the creative applications of existing 
technology. In this article we discuss such an innovation, the online self-organizing social 
system (OSOSS). Briefly described, the OSOSS structure allows large numbers of 
individuals to self-organize in a highly decentralized manner in order to solve problems 
and accomplish other goals. The OSOSS structure is neither an instructional design 
theory (such as those described by Reigeluth, 1999) nor an application or Internet 
protocol (such as Netscape or HTTP). However, due to its distributed and highly 
decentralized nature, the authors feel that the OSOSS structure could prove as disruptive 
to traditional notions of online learning as Napster proved to traditional conceptions of 
the Internet. 
 
Our discussion of self-organizing social systems online will begin with an exploration of 
the issue of scalability and bandwidth in online learning, and the means currently 
proposed for overcoming these issues: “learning objects” automatically assembled by 
intelligent instructional systems. We will discuss what we feel are weaknesses in the 
automated learning objects approach. Finally, we will use these explorations and 
discussions as a context for describing the OSOSS structure. 
 
 
Issues of scalability and bandwidth in online learning 
When bandwidth issues are discussed in the context of online learning, one frequently 
thinks of the speed with which a large amount of data can make its way to students’ 
homes. In the past five years broadband deployment has increased significantly, and it is 
possible that eventually there may be high speed Internet access generally available in 
student homes.  
 
Let us assume momentarily that this access is broadly available. Are the problems of 
online learning solved? No. We believe that the most significant bandwidth problem in 
online learning has nothing to do with pushing data through pipes. The idea of “teacher 
bandwidth” analogizes students to data, and teachers to pipes, and formulates the problem 
thus: how many students can a teacher support in an online learning environment? While 
some distance education organizations see the Internet as an opportunity to expand their 
student base to hundreds of thousands of students, providing feedback and learning 
support for such large numbers is problematic. Traditional instructional methods were 
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designed to support tens of students in a course, not tens of thousands. When these “tried 
and true” instructional methods are moved intact online and the number of students 
increases by one thousand, the number of “teachers” required to personalize the learning 
experience must also increase. As the following quote from the Sharable Content Object 
Reference Model produced by the U.S. Department of Defense’s Advanced Distributed 
Learning Network (ADL, 2001) points out, increasing the number of teachers 
proportionately is an expensive proposition: 
 

Empirical studies have raised national interest in employing education and 
training technologies that are based on the increasing power, accessibility and 
affordability of computer and networking technologies.  These studies suggest 
that realizing the promise of improved learning efficiency through the use of 
instructional technologies—such as computer-based instruction, interactive 
multimedia instruction and intelligent tutoring systems—depends on the ability of 
those technologies to tailor instruction to the needs of individuals.  In contrast to 
classroom learning, these approaches enable the pace, sequence, content and 
method of instruction to better fit each student’s learning style, objectives and 
goals… 
 
The dilemma presented by individually tailored instruction is that it combines an 
instructional imperative with an economic impossibility.  With few exceptions, 
one instructor for every student, despite its advantages, is not affordable.  
Instructional technology promises to provide most of the advantages of 
individualized instruction at affordable cost while maintaining consistent, 
measurable, high-quality content (p. 17-18). 

 
The ADL quote summarizes many approaches to solving the scalability or “teacher 
bandwidth” problem: 
 

1. A one-on-one instructional model in which a teacher tailors instruction to 
individual student needs is preferable to other instructional models, 

2. Human (teacher-student) interaction in large scale learning environments is not 
economically feasible, therefore 

3. Automating feedback and other learning support via intelligent instructional 
systems is the only viable solution to providing scalable online learning. 

 
How does an organization scale to provide individualized learning support to large 
numbers of students? The solution that is becoming increasingly popular replaces human 
teachers with intelligent, automated systems. These systems sequence instructional 
modules or “learning objects” (Wiley, 2002) for users in real time according to intelligent 
algorithms, and provide predefined or “intelligent” feedback based on assessments of 
learners.  
 
While a significant amount of energy and financing has gone into the automated learning 
objects approach to overcoming the teacher bandwidth problem, it suffers from a number 
of critical weaknesses. 
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1. Automated instructional systems completely lack human interaction and social 

negotiation, which learning theorists are increasingly stressing as crucial to 
supporting meaningful learning (Edwards & Wiley, 2002). 

2. Highly decontextualized learning objects are reusable in the greatest number of 
learning contexts, but they are also the most expensive and difficult for 
instructional designers to reuse, creating a “reusability paradox” (Wiley, Recker, 
& Gibbons, 2001). 

3. Computers are currently incapable of participating in the very human meaning-
making activities required of instructional design and development based on fine-
grained components (Edwards & Wiley, 2002).  

 
While the automated systems approach has its place, we believe that these and other 
weaknesses prevent the method from supporting scalable solutions to human-interaction 
intensive learning. However, we are not advocating a return to the “one teacher for every 
student. The dualism of “teacher-supports-students” or “automated-system-supports-
students” is a false dichotomy. There is another option – “students-support-each-other.”  
 
 
The phenomenon of self-organization 
It may seem highly unlikely that any uncoordinated group of students could come 
together without a guiding authority to accomplish any significant purpose. Looking in 
on thousands of students using technology without a teacher’s direction, one might ask 
with Maeterlinck (1927), “What is it that governs here? What is it that issues orders, 
foresees the future, elaborates plans, and preserves equilibrium?” The subject of 
Maeterlinck’s wonder was not people, however – it was the white ant. Many species of 
ants, bees, termites and other social insects forage for resources, store resources, provide 
needed resources to others at the proper place and time, discriminate between optimal 
sources of food, build nests, hives, or domes, and solve a variety of other complex 
geometric, economic, and engineering problems.  
 
Self-organizational models have been applied to human communities for decades, at least 
since Jacobs’ (1961) groundbreaking work on urban planning. Jacobs argues that 
communities self-organize in a manner similar to social insects: instead of thousands of 
ants crossing each other’s pheromone trails and changing their behavior accordingly, 
thousands of humans pass each other on the sidewalk and change their behavior 
accordingly. In the days before central planning authorities zoned city areas for specific 
uses, the simple local interactions of people on sidewalks led to complex global behavior 
at the level of the city, with upscale neighborhoods, slums, commercial and red light 
districts all emerging without anyone directing them to do so.  
 
Researchers have continued to fruitfully apply self-organizational models to other human 
systems such as economics (Krugman, 1996). More recently, Eriksson and Wulf (1999) 
have begun exploring the relationships between self-organizing systems and the notion of 
computer-supported collaborative work; Wulf (1999) has examined the ways in which 
“groupware” systems support self-organization. 
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Current research brings us to the point where the self-organizational potential of human 
social systems has been recognized and documented, and investigations are beginning 
into the ability of networked technology to facilitate this self-organizing activity for 
individuals who are geographically distributed. Next, we will present a necessarily brief 
discussion of an existing online self-organizing social system. 
 
 
Online self-organizing social systems  
Online self-organizing social systems (OSOSS) are facilitated by a particular type of 
software infrastructure, one that is generally web-based and characterized by a high 
degree of management decentralization. (Similar structures can exist within other 
technological environments such as mailing lists or Usenet newsgroups, but these 
frequently have web-enabled front ends.) The website genre known as the “web log” or 
“blog” is such an infrastructure, and provides a fertile primordial soup from which online 
self-organizing social systems can emerge. The day-to-day tasks of creating new content, 
adding commentary, evaluating the quality of submitted material, providing user support 
and answering questions, and other tasks are distributed across the entire community via 
the blog infrastructure.  
 
OSOSS vary in the degree of decentralization they employ (from very limited centralized 
editorial control to absolutely no central control), the content domain they cover (from 
the very specific to the self-proclaimed “Everything”), and the explicitness of their 
learning facilitation (from news OSOSS that help people keep up with current events to 
OSOSS explicitly created for the purpose of facilitating collaborative online problem 
solving). While none of the existing OSOSS consider themselves learning communities, 
learning is happening among their users, and happening in an extremely innovative 
manner. 
 
Slashdot (http://slashdot.org/) is undeniably one of the most popular OSOSS. With a 
subscriber base of over 30,000 generating over 1,000,000 page impressions per day 
(OSDN, 2001), one might expect that the task of managing such a site would require 
scores of people. And it does. It takes approximately 30,000 people to keep Slashdot 
running, via an infrastructure supporting story submissions, threaded discussion, 
moderation, and meta-moderation. 
 
Slashdot is a news site, carrying stories of interest to “geeks” and “nerds.” Frequent 
topics include bleeding edge hardware and software developments, intellectual property 
law and lawsuits, Japanese anime, and reviews of science fiction books and movies. 
Users contribute “news stories” – which are frequently summaries of stories, reviews, and 
other information found on other sites across the web, along with links to the original 
content – for the editors to approve. Editors review the material for appropriateness 
(alignment with Slashdot’s content areas) and originality (is this story already running on 
the front page?) and then either approve or discard the submission. Accepted submissions 
run in a box on the site’s front page (see Figure 1), and each story box contains a link to 
an area where threaded discussion dedicated to the story occurs (see Figure 2). 

http://slashdot.org/
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Figure 1. A screen capture of the Slashdot website located online at http://slashdot.org/ 
 
The threaded discussion itself is equally interesting. Community members meeting 
certain criteria have the ability to “moderate” or evaluate the quality of individual 
comments. These evaluations are aggregated to produce scores from –1 (“Flamebait”) to 
5 (“Insightful”). Using these comment ratings and an infrastructure that dynamically 
generates HTML, Slashdot allows users to set thresholds for the quality of comments to 
which they want to be exposed. Generally speaking, the authors have found that using the 
website with this threshold set at 4 or higher is an intellectually satisfying experience (see 
Figure 2). 
 
“Meta-moderation” allow other members of the community to evaluate the 
appropriateness of moderators’ ratings. For example, if a moderator with an axe to grind 
against Microsoft moderated an informative comment regarding the XP operating system 
down to –1, meta-moderators would mark this moderation as “Unfair.” This system of 
meta-moderation provides the larger community a powerful balance against “the tyranny 
of the moderators.” 
 
The combination of Slashdot’s moderation system with its meta-moderation system 
creates a powerful infrastructure for real-time peer review. This infrastructure supports 
the community’s efforts to bring the best information, questions, and answers to the 
attention of the community, while making it difficult for misinformation and half-baked 
ideas to propagate across the network. In short, it functions much like the peer review 
process that provides the gateway to academic journals. It impressively fills this role a) in 
real-time, b) with input from a larger proportion of the community, and c) with meta-
moderation checks in place to prevent abuse. 
 

http://slashdot.org/
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Figure 2. Detail of the Slashdot website front page. The “Read More” link takes users to a 
threaded discussion specific to this story. “2 of 36 comments” represents the number of current 
comments at or above the users’ comment quality threshold. 
 
The software that distributes the responsibility for content creation, commentary, and 
quality control across the community provides the users of Slashdot the tools they need to 
self-organize. While individuals follow rules strictly local to them (e.g., expressing 
preference for one type of content over another), these strictly local rules result in a 
complex macro-behavior that emerges within the system. 
 
 
OSOSS, learning objects, and online learning 
“But where is the learning?” one may ask. In this section we connect OSOSS, learning 
objects, and online learning by discussing a sample OSOSS interaction. Table 1 contains 
an excerpt taken from the PerlMonks website (http://perlmonks.org/) section titled 
“Seekers of Perl Wisdom.” PerlMonks is an OSOSS where a variety of people learning 
the PERL programming language and working through the problems common to those 
learning the obtuse language interact and collaborate to teach each other and solve 
problems.  
 
Unique ID 
by nlafferty on Jul 19, 2001 at 16:39 
 
nlafferty has asked for the wisdom of the Perl Monks 
concerning the following question:  
 
I want to know how to generate a unique id for every row I 
enter into my postgreSQL DB. So that a unique id is specified 
to a variable, which I can INSERT into the row along with my 
other information. 

 
 
Re: Unique ID 
by lhoward on Jul 19, 2001 at 16:46 
The two easy ways to do this with Postgres. One is to 
specify the ID col. as serial type, which will cause it to 

A user named nlafferty 
asks a question about 
creating unique 
identifiers for data 
entered into a 
database. 
 
 
 
 
 
 
User lhoward responds 
with three alternative 
solutions to the 
question. One involves 

http://perlmonks.org/
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be auto-incrementing (i.e. when you insert a row, it will 
automatically get a new, unique val in the serial col).  

 
Additionally, you can use a postgres sequence to keep 
track of the ID, and query it with postgres's nextval 
function whenever you need a new value:  
 
          my $sth=$dbh->prepare("select nextval(?)"); 
          $sth->execute("seq_name"); 
          my $id=$sth->fetchrow(); 
          $sth->finish(); 
 
Of course, you can also do this the old-school way too 
(but its less efficient to do it this way): Have a table to 
store the last assigned ID. When you need an ID, lock 
that table, read the value out of it, write the value+1 
back to the table, and then unlock it.  

 
Re: Re: Unique ID 
by nlafferty on Jul 19, 2001 at 17:05 
So if I use a serial type then I do not have to use 
the sequence as well. Or do I have to use a 
combination of both? 

 
Re: Re: Re: Unique ID 
by lhoward on Jul 19, 2001 at 17:28 
The serial type creates and uses a 
sequence behind the scenes, but its 
operation is transparent to you. You do 
not need to create an additional sequence 
to use it. See... (using psql, Postgres's 
command line tool):  

 
test=# create table foo(ID serial NOT 
NULL,bar text, constraint foo_pk 
primary 
<program output removed to preserve 
space> 
 
I find postgres sequences to be most 
useful when you want to share one 
unique ID across tables and when you 
don't have a master table to store it in (or 
don't have a table that will always be 
inserted first). Or when you want to 
assign something outside of the DB (at 

using functionality 
already existing in the 
database (he is 
providing 
documentation). 
Another involves 
accomplishing the task 
by using additional 
software code (he is 
providing sample code 
that solves the 
problem). The final 
method is described as 
being inefficient and 
described in less 
detail. 
 
 
nlafferty asks lhoward 
to expand on his first 
alternative. 
 
 
 
lhoward responds with 
an explanation 
including actual 
program input and 
output, and a 
description of the 
scenarios in which this 
alternative would be 
most effective. 
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least at the time of assignment) a unique 
ID. 

 
Re: Unique ID 
by lachoy on Jul 19, 2001 at 17:00 

          
ObPerl: You can also use a wrapper like (plug plug) 
SPOPS (link) module to do this for you -- there is 
example code at this node (link). 
 
Chris 
M-x auto-bs-mode 

 
Re: Unique ID 
by lestrrat on Jul 19, 2001 at 17:07 
          
If this unique ID does not have to be any thing in 
particular, you might as well use the oid column. oid is 
unique for every single row in the database, and is 
created when you insert a row.  
 
It's sort of a "hidden" field, so when you query, you have 
to do 
 
SELECT oid,* FROM table; 
          
# if you already know your oid.. 
SELECT * FROM table WHERE oid = x; 
 
This is so much easier than maintaining a sequence.... 
and is universal for Postgres. 

                        
Re: Re: Unique ID 
by nlafferty on Jul 19, 2001 at 17:14 
This is originally how I thought would be a good 
way to handle this. I'll give it a shot...thank you 
;) 
 
Re: Re: Unique ID 
by nlafferty on Jul 19, 2001 at 19:36 
So how would I do a delete statement WHERE 
oid = "$oid" ?  
 

 

 
 
 
User lachoy responds 
by linking to existing 
software that solves 
nlafferty’s problem, 
along with sample 
code for integrating 
the software into 
nlafferty’s program. 
 
 
User lestrrat responds 
with further database 
documentation, 
describing a solution 
already built into the 
database package. He 
includes sample code 
for accessing this 
functionality. 
 
 
 
 
 
 
 
 
 
 
nlafferty thanks 
lestrrat and states that 
he will try this 
solution. 
 
 
nlafferty has 
succeeded in using 
lestrrat’s solution and 
returns to ask a follow-
up question. 
 
 

Table 1. A sample interaction from an OSOSS. Portions of the interaction have been removed in 
order to preserve space; the full excerpt is available online at 
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http://www.perlmonks.org/index.pl?node_id=98134&lastnode_id=479. The right column contains 
our annotations of the interaction. 
 
The resources referenced in the interaction in Table 1 are not employed in the traditional 
learning objects manner – “content prepackaged to teach a specific instructional 
objective.” Instead, the resources themselves are relatively free of artificially imposed, 
embedded instructional strategies – the community members who initially identify the 
resources supply strategies and techniques for using the resources in a context-dependent 
manner. This utilization suggests a new definition of learning objects; one that changes 
from “any digital resource that can be reused to facilitate learning” (Wiley, 2000) to 
“digital tools used to mediate learning.” We consider the focus on mediation (Wertsch, 
1985, 1991) and distinction from facilitation to be significant. 
 
The researcher is also prone to notice that the website software itself is mediating the 
problem solving process by taking questions and responses, displaying these in a 
threaded manner, etc. These affordances are important to consider – just as environmental 
variables such as access to food sources and proximity of competing colonies mediate an 
ant colony’s ability to succeed, the OSOSS infrastructure itself plays a large role in the 
ability of the OSOSS to self-organize successfully. For example, individuals who use 
OSOSS without moderation and meta-moderation capabilities will self-organize 
differently from those whose environments provide these affordances.  
 
Slashdot, the OSOSS described above, nearly self-destructed in early 2000 due to the 
noise-to-signal ratio among user comments. Comments such as “First post! I commented 
before anyone else!” and “Natalie Portman is sooo hot!”, unrelated to the actual topic of 
discussion, began to drown out the more meaningful dialog. The moderation system 
evolved in order to help the community self-sustain. Meta-moderation evolved in 
response to similar needs. One can easily imagine a number of circumstances (such as a 
lack of technical sophistication by community members) that would have prevented this 
adaptation, resulting in the death of the system. In their ability to self-maintain while 
preserving their identity, OSOSS are autopoietic. 
 
Because learning objects mediate the activities of individuals within an OSOSS, it stands 
to reason that the structure may be susceptible to the same weaknesses as the traditional 
methods of using learning objects. This is not the case, however, as OSOSS are rich in 
human interaction, can utilize arbitrary resources efficiently, and excel at mediating 
collaborative meaning making. 
 
The most significant departure of the OSOSS from conventional learning objects 
approaches is that it relies on human beings to locate, assemble, and contextualize the 
resources. Although the tragedy of the commons (Hardin, 1968) would suggest that such 
voluntary collaborations are not sustainable over time, the emergence of the Internet, and 
specifically the Free/Open Source Software movements, have shown peer-to-peer 
communications technology’s ability to put people in symbiotic, “you answer my 
question, I’ll answer yours” relationships. The gift culture described by ethnographers of 
the Free/Open Source movements such as Raymond (1999) and Himanen (2001) is one 
explanation of this phenomenon. Another explanation is that a distributed expertise 

http://www.perlmonks.org/index.pl?node_id=98134&lastnode_id=479
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model obtains in sufficiently large distributed learning communities, meaning that 
because expertise exists across the community no individual community member is 
overly burdened with the primary responsibility for answering questions and providing 
feedback. As problems arise related to the expertise of an individual, that individual may 
or may not choose to provide help. If the community is of sufficient size, the distribution 
of expertise and effort provides timely problem solving support without unduly 
burdening any individual. 
 
When learning objects are considered as mediational means that learners employ in 
problem solving and other types of activity, seemingly heterogeneous digital content 
chunks, assessments, simulations, and applications rotate into a single mediational factor. 
OSOSS provide a conceptual framework for a new method of indexing, discovering, 
combining, using, and evaluating digital educational resources.  
 

• Indexing and Discovery: Learning objects are not cataloged with metadata and 
submitted to a central curator repository. Community members know of existing 
resources and local resource collections. Individual resources are discovered 
through “community queries” in which community members respond with 
pointers to resources they know about personally. When a sufficient portion of the 
community responds in this manner, the learner locates satisficing resources. 

• Combination: Learning objects are not automatically populated into one of many 
instructional templates. Without the direction of any single grand architect, peers 
contribute relevant resources and descriptions of how they might be employed 
within the context of the initiator’s problem. Much like a colony of ants, peers 
autonomously build on one another’s work and create a satisficing resource 
structure without centralized direction (Bonabeau, Dorigo, & Theraluaz, 1999). 

• Use: Learners do not sit through a temporal sequencing of resources and 
assessments linked to decontextualized instructional objectives. They employ 
resources provided by peers as mediational means in the solution of a self-
selected problem or accomplishment of another self-selected goal. 

• Evaluation: Learning objects are not critiqued out of an instructional context with 
a summative quality rating of 1-5. Learners evaluate the relevance and suitability 
of resources within a specific learning context. (Williams, 2001) contains an 
excellent description of the impasse created by attempting to apply current 
context-dependent evaluation methodologies to extremely decontextualized 
educational resources.) 

 
We have argued above that current approaches to overcoming the “teacher bandwidth” 
problem, specifically those based on learning objects, suffer from a number of practical 
and pedagogical difficulties. As an alternative structure we introduced the construct of an 
online self-organizing social system (OSOSS). Reviewing a sample case from an OSOSS 
in light of previous learning objects criticisms reveals that none seem to apply. That is, it 
would appear that learning object use “in the wild” (educational resource use unmarred 
by instructional design and development methodologies), exhibits none of the 
weaknesses of contrived approaches to employing learning objects.  
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So what? Why are online self-organizing social systems important to the future of online 
learning? OSOSS include a large number of learners, yet scalability is not an issue. 
Learners are provided with meaningful learning support “anytime anywhere,” yet the 
support is rich with human-to-human interaction. Learning objects are successfully 
embedded in a meaningful learning context, but the discovery and contextualization of 
the objects are done by humans – again without scalability becoming an issue. It is 
because these naturally occurring methods seem in some ways superior to existing 
approaches that we believe that online self-organizing social systems will be an integral 
part of the future of online learning.  
 
 
The instructional design underlying OSOSS 
Like any other instructional technology, the success of OSOSS in facilitating learning 
will depend on the degree to which instructional design principles are obeyed, whether 
this obedience is conscious or otherwise on the part of the learner. The sample OSOSS 
interaction in Table 1 reveals that community members are unknowingly employing 
methods from several instructional design approaches. In this section we present three 
brief comparisons of the PerlMonks excerpt and modern notions of instructional design. 
 

Collaborative problem solving 
Nelson’s (1999) Collaborative Problem Solving process synthesizes literature on 
collaborative learning and problem solving to provide guidance to teachers and learners 
interested in learning through group problem solving. Nelson’s process appears intact in 
the PerlMonks example above: 
 

• Problem solving group membership is implied by membership in the community,  
• learners negotiate a common understanding of the problem through a series of 

questions and restatements,  
• learners’ roles in the problem solving are implied as one learner poses the 

problem and responds with further clarifications, thoughts, or ideas, 
• learners gather information from a variety of sources, including PERL modules, 

code samples, Postgres output, and Postgres documentation,  
• a solution is agreed upon and implemented, and  
• further questions are raised, beginning the problem-solving cycle anew. 

 
Nelson summed up the important characteristics of OSOSS when she spoke of the 
attributes of the ideal CPS learning environment: “one conducive to collaboration, 
experimentation, and inquiry, an environment which encourages an open exchange of 
ideas and information” (p. 247). 
 

Goal-based scenarios 
Schank, Berman and Macpherson (1999) present goal-based scenarios as a teaching 
model that stresses student learning of “how to” over student learning of “know that,” 
claiming that the model is “the ideal method of instruction, appropriate for any subject 
and any student age, and for both school and business” (p. 165). The methods of the goal-
based scenario also exist intact in the PerlMonks example: 
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• The mission is not only somewhat realistic, it is student selected at the moment of 

greatest motivation, 
• the “cover story” exists in the learner’s life, and does not need to be concocted by 

an instructional designer, 
• the student’s role as problem solver is clear, as the student initiates the problem 

solving process herself, 
• a variety of resources which provide the information necessary to complete the 

mission are supplied by the student and other group members, and 
• feedback comes through the learner’s application of the proposed problem 

solution. 
 
Schank, Berman, and Macpherson (1999) may as well have been talking about OSOSS 
when they said that goal-based scenarios would succeed only “as long as they contain a 
rich amount of content, support interesting and complex activities, and are inherently 
motivating to the student” (p. 165). 
 

Legitimate peripheral participation 
While the PerlMonks example may seem haphazard and without the overarching 
guidance necessary to take learning in meaningful directions, Lave and Wenger (1991) 
called for this type of decentralization over a decade ago. In describing apprenticeship 
structures in a variety of settings, they conclude that resources are not generally 
structured for apprentices’ use by a “master” – a broader community of practice into 
which the apprentice is working to insert herself assembles them. 
 

We argue that a coherent explanation of these observations [that masters are 
present in widely varying degrees in different apprenticeship communities, and 
that learning resources are generally structured by the larger community] depends 
upon decentering common notions of mastery and pedagogy. This decentering 
strategy is, in fact, deeply embedded in our situated learning approach – for to 
shift as we have from the notion of an individual learner to the concept of 
legitimate peripheral participation in communities of practice is precisely to 
decenter analysis of learning. To take a decentered view of master-apprentice 
relations leads to an understanding that mastery resides not in the master but in 
the organization of the community of practice of which the master is 
part…Similarly, a decentered view of the master as pedagogue moves the focus of 
analysis away from teaching and onto the intricate structuring of a community’s 
learning resources (p. 94). 

 
When we acknowledge the decentralized nature of learning, as in legitimate peripheral 
participation, it makes sense to build architecture to support such decentralization. Rogoff 
(1990) echoes appreciation of the role of putting novices in direct contact with each 
other. 
 

The apprenticeship model has the value of including more people than a single 
expert and a single novice; the apprenticeship system often involves a group of 
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novices (peers) who serve as a resource for one another in exploring the new 
domain and aiding and challenging one another (p. 39). 

 
The PerlMonks excerpt provides a clear example of peers attempting to structure 
resources in order to support an individual’s learning, and providing additional support as 
necessary. 
 

Instructional design super-theory? 
Finally, while educators and instructional designers work to move “tried and true” 
pedagogical methods online, the self-organization analogy suggests another interesting 
perspective. PTAs and school boards bicker over the maximum number of students that 
can be placed in a traditional classroom because the teaching methods employed there 
work best with a certain number of students; for example, 30 or fewer. This inability to 
think “outside the box” is at least partially responsible for the scalability problem in 
online learning – moving “tried and true” classroom methods online dictates the 
maximum number of students that can engage in an online course.  Conversely, computer 
models of self-organizing phenomena show that without sufficiently large numbers of 
agents morph genesis looks qualitatively different if it ever takes place at all (Johnson, 
2001). This means that online self-organizing social systems could provide the 
foundation for a new instructional design science; namely, instructional design super-
theory, which would deal with instructional design models in the spirit of Reigeluth 
(1983, 1999) for facilitating learning in very large groups of learners. 
 
 
Potential problems with OSOSS and future research directions 
OSOSS are no more the “cure to all instructional ills” than any predecessor instructional 
technology has been. And while they have the potential to improve online learning in 
meaningful ways (e.g., by overcoming problems of scalability while humanizing online 
learning by increasing levels of human interaction), OSOSS lacks a number of 
characteristics that are considered “strengths” of automated instructional approaches.  
 
Challenges or difficulties: 
 

• A standard curriculum may be difficult to impose on individuals in an OSOSS.  
• Assessment of individuals may be difficult to carry out in an OSOSS. 
• Required feedback may not be immediate in an OSOSS. 
• Establishing identity and trust relationships within an OSOSS may take longer 

than in higher bandwidth channels (Ubex, 2001). 
 
We see the prime areas for future research in OSOSS as twofold: more thorough 
ethnographic and discourse studies of existing OSOSS, including grounded theory studies 
that could guide the creation of software infrastructures to facilitate the development of 
these communities, and studies of ways around the weaknesses in OSOSS. The main 
obstacle to this research will be the large numbers of participants necessary for self-
organization to occur, but the promise of the OSOSS approach merits the effort on the 
part of researchers. 
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Conclusion 
In looking to the future of online learning we have suggested that existing approaches to 
overcoming online learning’s key obstacle – teacher bandwidth – have critical 
weaknesses that will limit their success. Online self-organizing social systems, while not 
without their own weaknesses, exhibit strengths unseen in existing methods of learning 
facilitation. The OSOSS is thick with principles found in modern instructional design 
theories, yet creatively overcomes weaknesses in the very latest instructional technology 
fads. The OSOSS may also open previously unexplored areas of large-scale instructional 
design research, and provide fruitful linkages between instructional design research and 
that of other fields such as biomathematics, artificial intelligence, and complexity theory. 
As interest in problem-based learning (Albanese & Mitchell, 1993; Vernon & Blake, 
1993) and online PBL environments increases, we believe that the OSOSS – or 
something like it – will play a significant role in the future of online learning, because the 
OSOSS is so well suited to facilitating and mediating problem-solving and problem-
based learning. 
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