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CONTENTS 1.1. SYNTAX

CHAPTER 1
Propositional Logic

Basic ingredients:

e Propositional variables, which will be denoted by capital letters P,Q, R, ..., or
sometimes Py, P, P, .... These stand for basic statements, such as “the sun
is hot”, “the moon is made of cheese”, or “everybody likes math”. The set of
propositional variables will be called vocabulary. It may be infinite.

e Logical connectives: — (unary connective), —, A, V (binary connectives), and
possibly others.

Each logical connective is defined by its truth table:
A|B|A—B|AANB|AVB

Al-A T|T T T T
T| F T|F F F T
F T T T F T

F|F T F F

Thus:

The connective — means “not”: —=A means “not A”.

The connective A means “and”.

The connective V means “inclusive or”: AV B means “A, or B, or both”.

The connective — means “if ...then ...”: A — B means “if A then B (but if
not A then anything goes)”.

We can always define new connectives by specifying their truth tables.

1.1. Syntax
We will define propositional formulae as finite sequences of symbols. The allowable
symbols are usually grouped in two:

(i) Logical symbols: parentheses and connectives (,),—,—,A,V.
(ii) Nonlogical symbols: The propositional variables, each viewed as a single symbol
(even if we denote it by Pi3).

The propositional formulae (sometimes simply called propositions) are constructed
inductively:

e Each propositional variable is a formula. These are the atomic formulae.
—sourcefile— 1 Rev: —revision—, July 22, 2008




2 1. PROPOSITIONAL LOGIC

e If v and ¢ are formulae, so are (=p), (p A1), (¢ V) and (¢ — ). These are
the compound formulae.

Formally: we let Sy be the set of all propositional variables. For each n, given S,
define

Sni1 = Sn U{(=), (¢ A1), (9 V), (p = ©): ¢, 9 € S}
Then & = [,y Sn is the set of all formulae.

We call §,, the set of formulae constructed in n steps.

For example, (P — @) and (R V (P A (—Q))) are formulae, but (AP) and —=Q) are
not. With time we will allow ourselves to omit some parentheses if the meaning remains
clear: for example, instead of (—((=P) — (=@Q))) we will write =(=P — Q) (we follow
the convention that — binds more strongly than the binary connectives).

When wanting to prove that all formulae have a certain property, we usually use
“proof by induction on the construction of the formula”:

THEOREM 1.1.1 (Proof by induction on the structure). Let X is a property that a
formula may or may not have. Assume that:

(i) All atomic formulae have property X.
(i) If ¢ and ¥ are formulae which have property X then so do (—¢), (¢ — ),

(P AY), (V).
Then all formulae have property X .

PRrROOF. Let C' C N be the set of all natural numbers n such that there exists ¢ € S,
which does not have property X. Assume first that C' # @. Then there is a minimal
n € C. Since all atomic formulae have property X: n > 0. But then all formulae in S,,_;
have property X, whereby all formulae in S,, must have it, so n ¢ C. This contradiction
shows that C' = @. Therefore all formulae have property X. m

We can similarly prove:

THEOREM 1.1.2 (Proof by induction on the structure). Let X is a property that a
formula may or may not have. Assume that for every formula ¢, if all shorter formulae
have property X then so does p. Then every formula has property X.

PROOF. Same idea: if not all formulae have property X then there is a shortest one
which doesn’t, and we get a contradiction. | IR

The connectives give rise to functions £&.: S — S and £_,,E4,E: S? — S:
E-(p) = (=),
Enlp, v) = () Oe{—,v,A}L
We call these functions construction operations.

THEOREM 1.1.3 (Unique reading). (i) The ranges of the construction opera-
tions Eg: O € {—, —,V, A} are disjoint from each other and from Sp.
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(ii) All the construction operations are injective (= one-to-one).
ProOF. Exercise 1.2. .1.1‘3

We may say that the set S is freely generated from Sy by the operations &q: O €
{_|7 —)7 /\7 \/}'

1.2. Semantics

1.2.1. Truth assignments and truth values. We interpret a propositional lan-
guage by assigning a truth value 7" or F' (True or False, respectively) to the propositional
variables (whence their name).

DEFINITION 1.2.1. A truth assignment is a mapping vy: Sy — {7, F'}.

THEOREM 1.2.2. Let vy be a truth assignment. Then there is a unique mapping
v: S = {T, F} such that:
(i) vls, = vo (i.e., v(P) = vo(P) for all P € ).
(i) For all p,v € S, the values of v(—y) and v(ph)) for O € {—,A,V} are
determined from v(p) and v(¢) by the truth tables. (So if v(v) =T and v(¢) =
F then v(=p) = F, v(pV ) =T, v(pAY)=F,v(p —¢)=F.)

PROOF. We define by induction on n mappings v,,: S, — {7, F'} extending vy. We
are already given vy. Given v,: S, — {T,F}, we extend it to v,y1: Spy1 — {7, F}
according to the truth tables. By the unique reading theorem, there is no ambiguity.
Then v = J, oy vn is as required.

If v" is another such mapping, then we show that v(¢) = v'(p) for all ¢ by induction
on the structure of ¢, whence uniqueness. -

Since vy uniquely determines v we will not bother too much to distinguish between
them and call either one a truth assignment. We call v(p) the truth value of ¢ under the
assignment v.

DEFINITION 1.2.3 (Satisfaction). (i) Let ¢ be a formula and v a truth assign-
ment. If v(¢) =T we say that v satisfies or models ¢, in symbols v E .
(ii) Let I" be a set of formulae and v a truth assignment. We say that v satisfies or
models T if v E ¢ for all p € T
(iii) A model of a formula ¢ (or set of formulae I') is a truth assignment v which
satisfies ¢ (or T').

DEFINITION 1.2.4 (Logical consequence and equivalence). Let ¢ be a formula, I' a
set of formulae. If every model of T" is also a model of ¢ then ¢ is a logical consequence
of ', or that T' logically implies p, in symbols ' F ¢.

In case I' = {¢} we say that 1) implies ¢, etc.

If ¢ and v are two formulae such that ¢ F ¢ and ¥ F ¢ we say that ¢ and v are
logically equivalent, denoted ¢ = 1.
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EXAMPLE 1.2.5. P implies PV @ and QA P implies P. PAQ, QAP and (PAQ)AP
are all equivalent.

For our purposes logically equivalent formulae are indeed the same and we will allow
ourselves to identify them. For example for every three formulae ¢, x, ¢ we have:

(eAD)AX =@ A (W AX),
PANY =P A

Therefore, up to logical equivalence, conjunction is commutative and associative. This
allows us to write /\,_,, @; instead of oA (o1 A(p2A...)). The same holds for disjunction.

DEFINITION 1.2.6 (Tautologies). We say that a formula ¢ is valid, or that it is a
tautology, if it is satisfied by every truth assignment.

ExAMPLE 1.2.7. PV =P is a tautology. Also, ¢ implies ¢ if and only if ¢ — 1) is a
tautology. All tautologies are equivalent.

Let ¢ be a formula and n € N such that all the propositional variables appearing in ¢
are among Py, ..., P, 1. Then for every truth assignment v, the truth value v(¢) depends
only on v(Fp),...,v(P,—1). Thus ¢ determines a function g,,,,: {T', F'}"* — {T', F'} defined
by the property:

g%n(U(PO% SR 7U(Pn—)> = U(SO)'
(A function g: {T, F}" — {T, F'} is called a Boolean function.)

Also, if 9 is another formula which only involves Fy,..., P, 1, then ¢ = ¢ if and
only if g, = gyn. Thus, up to logical equivalence, the mapping sending ¢ to g,,, is
one-to-one. Is it onto?

The positive answer is a corollary of a result which is interesting in itself:

DEFINITION 1.2.8. (i) A literal is an atomic proposition or its negation, i.e.,
something of the form =P or (). It is sometimes convenient to denote a literal
by P¢, where e € {T,F}: PT is P, and PF is —=P.

(ii) A (conjunctive) clause is a conjunction of several literals, i.e., something of
the form P A @ A =R, or more generally, of the form A, , P where ¢ =
(60, ey anl) S {T, F}n

(iii) A formula in disjunctive normal form (DNF) is a disjunction of clauses, i.e.,

something of the form \/,_, 7; where each ~; is a clause.

PROPOSITION 1.2.9. For every Boolean function g: {T,F}" — {T,F} there is a
formula ¢ in disjunctive normal form such that ¢ only involves Fy, ..., P,_1, and g =
Yo,n-

PROOF. Each possible input of g is a tuple € € {T', F'}"". For each such possible input

define vz = A,_,, . Then 7; is a clause, and a truth assignment v satisfies ~; if and

only if v(P;) = ¢; for all i < n.
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Let W C {T, F'}" be non-empty, and let pw = \/_.;;y 7e. Then v E @y if and only if
(v(Ry),...,v(P,1)) € W.

Therefore, if there is at least one possible input for g such that g(é) = T we can define
© = Qeer,Fyn: ge)=1}- 1f, on the other hand, g(€) = F for all € € {T, F'}", let us just
take p = Py A =Fy. In either case ¢ is in DNF and g = g, . m,

COROLLARY 1.2.10. Every formula is equivalent to a formula in DNF.
1.2.2. Compactness.

DEFINITION 1.2.11 (Satisfiability).
We say that a set of formulae I' is satisfiable if it has a model. A formula ¢ is satisfiable
if {p} is.
We say that I is finitely satisfiable if every finite subset Iy C I is satisfiable.

Facrt 1.2.12. Assume that the set of propositional variables is countable, i.e., it is
finite, or we can enumerate it (without repetitions) as S = { Py, P, Pay..., Py,...:n €
N}.

Then the set of all formulae is countable.

PROOF. Define an order on the symbols: first come (, ), =, A, V, — in this order, then
Py, Py, .... For every n, list, in lexicographic order, all formulae of length < n in which
only Fy,..., P, may appear. Each such list is finite, and every formula appears on
some list. Concatenate these lists, omitting all but the first occurrence of each formula,
to obtain an enumeration S = {¢,: n € N} as required. | PRD

LEMMA 1.2.13. Let ' be a finitely satisfiable set of formulae and ¢ a formula. Then
at least one of ' U {p} or T'U{—p} is finitely satisfiable.

PROOF. Assume for a contradiction that neither is. Then there are finite subsets
['o,I'y € T such that neither I'y U {¢} nor I'; U {—p} are satisfiable. But I UT"; is a
finite subset of I', and therefore satisfiable. Let v be a model of I'g U T'y. Then either
v E @ orvE -, so it is a model of I'y U {p} or of 'y U {—¢}, a contradiction. Wy 513

LEMMA 1.2.14. Let T' be a finitely satisfiable set of formulae. Then there exists a
finitely satisfiable set of formulae A D T' such that in addition, for all ¢ € S either
peAor—peA.

Proor. We will assume that Sy is countable: if not, we need tools from set theory
we do not yet have (Zorn’s Lemma). We can therefore enumerate S = {¢,,: n € N}. We
define a sequence (A,,: n € N) by induction:

[ ] AO == F
o If A, U{p,} is finitely satisfiable then A, ,; = A, U {p,}. Otherwise A, ;1 =
A, U{—p,}

We claim first that A, is finitely satisfiable for all n. This is proved by induction on

n: For n = 0 this is given. The passage from A, to A, is by the previous Lemma.
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Note that by construction I' = Ag € Ay C ... C A, C ..., and define A =, A,.
We claim that A is finitely satisfiable. Indeed, if 'y C A is finite, then there is some
n € N such that I'y C A,,, and then I'y is satisfiable since A, is finitely satisfiable.

Therefore A is as required. m.y

THEOREM 1.2.15 (Compactness Theorem for Propositional Logic). (i) A set
of formulae T" is satisfiable if and only if it is finitely satisfiable.
(ii) Let T be a set of formulae and ¢ a formula. Then T'E ¢ if and only if there is
a finite subset I'y C T' such that T'y F .

Proor. We will only prove the first item. The equivalence of the two items is left as
an exercise.

Assume I is finitely satisfiable. By Lemma [1.2.14 there is A D I' which is finitely
satisfiable and in addition for all ¢ either ¢ € A or = € A. Define a truth assignment

v by:
T fPeA
P) —
v(P) {F if ~P € A.

We claim that for all ¢: v(p) = T <= ¢ € A. We prove this by induction on the
construction of ¢. For ¢ atomic, this is by definition of v. Assume now that ¢ is
compound, say ¢ = ¥ A x. If v(p) = T, we must have v(¢)) = v(x) = T, so by the
induction hypothesis ¥, x € A. Since {1, x, ¢} is not satisfiable and A is finitely
satisfiable we cannot have ~¢ € A, whereby ¢ € A. Conversely, assume that ¢ € A.
Then {—1), ¢} is not satisfiable, so ¥ € A, and similarly x € A. By the induction
hypothesis v(¢)) = v(x) = T, whereby v(p) = T. The other cases of compound formulae
are treated similarly.

In particular, v E A, and a fortiori v E T m

1.3. Syntactic deduction

The notion of logical consequence introduced earlier is a form of semantic deduction.
Consider for example an extremely simple instance of logical consequence, such as:

pEY— .

In order to verify that ¢» — ¢ is indeed a logical consequence of ¢ we need to understand
semantic notions such as truth assignments and truth tables, and then go through the
process of checking all possible truth assignments to the propositional variables appearing
in ¢ and 1 and verifying such for every such assignment, if ¢ is true, then so is ¢ — ¢.

This is bothersome: after all, just “by looking” on ¢ and 1 — ¢ we can see that the
latter is a consequence of the former, without needing any semantic notions. This is a
special case of syntactic deduction: with no more than simple syntactic manipulations
we will be able to deduce (or “prove”) formulae from other formulae. Indeed, in real-life
Mathematics, a proof is merely a sequence of assertions (alas, in an informal natural
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language such as English, Hebrew or French) such that each statement seems to follow
from the previous ones (and sometimes, unfortunately, not even that).

Here we will define formal proofs, or deductions, which will follow very strict rules that
ensure that no mistake is possible. Throughout this course we will consider more than
one logic, and therefore more than one deduction systems. Still, all the deduction systems
we will consider have similar structure. For our purposes (more general definitions can
be given):

DEFINITION 1.3.1. A deduction system & consists of:

(i) A family of formulae which we call the logical axioms.
(ii) A single inference rule saying that from ¢ and ¢ — 1 we may infer ). This
inference rule is called Modus Ponens.

Thus for our purposes a deduction system is given by its set of logical axioms.

DEFINITION 1.3.2 (Formal deduction). Let 2 be a deduction system (i.e., a set of
logical axioms), and I' a set of formulae. A Z-deduction sequence from T' is a finite

sequence of formulae (¢;: i < n) such that for each ¢ < n at least one of the following
holds:

(i) @i is a logical axiom of 7.
(ii) ¢; € I' (we then say that ¢; is a premise).
(iii) There are j, k < i such that ¢, = ¢; — ¢;. In other words, ¢; can be inferred via
Modus Ponens from the formulae ¢; and ¢, appearing earlier in the sequence.

We say that a formula ¢ can be deduced (or inferred, or proved) from I' in 2, in
symbols I' Fg ¢, if there exists a Z-deduction sequence from I' ending with .

We said that a formal deduction allows no mistake. Of course, this depends on the
deduction system: false logical axioms could clearly lead to fallacious deductions. We
will therefore restrict our consideration to sound deduction systems:

DEFINITION 1.3.3. A deduction system & is sound if for every set of formulae I" and
formula ¢, if I' 4 ¢ then ' F .

LEMMA 1.3.4. A deduction system is sound if and only if all its logical axioms are
valid.

Proor. Clearly, if ¢ is a logical axiom of ¥ and ¥ is sound then 4 ¢ whereby F ¢,
i.e., pis valid. Conversely, assume all the logical axioms of & are valid, and that I' -4 ¢.
Let (¢;: i < n) be the deduction sequence witnessing this. We will show by induction on
1 < n that I' E ;. For each ¢ there are three cases to be considered:

(i) If ¢; is a logical axioms then it is valid, and in particular ' F ;.
(i) If p; € I then I' E ;.
(iii) The last case is that there are j, k < ¢ such that ¢, = ¢; — ¢;. By the induction
hypothesis I' F ¢; and I' F ¢; — ;. Thus every models of I' models ¢, and
w; — @i, and therefore ;. In other words, I' F ;.
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We conclude that I' F ¢,,_1, i.e., ' E . e
The converse property is more interesting, and less easy to characterise:

DEFINITION 1.3.5. A deduction system & is complete if it is sound, and for every set
of formulae I' and formula ¢, if I' E ¢ then I" 4 .

Our task here will be to produce a complete proof system for Propositional Logic.
To simplify notation we will restrict now the connectives to = and —. We thus redefine,
until further notice, S = S;- _y, and by a formula we mean ¢ € Sy~ ). Since the system
of connectives {—, —} is full (see Exercise[1.4), there is no semantic loss, and we gain in
syntactic simplicity.

Our deduction system will consist of the following logical axiom schemes:

(A1) o — (1 — @),
(A2) (o= (¥ —=x) = (¢ =) = (¢ = X)),
(A3) (ke =) = (= — =) — »)).

These being schemes means that we have such logical axioms for every possible choice
of formulae ¢, ¥ and x.
We will prove:

COMPLETENESS THEOREM FOR PROPOSITIONAL LOGIC. The deduction system
consisting of the logical axiom schemes above is sound and complete.

Soundness will be left as an easy exercise, while completeness will occupy the rest
of this section. Since we work with a fixed deduction system we will omit it: we will
therefore speak of deduction sequences, write I' F ¢, etc.

Let us start with a few warm-up exercises:

LEMMA 1.3.6. (i) The concatenation of deduction sequences is a deduction se-
quence.
(il) Assume @q, ..., on_1 i a deduction sequence and i < n. Then @g, ..., On 1,¥i

18 also a deduction sequence.

(iii) Assume ' @; for i <mn and {@o,...,pn-1} F . Then ' F ).

(iv) IfT CI" and T' + ¢ then I F ¢.

(v) Assume ' & . Then there is a finite subset 'y C ' (namely, the set of premises
used in a deduction of ¢ from I') such that Ty F .

LEMMA 1.3.7. For every formulae ¢,):
() F (o — ¢)
(i) o - (¥ — @)
(iii) = F ¢
PROOF. (i) The following is a deduction sequence from the empty set:
L{p—=(p—9)  Alwithy =o.
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(= ((p—=9) =)  Alwith ¢ = (p— ¢).

(o= (p—=0)=p) = (p=(p—=9) = (p—9))
A2 with x = ¢, ¢ = (¢ — ¢).

(= (=) = (p— ) MP from 2 and 3.

(e —p) MP from 1 and 4.

The following is a deduction sequence from :

1. ¢ premise.

2. (¢ — (¥ — ) Al.

3. (Y — ) MP 1,2.

W N

(i)

(iii)
(e — =) previous result.

(g — =) provable from ——.

(= = =) = (0 — =) — ¥)) A3.

(g — =) — ) MP 1,3.

5. ¢ MP 2.4. Wis7

PROPOSITION 1.3.8 (The Deduction Theorem). For every set of formulae I' and
formulae p,Y: Typt 1 <= TF o — 1.

PROOF. Right to left is clear: first deduce ¢ — 1 then apply MP to obtain ).

Let us prove left to right. We assume that I', ¢ I 1, so there is a deduction sequence
00y -+, Pn_1 from ', and ¥ = ¢,_1. We will prove by induction on ¢ < n that I' -
@ — ;. At each step we consider several cases, according to the manner in which ¢;
was added to the original sequence:

(i) If ¢; is either an axiom or a premise of I' then I' - ¢, and as ¢; - ¢ — 1; we
conclude that I' = ¢ — ;.
(i) If ¢; = , we know that - ¢ — ¢ whereby I' - ¢ — .
(iii) The last case is that ¢; is obtained by Modus Ponens. Then there are j, k < i
such that ¢, = ¢; — ¢;. Then by the induction hypothesis we have I' - ¢ — ¢;
and I' - ¢ — (p; — ;). We use the following instance of A2:

(0 = (0 = @i)) = (0 = @;) = (0 = @i)).
Put together and applying MP twice we obtain I' - ¢ — ;.
Since ¥ = ¢,,_1, we obtain a deduction of ¢ — 1 from I'. LIS
DEFINITION 1.3.9. A set of formulae I' is consistent if there exists a formula ¢ such
that I' ¥ ¢. Otherwise it is contradictory.
LEMMA 1.3.10. For every formulae p,:
(i) p,~p Y (ie., {p,~p} is contradictory).
(i) ~¢ F (¢ — ).
PROOF. (i) We can prove from ¢, =p:
1. (= — ) provable from ¢.
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2. (¢ — —p) provable from —¢.
3. (0 — ) = (¢ — —~p) —¢)) A3
4.7 MP (twice) 1,2,3.
(ii) By the Deduction Theorem.
W30

LEMMA 1.3.11. If T is contradictory then there is a finite subset I'y C I which is.

PROOF. Let ¢ be a formula. Then I' - ¢ and I' = —p. Therefore there are finite
subsets I'y,I's C T" such that I'y - ¢ and 'y = —=¢p. Then I'y = 'y U 'y is contradictory.
IS

LEMMA 1.3.12. (i) Assume that I', —p is contradictory. Then I' - .
(ii) Assume that T is consistent. Then at least on of T' U {¢} or I' U {—¢} is
consistent.

PROOF. (i) Assuming that I', =y is contradictory we have I', —¢ F ¢, and we
can deduce from I
1. (mp — @) By the Deduction Theorem.
2. (mp — —p) By a previous result.
3. (e =) = ((hp——p) =) A3
4 o MP123.

(ii) If I', =y is consistent, fine. If it is contradictory then I' - ¢, and as I is assumed

to be consistent, so is [' U {p}. | R

In this section we wish to drop the assumption that the language is countable. For
this we need a tool from set theory called Zorn’s Lemma:

DEFINITION 1.3.13. Let (X, <) be a partially ordered set.

(i) A subset C C X is a chain if for all a,b € C either a < b or b < a.

(ii) We say that (X, <) is inductive if it is non-empty, and every chain in X is
bounded from above, i.e., if for every chain C C X there is a € X such that for
allbeC: b<a.

(iii)) A mazimal member of (X, <) is a member a € X such that for all b € X if
b > a then b = a (i.e., no b € X may be strictly greater than a, but they may
be incomparable).

Fact 1.3.14 (Zorn’s Lemma). Let (X, <) be an inductive partially ordered set. Then
X contains a mazimal element.

LEMMA 1.3.15. Let ' be a consistent set of formulae. Then:
(i) The following set is inductive when ordered by inclusion:
X ={T":T CI"C S and 1" is consistent}.

It therefore contains a mazximal member.
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(ii) Let A be a mazximal consistent set of formulae containing I'. Then for every ¢
either p € A or mp € A, and ¢ € A if and only if A+ ¢.

PrROOF. We only prove the first item, the second being quite easy. Since I' € X it is
non-empty. Let C C X be a (non-empty) chain, and let [ = [ JC. Clearly I C I" for
all I € C, so all we need to show is that I" € X. First, I' C I". Second, assume that I"
is contradictory. Then there is a finite subset I'; C I'" which is contradictory. But since
[} is finite and I"” is the union of the chain C, there is IV € C such that I, C I'”, so I’}
cannot be contradictory. This contradiction shows that I is consistent, and therefore
belongs to X. m ;i

THEOREM 1.3.16 (Completeness Theorem for Propositional Logic). Let I" be a set of
formulae and ¢ a formula (in which the only connectives are = and — ).

(i) The set T' is satisfiable if and only if it is consistent (in the deduction system
given above).
i) TEp<=TFo.

PRrROOF. We only prove the first item. The equivalence of the two items is left as an
exercise.

If T is satisfiable then it is consistent by soundness (for example I' ¥ =(P — P)).

Conversely, assume that I' is consistent, and we need to show it is satisfiable. By
Lemma [1.3.15, there exists a maximal consistent set of formulaec A D I'. For every
formula ¢ we have p € A or mp € A, and ¢ € A <= At ¢.

Define a truth assignment v by:

T ifPeA
P pu—
v(P) {F it P A.

We claim that for all p: v E ¢ <= ¢ € A. We prove this by induction on the construction
of ¢. There are three cases to be considered:
(i) For ¢ atomic, this is by definition of v.
(ii) If ¢ = =), we have by the induction hypothesis:
VEp<= v Yp<= ¢ A<= p=— € A.

(iii) Finally, assume that ¢ =1 — x. If v E ¢ — x then either v F y or v F =) (or
both). By the induction hypothesis, either x € A or =) € A. In either case,

A F 1) — x, whereby ¢ — x € A.
If v ¥ ¢ — x then necessarily v F ¢ and v F —y. By the induction
hypothesis 1, =x € A, and since {1, =x, ¥ — x} is contradictory: ¢ — x ¢ A.

In particular, v E A, and a fortiori v ET. __IERE

REMARK 1.3.17. The Compactness Theorem is also a consequence of the Complete-
ness Theorem: if I is finitely satisfiable then it is consistent by soundness (and the fact
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that deductions are finite) and therefore satisfiable by completeness. This means that we
have now proved the Compactness Theorem for uncountable languages as well.

Exercises

EXERCISE 1.1. Let a be any finite sequence of symbols. Define:
len(a) = (length of «),

k() = (number of left parentheses in a) — (number of right parentheses in «),
and assuming n < len(a):

af, = (first n symbols of ).

Prove that:

(i) For every ¢ € S: k() =0, and if 0 < n < len(p) then k(p],,) > 0.
(ii) If o = En(v, x), where O € {—,V, A} and ¢, x € S, then len(¢) is the minimal
n such that 0 < n < len(y) and and k(p[,,,) = 1.

EXERCISE 1.2. Using the previous exercise, prove Theorem [1.1.3.

EXERCISE 1.3 (Polish notation). The syntax we defined above is called infiz notation,
since the binary connectives come between the two formulae which they connect. We can
also defined prefiz notation sometimes better known as Polish notation.

The set S’ of Polish formulae is defined as the set of finite sequences of symbols
generated from Sy by the following construction operators:

EL(p) = —p,
En(p, ) = Dpyp Oe{AV,—}.

This notation has several advantages over standard notation: it does not require
parentheses, and it accommodates more easily higher-arity connectives. For example, we
can introduce a new ternary connective * through E.(p, 1, x) = *px. On the other
hand, it is less natural to read.

Prove the unique readability theorem for Polish notation. (Hint: you may want to
replace the parentheses counting function k with an appropriate auxiliary function &’
Since it cannot count parentheses, what should it count?)

EXERCISE 1.4. In the same way we defined the connectives =, —,V, A we can define
other connectives, specifying their arity (i.e., no. of arguments) and truth table. If C is
any family of connectives, we can the define S¢ as the family of formulae generated from
S using the connectives in C (so S defined earlier is just Sg- . v.a}).

Satisfaction is defined again according to the truth tables.

We say that a system of connectives C is full if every ¢ € § is logically equivalent to
some ¢’ € Sc.

For example Corollary [1.2.10 says in particular that the system {—, Vv, A} is full.
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(i) Prove that the system {—, —} is full. (To simplify life, show that it is enough
to prove that each of the formulae P A () and P V () has a logically equivalent
counterpart in Sg-, _.}.)

(ii) We define a new connective, called the Sheffer stroke, or NAND (“not and”):

A|B|A|B
T|T| F
T|F| T
FlT| T
FIF| T

Show that {|} is a full system of connectives.

EXERCISE 1.5 (Boolean algebras). A Boolean algebra is a set o/ equipped with con-

stants 0,1 € &/, a unary operation —, and binary operations A,V, satisfying for all
a,b,c € o

——a =a
—0=1 —1=0
=(aVb)=-aN-b =(aAb) =-aV b (de Morgan’s laws)
aV(bVve)=(aVb)Ve aN(bAc)=(anb)ANc (associativity)
aVb=bVa aNb=bAa (commutativity)
aV(bAc)=(aVbA(aVve) an(bVe)=(aNb)V(aAc) (distributivity)
aV(aNb)=a aN(aVd)=a (absorption)
aV-a=1 aN—-a=0 (complements)

(Notice the duality between the two columns: the two axioms of each row are equivalent
modulo previous axioms.) Show that the following identities hold in every Boolean
algebra:

aVa=a aNa=a
aV0=a aNl=a
aV1=1 aN0O=0

EXERCISE 1.6. Let X be a set and let P(X) be the family of subsets of X (called the
power set of X). Let Opx) = @, 1p(x) = X, =p(x) be complement, and Vp(x), Ap(x) be
union and intersection, respectively. Show that (P(X),0px), Lpx), 7p(x)s Ve(x), Ap(x))
is a Boolean algebra.

EXERCISE 1.7. Let T be a set of formulae. Say that ¢ and ¢ are equivalent modulo
T, in symbols p = Y, f TF ¢ — Y and T F ¢ — .

(i) Show that =7 is an equivalence relation.
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(ii) Show that it is a congruence relation with respect to the connectives, i.e., that
if o =7 ¢ and Y =1 ¢ then —p =17 =@/, o Ap =1 @ AU/ ete.

(iii) Define [p]r as the equivalence of ¢ modulo =7, and </ as the family of all such
equivalence classes:

lolr ={Y € S: v =1 ¥},
gy =8/=r ={[¢]r: ¢ € S}.

We define the following operations on o7p:

—l¢lr = [~¢lr,
[elr A [Y]r = [ A,
[lr V [W]r = [ V Y7

Show that these operations are well-defined: namely, if a € @7, then —a does
not depend on the particular choice of ¢ such that a = [¢|r, etc.

(iv) Show that with these operations .27 is a Boolean algebra (what should 0 and
1 be?) It is called the Lindenbaum (or Lindenbaum-Tarski) algebra of T

EXERCISE 1.8. Show that the two statements in Theorem 1.2.15 are equivalent.

EXERCISE 1.9. Let R be a commutative ring (all rings considered here have a unit).
An ideal I < R is proper if it is not equal to R, or equivalently, if 1 ¢ I. An ideal ] < R
is prime if it is proper and for all a,b € R, if ab € I then at least one of a, b belongs to
I. We denote by (a,b, ...) the ideal generated in R by {a,b,...}.

(i) Show that if I is a proper ideal and ab € I then at least one of I + (a) and
I + (b) is proper.

(ii) Use the Compactness Theorem of Propositional Logic to show that if I < R is
proper then it is contained in a prime ideal.

EXERCISE 1.10. Let ® and ¥ be two sets of formulae satisfying that for every truth
assignment v, if v F ¢ for all ¢ € ® then v F ¢ for some ¢ € ¥ (informally we
may write this as A ® F \/ V). Show there are finite subsets {¢g,...,on_1} € ® and

{0, m-1} C ¥ such that A\,_, vi FV,_,, ;.

EXERCISE 1.11. Let ® be a set of formulae closed under logical connectives, and
assume that ¢ is a formula satisfying that for every two truth assignments v and v’, if
v(p) = V() for all ¢ € & then v(y)) = v/'(¢)). Show that 1) is logically equivalent to
some formula in ®.

Hint: you may need to use the Compactness Theorem twice. Show first that if v F ¢
then there is a formula ¢, € ® such that v F ¢, and ¢, F 1.

EXERCISE 1.12 (Boolean rings). A Boolean ring is a ring R all of whose elements are
idempotent: a? = a for all a € R.
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(i) Let R be a Boolean ring. Show that R is commutative or characteristic 2 (i.e.,
a+a =0 for all @ € R). Define operations on R as follows:
—a=1+a,
aNb=ab,
aVb=a+b+ab.

Prove that (R,0,1,—,V,A) is a Boolean algebra.
(i) Let («7,0,1,-,V,A) be a Boolean algebra. Define:

ab=aNb,
a+b=(aN-b)V(bA-a),
—a = a.

Show that («7,0,1,—,+,-) is a Boolean ring.
(iii) Show that these operations are one the inverse of the other.

EXERCISE 1.13. Let &/ be a Boolean algebra. Show that the relation a < b <
a Ab=a is a partial ordering. Show that 0 is the least element, 1 is the greatest, V and
A preserve the order (in both arguments) and — inverses it.

EXERCISE 1.14 (Filters). Let & be a Boolean algebra. A filter is a subset .% C o

satisfying:

(i) F #+ 2.

(ii) f a,b € F thenaANbe Z.

(iii) If a € F and b > a then b € .Z.
It is proper if 0 ¢ Z. It is an wltrafilter if it is proper, and in addition:

(iv) For all a € & either a € .7 or —a € 7.
Show that:

(i) Let # C o/ and Iz = {—a: a € #}. Then .Z is a filter if and only if Iz is an
ideal of the corresponding Boolean ring.
(ii) Show that .# is an ultrafilter if and only if I is a prime ideal, if and only if it
is a maximal (proper) ideal.
(iii) Show that if .# is a proper filter on a Boolean algebra &7 then it extends to an
ultrafilter 7 on <.

EXERCISE 1.15 (Stone duality). Let &7 be a Boolean algebra. Let S(<) be the set
of all ultrafilters on o/. For a € &7, let [a] = {z € S(&): a € z}.
The space S(&) is called the Stone space of &/, and we equip it with the Stone

topology:
(i) Show that the family of sets {[a]: a € &} is a basis for a topology on S(&7).
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(ii) Show that the topology from the previous item is compact and totally discon-
nected (i.e., the only connected subsets of S(7) are single points; and no, the
empty space is not connected).

(iii) Show that 7 is naturally isomorphic to the Boolean algebra of clopen subsets
of S(&).

(iv) Conversely, show that if S is a totally disconnected compact space and &7 is
the Boolean algebra of clopen subsets of S, then S ~ S(<7).

The last two items say that we can go back and forth between Boolean algebras and totally
disconnected compact topological spaces without losing any essential information. This

is usually referred to as the Stone duality. 1t is frequently use in Mathematical Logic
(e.g., in Model Theory).

EXERCISE 1.16. By the Completeness Theorem we have ¢ = == for all . Show
this directly (i.e., give a deduction sequence).

EXERCISE 1.17. Show that the two items of Theorem [1.3.16 are equivalent.



1. PROPOSITIONAL LOGIC 2.1. SYNTAX

CHAPTER 2

First order Predicate Logic

Consider the following reasoning:

Socrates is a dog.
Every dog likes the circus.
Therefore, Socrates likes the circus.

This is a valid logical argument, given in a natural language. However, we cannot trans-
late this to propositional logic, since it lacks the ability to express that some property
holds for a individual, or to say something like “for every individual”. We could partially
formalise the reasoning above as follows:

Dog(Socrates).
For all x (Dog(z) — LikesTheCircus(z)).
Therefore LikesTheCircus(Socrates).

Here Dog() and LikesTheCircus() are what we call predicates, and saying “for all” is
a quantifier. The symbol x is a variable which varies over a space of possible individuals.
Let us look at another example:

The sum of every two positive numbers is positive.
a and b are positive.
Therefore a + b is positive.

To formalise this example we also need a notion of functions (addition, in this case).

These are the essential ingredients of predicate logic. We will only study first order
predicate logic, meaning we only quantify over individuals (and not, say, over sets of
individuals).

2.1. Syntax

In order to define first order formulae we need to fix a vocabulary:

DEFINITION 2.1.1. A signature (sometimes called language) is a triplet £ =
{R,F,v}, where RNF =@ and v: RUF — N.

We call the members of R predicate symbols or relation symbols and the members of
F function symbols. For R € R (or f € F), v(R) (or v(f)) is the number of arguments
the symbol takes, also called its arity. (So we have unary, binary, ternary, and in general
n-ary symbols.)
—sourcefile— 17 Rev: —revision—, July 22, 2008
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Unless said otherwise, every signature contains a distinguished binary relation symbol
for equality, denoted =.
A constant symbol is just another name for a O-ary function symbol.

Informally, we will usually identify £ with RUF: so a signature is simply a collection
of symbols, and we assume it is known for each symbol whether it is a predicate symbol
of a function symbol, and what its arity is.

We also fix a set of variables. This will usually be a countable set denoted V. Variables
will be denoted by x, y, z, etc.

Syntactic objects will be finite sequences of symbols in an alphabet consisting of:

e Logical symbols: parentheses, connectives, the two quantifiers V, 3 and the
variables. Sometimes the equality relation symbol is also considered a logical
symbol.

e Non-logical symbols (depending on the signature L): all relation and function
symbols (except for equality).

Fix a signature £. We first define £L-terms by induction:

DEFINITION 2.1.2. We define L-terms recursively:

(i) A variable z is a term.
(ii) If to,...,t,—1 are terms, and f is an n-ary function symbol then ftq...t, 1 is
a term.

Note that this means that a constant symbol c is a term.

The set of all L-terms will be denoted by 7.
Now we define L£-formulae:

DEFINITION 2.1.3. (i) If to,...,t,—1 are terms, and R is an m-ary predicate
symbol, then Rty ...t, 1 is an atomic formula.
(ii) If ¢ and 1 are formulae, then so are (—¢), (¢ — ¥), (@ A1) and (¢ V ).
(iii) If ¢ is a formula and x a variable then (Vx ¢) and (3 ¢) are formulae. The
symbols V and 3 are called the universal and existential quantifiers, respectively.
The set of all L-formulae is denoted by L, .

What we defined above is the formal notation, for which we prove unique reading
etc. Note that it uses Polish (i.e., prefix) notation for function and predicate symbols.
In real life it may be convenient to divert somewhat from formal notation, as long as no
ambiguities arise:

e We may add parentheses, and write f(to,t1,...) instead of fxox;.. ..

e If f is a binary function symbol we may write (¢; f to) rather than ft;ts, and
similarly for relation symbols (so we write (to + t1), (to = t1), etc.)

e If R is a binary relation symbol, we may further write (ty R ¢;) as shorthand
for _\Rtotl.
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EXAMPLE 2.1.4. The signature (or language) of rings is L,;,,, = {0,1, —, +, -}, where
0 and 1 are constant symbols, — is a unary function symbol, and + and - are binary
function symbols.

In this language x + y and (z - x) - (—y) are terms, and z -z =y, Jyy -y = —1 are
formulae.

An occurrence of a variable in a formula can be either a part of a quantifier (Va or 3z)
or a part of a term. An occurrence of the second kind is either bound to a corresponding
quantifier, or else it is free.

DEFINITION 2.1.5. e If  is an atomic formula, all occurrences of variables in
p are free.

o If o =1 — x then all bound variable occurrences in either ¢ or y are bound
in ¢ to the same quantifier, and all free occurrences in ¢ or y are free in .
Similarly with other connectives.

o If ¢ = Vi) (or Jz1)) then all bound variables in ¢ are also bound in ¢ to the
same quantifier. All free occurrences of x in ¢ are bound in ¢ to the outermost
quantifier. All free occurrences of other variables in 1 are free in ¢.

A variable z is free in ¢ if it has a free occurrence in ¢; it is bound in ¢ if a quantifier
Va or 3z appears in ¢. The sets of free and bound variables of ¢ are denoted by fvar(y)
and bvar(y), respectively.

A formula without free variables is called a sentence.

Note that while an occurrence of a variable in ¢ is either free, bound, or part or a
quantifier, a variable may be both free and bound, or neither.

If t is a term we may use fvar(t) to denote the set of all the variables occurring in ¢
(which are by convention all free).

A finite tuple of variables z,...,x,_1 may be denoted by Z, or more explicitly by
Ten.

NOTATION 2.1.6. Let T = xy, ..., z,_1 be a tuple of distinct variables. When we write
a formula ¢ as ¢(Z), this means that all the free variables of ¢ are among o, ..., %, 1.

Similar notation holds for terms.

Thus “let ¢(z) € L,,,” is a short way of saying “let ¢ be a formula all of whose free
variables belong to the tuple z”.

If we write a formula as ¢(zg, ..., x,_1), it may happen that some of the z; are not
free in ¢, in which case they are called dummy variables.

2.2. Semantics

In the same manner that a truth assignment was an interpretation of a propositional
vocabulary, we would like to define interpretations of signatures in predicate logic. Such
an interpretation will consist of two parts: First, we need to interpret the quantifiers,
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i.e., say what is the universe of possible “individuals”. Then we need to interpret each
predicate (function) symbol as an actual predicate (function) on this universe.
Fix a signature L.

DEFINITION 2.2.1. An L-structure 90 consists of:

(i) A non-empty set M called its domain.
(ii) For every m-ary predicate symbol R € L, an n-ary relation R™ C M"™. (We
understand R™ as the set of n-tuples in M which satisfy the predicate R.)
The predicate symbol = is always interpreted as equality in M, so =™ is
always the diagonal {(a,a) : a € M}.
(iii) For every n-ary predicate symbol f € £, an n-ary function f™: M" — M.

We will usually use uppercase Gothic letters 9, N, etc., to denote structures, and
the corresponding Roman letters M, N, etc., to denote their domains.

Also, having enumerated a signature as £ = {Ro, R1, ..., fo, f1,...}, it is common to
write L-structures explicitly as 0 = (M, RY, R ... f7 7.,

ExaMpPLE 2.2.2. Here are a few common mathematical structures, written as struc-
tures in the sense of predicate logic.

(i) The field of real numbers: (R,0,1, —, +,-) give as an L,;,,-structure.

(ii) The ordererd field of real numbers: (R,0,1,—,+,-,<). This is an Lyying-
structure, where Loping = Lring U {<}.

(iii) The natural numbers: (N,0,s,+,-): here s the unary successor function. This
structure will be of great interest to us later on in the course.

(iv) A module space over a fixed ring R: (M,0,—,+,m, : a € R). Here m, is the
unary function of scalar multiplication by a. Notice that the ring is part of the
language.

DEFINITION 2.2.3. Let 9T be an L-structure, and let V' denote the set of variables. An
assignment to the variables in 9, or simply an 9M-assignment, is a mapping o: V — M.

DEFINITION 2.2.4. If ¢ is an 91-assignment, z is a variable and and a € M, we define
an IM-assignment o by:

o2(y) = a ify=ux
’ s(y) ify#z.

We first interpret terms:

DEFINITION 2.2.5. Let 91 be a structure and ¢ and 9M-assignment. We define for
every term t its value in 9 under the assignment o (or simply in M, o), denoted 77,

by induction on ¢:

(i) If t =  is a variable, then 2™ = o(x).

(ii) Otherwise, t = fly...t,_1, and we define ™% = fR(t7 . 7).

» Yn—1
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We now give truth values to formulae:

DEFINITION 2.2.6. Let 9 be a structure. For a formula ¢ and an 971 assignment
o we define whether or not ¢ is true in 9 under o, denoted M F, . We do this by
induction on ¢, simultaneously for all 91-assignments o:

(i) If p = Ptg...t,_1 is atomic:
ME, p = (t3°,...,12%) e P™

m—1
(ii) If ¢ is constructed from simpler formulas using connectives, we follow their
truth tables as in propositional logic.
(iii) If o =V or p = Jx:
M, Vo) <= for every a € M: M Fga ¢
M, dry) <= there exists a € M such that: M F,a .

If I is a set of formulae, we say that M =, [' if M F, ¢ for all p € I
Once we have defined satisfaction of single formulae we may define:

DEFINITION 2.2.7 (Models). (i) Let I' be a set of formulae, 9 a structure and
o an M-assignment. Then M E, I'if M E, ¢ for all p €T
(ii) A model of a formula ¢ (or set of formulae I') is a pair 9, o such that M E, ¢
(or Mk, I'). We also say that the pair I, o models ¢ (or I').

We may now define logical consequence as in Propositional Logic:

DEFINITION 2.2.8 (Logical consequence and equivalence). Let ¢ be a formula, ' a
set of formulae. We say that ¢ is a logical consequence of I'; or that I' logically implies
©, in symbols I' F ¢, if every model of I" is a model of .

If ¢ and 9 are two formulae such that ¢ F ¢ and ¥ F ¢ we say that ¢ and ¢ are
logically equivalent, denoted ¢ = 1.

Thus, for example, the formula z = x 4y is a logical consequence of the two formulae
z=y+x and ViVw (t + w = w + t).

DEFINITION 2.2.9. A formula ¢ is valid if it is true in every structure and under every
assignment, i.e., if F .

Of course, a formula or term only depend on the values assigned to their free variables:

LEMMA 2.2.10. Let MM be a structure and o, 0’ two M-assignments.

(i) For every term t, if 0lar) = 0" ltvar(ry then

fvar
/
tfm,o — tim,a .

(ii) For every formula v, if o = 0" [ fyar(p) then

fvar(p)
ME, o <= ME, .
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We may therefore introduce a new notation:

NOTATION 2.2.11. Let 9% be a structure, a € M™. Let t(z-,) and p(z<,) be a term
and a formula, respectively. Let o: V' — M be an 9-assignment satisfying o(z;) = a;
for all i < n. Then we write t¥'(a) instead of t™*, and 9 F ((a) instead of M &, .

By the previous Lemma, this does not depend on the choice of o.

In particular, if ¢ is a sentence, then either 9t F ¢ or not (no free variables that require
an assignment). We may therefore speak of structures as being models of sentences, or
of sets of sentences, without mentioning assignments.

EXAMPLE 2.2.12. Let £ ={0,1, —, +,-}, and consider R and Z as L-structures with
the natural interpretation of the symbols. Let ¢(x,y) = z + y* + 1 (3 is just shorthand
for y - y). Then t%(3,5) = t2%(3,5) = 29. Similarly, let ¢(z) = Jy(y*> = z). Then
R E ¢(5) A—=p(—1) and Z F ¢(4) A —p(5).

Finally, in many situation we may wish to augment the language of a structure by
interpreting new symbols, or to forget the interpretation of some symbols.

DEFINITION 2.2.13. Let £ C L’ be two signatures. Let 9 be an L'-structure, and
let 9 be the L-structure obtained from 9 by “forgetting” the interpretations of the
symbols in £~ L (i.e., the domains are the same, and s™ = s™ for every symbol s € £).

We then say that 901 is the L-reduct of M, in symbols M = M|, or that M’ is an
expansion of M to L.

Note that while the L-reduct of 9 is unique, 9T may have many expansions to £'.

2.3. Substitutions

Let us again look at the example of the formula o(x) = Jy (y* = x), saying “x is
a square”. We can obtain a formula saying “z + w is a square” from ¢ through free
substitution (we substitute the term z + w for the free variable x).

This is done in two stages. We first define substitutions in terms.

DEFINITION 2.3.1. Let ¢t be a term and z a variable. We define the substitution of ¢
for x inside another term ¢, denoted t'[t/x], by induction on ¢
t y==z

(i) ylt/z] = {
Yy y#uw
(i) (fto...ta)[t/x] = fto[t/a]. . tur[t/z].

The term substitution is a pure syntactic operation. Its semantic value is given by
the following Lemma:

LEMMA 2.3.2. Let M be a structure and o an M-assignment. Let t,t" be terms, = a
variable, and a = t™° € M. Then:

(tt/x) ™ = ™.
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PROOF. By induction on t'. L PER

We can now define free substitution, i.e., substitution to free occurrences of a variable.
If we are not careful, the result of a free substitution might not be what we expect; to
avoid this we also need to make sure a free substitution is correct.

DEFINITION 2.3.3. Let ¢ be a term and z a variable. We define the free substitution
of t for z inside a formula ¢, denoted @[t/x], by induction on ¢. At the same time we
also say whether the substitution is correct:

(i) Atomic formulae: (Ptg...t, 1)[t/x] = Ptolt/x]...t,_1[t/x]. The substitution
is always correct.
(ii) Connectives: (—)[t/x] = —p[t/z], (¥ — x)[t/z] = Y[t/z] — x[t/z], etc. The
substitution is correct if the substitutions to the components are.
(iii) Quantifier, case I:

(Qr)[t/z] = Qv Qe {v,3}.

The substitution is correct.
(iv) Quantifier, case II:

(Qui)lt/=] = Qy (V[t/x]) Qe{v,3}, y#u=

The substitution is correct if:
(a) The substitution ¢[t/z] is correct; and
(b) The variable y does not appear in ¢.

The semantic meaning of free substitution is given by:

LEMMA 2.3.4. Let 9N be a structure and o an IM-assignment. Let t be a term, x a
variable, ¢ a formula, and a = t™° € M. Assume furthermore that the free substitution
plt/x] is correct. Then:

M E, o[t/r] <= MEa p.

ProoOF. By induction on ¢. For ¢ atomic this follows from Lemma 2.3.4. If ¢ is
constructed from simpler formulae using connectives, this follows immediately from the
induction hypothesis.

If o = V¢ then pt/z] = . Also, x ¢ fvar(p) is not free in ¢, 50 0 [, = (05) [rvar(p)-
Therefore:

ME, plt/z] <= ME, p <= MFE,. .

Finally, assume that ¢ = Vy, y # x. By the correctness assumption, y does not

appear in t. Therefore, for every b € M: ™9 = ™oy Also, as y # (02)) = (ab)s,
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and by the induction hypothesis:
M, Yy (Y[t/z]) <= forallbe M: M Fob Y[t/ x]
< forallbe M: M ':(ag)g P
< forallbe M: M IZ(Ug)zé P
— MF Vyi.
The quantifier 3 is treated similarly. m .,

EXAMPLE 2.3.5. Let p(x) = Jy (v* = x).
(i) The free substitution [z +w/z] = Jy (y*> = 2 + w) is correct, and says indeed
that z + w is a square.
(i) On the other hand, the substitution @[z + y/x] = Jy (y* = z + y) is incorrect,
and indeed it does not say that z 4+ y is a square.

The problem in the second example is that ¢ contains quantification on y which
also appears in the term z 4+ y. But ¢ is logically equivalent (why?) to the formula
¢'(x) = Jw (w? = z), and the substitution ¢'[z + y| is correct. This is a special case of
bound substitution.

DEFINITION 2.3.6. Let ¢ be a formula, and z,y variables. The bound substitution of
y for x in ¢, denoted p{y/x}, is defined as follows:
(i) Atomic formulae: p{y/x} = ¢, and the bound substitution is correct.

(if) Connectives: (—@){y/z} = —~¢{y/x}, (¢ — V){y/z} = oly/a} — P{y/z},
etc. The substitution is correct if the substitutions to the components are.
(iii) Quantifier, case I:
(Qo){y/x} = Qy (ply/]) Qe {v,3}.
The bound substitution is correct if:
(a) The variable y is not free in ¢; and

(b) The free substitution p[y/x] is correct.
(iv) Quantifier, case II:

(Qzp){y/z} = Q2 (p{y/7}) Qe{v,3}, z#x
The substitution is correct if {y/x} is.

In other words, we look for something of the form Qz (...z...) and replace it with
LEMMA 2.3.7. Assume that the bound substitution o{y/x} is correct. Then ¢ =

oly/z}.

PROOF. By induction on ¢. In case ¢ is atomic then ¢ = ¢{y/z} and there is
nothing to prove. If ¢ is obtained from simpler formulae using connectives, then the
results follows immediately from the induction hypothesis.

We are left with ¢ = Qz v, Q € {V,3}.
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(i) Assume z = z, i.e., ¢ = Qr1. Assume Q) =V. Then o{y/z} = Vy (Y[y/x]), y

is not free in 1, and the substitution ¢ [y/z| is correct. Therefore:

M EVy (Yly/x]) <= for alla € M: MF,q Yly/a]
As y™9 = g and v [y/x] is correct:
<« foralla € M: MEay ¢

As y is not free in :

<= foralla € M: Mk, ¢
— ME, V.

The case () = 3 is proved identically.
(ii) Assume z # x. Then o{y/z} = Qz (Y {y/z}), and by the induction hypothesis

Y{y/r} =9, whereby Qz 1 = Qz (V{y/x}).
m;

Finally, we observe that if we substitute a new variable then the substitution is correct
and reversible:

LEMMA 2.3.8. Let z,y be two distinct variables. Lett and ¢ be a term and a formula,
respectively, in which y does not appear. Then:

(tly/x])[z/y] = t,
(ply/))[z/y] = o,
(ply/zp){z/y} = o,

and all the substitutions above are correct.
PrOOF. Exercise. W
Bound substitution allows us to rectify an incorrect free substitution:

LEMMA 2.3.9. Let ¢ be a formula, and xg,...,x,_1 a finite sequence of variables.
Then by a finite sequence of correct bound substitutions we can transform into a formula
¢ such that o = ¢’ and there is no quantification on any of the x; in .

PROOF. Let ¢y = . Assume we have constructed ;. If ¢; contains Vx; or Jz; for
some % < n, choose a variable y which does not appear in ¢; or on the list o, ..., z,1,
and let ¢; 11 = p;{y/z;}. Otherwise, stop and let ¢’ = ;.

At each step the formula ¢, contains fewer occurrences of Va; and 3z; (i < n) than
©j, so the process must stop. Since at each stage we substituted a new variable, all the
substitutions were correct, and ¢; = ¢;41 for all j, whereby ¢ = ¢'. o
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NOTATION 2.3.10. Let ¢(z,y) be a formula, ¢ a term. If the substitution p[t/x] is
correct, we define p(t,7) = @[t/ x].

If the substitution is incorrect we use the previous lemma to choose ¢’ obtained from
¢ by a series of bound substitutions, such that all the variables appearing in ¢ are not
bound in ¢’. Then we define ¢(¢,y) = ¢'[t/z], and the substitution is correct.

Note that the choice of ¢’ is somewhat arbitrary. We have though:

LEMMA 2.3.11. Let 9 be a structure and o an M-assignment. Let t(z-,,) be a term

and ©(x,Y<m) a formula such that t and ¢ have no common variables, and let 1 (y, Z) =
o(t,y). Letbe M™, ¢ € M™ and a = t™(¢c) € M. Then:

M E (b, e) <= ME p(a,b).
ProOOF. This is just a special case of Lemma[2.3.4. DR

Under the assumptions of Lemma [2.3.11] is will be legitimate to denote (g, ) by
©(t(2),7), and accordingly denote the property 9 E (b, ¢) by I E o(t(€),b).

If particular, if we go back to our example of p(x) = Jy (y* = ), we have p(z +w) =
Jy (y? = z +w), but also p(z +y) = Ju (v> = 2 +y) = p{u/y}[z + y/x]. Both have the
intended meaning.

2.4. Syntactic deduction

We seek to understand notions such as logical implication. Direct verification of logical
implication (i.e., that I' F ¢) would consist of going over all possible truth assignments
(in Propositional Logic) or structures (in Predicate Logic), checking which are models
of I', and whether they are also models of ¢. This can be done in a finite amount of
time in Propositional Logic when I' is finite, since then we only need to consider truth
assignments to finitely many propositional variables (but not if it is infinite, although we
can wiggle our way out of this using the Compactness Theorem).

However, direct verification of logical implication in Predicate Logic is entirely un-
feasible, for several reasons. First, we would have to consider all possible L-structures,
and all possible assignments to such structures. Second, even within a single structure,
checking satisfaction of a formula of the form Vz ¢ may require an infinite amount of time
(as we need to test satisfaction of ¢ for every possible value for x). Testing satisfaction
for a formula of the form Vxdy ¢ would be even worse, and we can write formulae which
are far more complex.

On the other hand, a complete (and sound) deduction system for Predicate Logic
would allow us to reduce logical implication to formal deduction, and verifying whether a
sequence of formulae is a deduction sequence or not is a relatively easy (and finite) task.

In order to keep syntax as simple as possible, we will convene that:

CONVENTION 2.4.1. In this section all formulae only contain the connectives —, —
and the quantifier V.
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As we know how to find for every formula ¢ an equivalent formula ¢’ which is in this
form, we do not lose any generality by this convention.

We will now introduce a deduction system as we did for Propositional Logic. In
particular, it will consist of a single inference rule, Modus Ponens. Its logical axioms will
be given by schemes, divided in several group. If ¢ is an instance of a scheme then ¢, as
well as any formula of the form VaVy... ¢ is a logical axiom. (In other words, if ¢ is a
logical axiom and z is a variable, then Vz ¢ is a logical axiom as well.)

The first group consists of the logical axioms of Propositional Logic. It only deals
with connectives:

(A1) p— (¥ — ),
(A2) (=W —=x) = (v =) = (¢ — X))
(A3)  ((mp =) = ((mp — =) — ¢)).

The second group of axioms deals with quantification:

(Ad)  (Vz(p =) = ((Vzp) — (Vo))

(A5) ¢ — (Vz o) if x is not free in ¢

(A6)  (Vx) — p[t/x] if the substitution is correct.

The third group deals with equality. It is only present in languages with equality, (i.e.,
almost always):

(A7) z==x

(A8)  (z=y)—(y=2

(A9) (r=y)—(r=2) - (r=2))

(A10)  (z =y) = (fzzw = fzyw) 2l + @] + 1 = v(f)
(A1l) (z=y) — (Pzzw — Pzyw) 1Z| + |w| + 1 = v(P).

Deduction sequences and the deduction relation F are defined as in every deduction
system.

Fact 2.4.2. This proof system is sound.
PRrOOF. Exercise. L_DPR

Having the first group of logical axiom schemes and Modus Ponens as an only inference
rule implies that many results from Section hold in this deduction system, with the
same proof. For example:

(i) The Deduction Theorem: I'yp 1) <= T'F ¢ — 9.
(i) If ', = is contradictory then I' - ¢.
(iii) If I' is consistent, then at least one of I', p or ', =g is.
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(iv) Let I" be a consistent set of formulae. Then there exists a maximal set consistent
set of formulae A D I'. Moreover, for every formula ¢ either p € A or —p € A,
and p € A <= A} ¢.

In propositional logic, the was almost the end of the proof: once we have a maximal
consistent set of propositional formulae, constructing a model for it was a trivial matter.
Here this is just the beginning of our troubles.

In Predicate Logic, a model for a set of formulae is a structure, and the first thing
we need in order to construct a structure is to choose its domain. A natural candidate
for this is the term algebra of £, which already comes equipped with interpretations of
the function symbols:

DEFINITION 2.4.3. Recall that 7 denotes the set of all L-terms. For every n-ary
function symbol f € £ and t,...,t,_ 1 € 7 we define:

fT(to, e ,tnfl) == fto e tn,1 € T

The set 7 equipped with these interpretations of the function symbols is called the term
algebra of L.

There are still several issues (this should be viewed as an informal discussion):

(i) First assume that Vo p(z) € A. Then for every ¢t € 7 we would like to make
sure that 7 F ¢(t). For this to be true we might think to apply A6: but what
if the substitution ¢|[t/z] is incorrect? Our discussion of bound substitutions in
the previous section should take care of that.

(ii) Worse yet, assume —Vx ¢(x) € A. The we must find a term ¢t € 7 such that
T E —p(t), i.e., that p[t/z] € A. There is absolutely no reason to assume that
such ¢ exists. To make sure that it does exist we will use a trick called Henkin’s
method.

(iii) Finally, if we have the equality symbol in our language, we must make sure that
it is interpreted as actual equality. Again, this needs not be true, but can be
achieved by dividing by an appropriate equivalence relation.

We first deal with quantifiers.

Let us start by thinking how we usually prove universal statements (i.e., statements
of the form “for all z, if A(z) then B(x)”). Usually a proof would go as follows: we name
one such z, assume that A(z), and prove that B(z); since we made no assumption about
the identity of z, beyond that A(x) holds, we conclude that A(z) — B(z) for all . This
method has a counterpart in formal deductions:

LEMMA 2.4.4 (The Generalisation Theorem). Assume that I' & ¢, and that © is not
free in I'. Then I' - Vx .

PROOF. Let 1)y, ...,1,_1 be a deduction sequence from I". We will prove by induction
on ¢ < n that I' - Vx1y,. We treat each 1 < n according to cases:

(i) 1; is a logical axiom. Then YV 1); is a logical axiom as well.
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(ii) ¥; € T'. Then z is not free in 1);, whereby we have an instance of A5: 1); — V 1;.
It follows that I' - Vx 1);.

(iii) ¢; is obtained by Modus Ponens from ¢; and v, = (¢; — 1), where j, k < i.
By the induction hypothesis we have:

I' =V, I'F V(¢ — )
By A4:

I'E (Ve (¢ — i) = (Vo ;) — (Vo))
Which put together yields:

' =V W,y

We have proved in Section [2.3 that if a bound substitution ¢{y/x} is correct then
¢ = p{y/x}. We can now prove a similar result, namely that we can actually deduce this
equivalence in our proof system. To simplify the proof we will strengthen the assumption,
assuming that y does not even appear in .

LEMMA 2.4.5. Assume that ¢ is a formula in which y does not appear. Then F ¢ —
o{y/z} and - p{y/z} — . (Recall that by Lemma[2.3.8, the bound substitution is
correct.)

Proor. We prove by induction on the complexity of .

(i) If ¢ is atomic then o{y/z} = ¢ and we know that - ¢ — .
(ii) If ¢ = =, then p{y/z} = {y/z} and Y{y/z} is correct. We know from the
Completeness Theorem for Propositional Logic that:

P— P'+=P — =P
Substituting in a deduction sequence for this P = ¢{y/x} and P’ = ¢ for P,
we get a deduction (which only uses A1-3) of
Hy/zy = E o — ely/z}
The opposite substitution yields:

b —Ply/etEely/zt — ¢
The induction hypothesis tells us that - ¢ — ¢{y/x} and - ¥{y/x} — 1, and

we are done.
(iii) A similar argument works for ¢ = 1) — Y, this time using the fact that

PP—-PQ—-QFP—-Q) — (P—Q).
(iv) If ¢ = V), then o{y/xz} = Yy ly/z], y is not free in ¢, and the substitution

¥[y/x] is correct. Therefore we have an instance of A6: Va ¢ — ¥[y/x], whereby
Va F ly/x]. Since y is not free in Vx 1), we have by the Generalisation
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Theorem: Vz ¢ b Yy uly/x], i.e., ¢ b o{y/x}. We conclude that - ¢ — p{y/z}
by the Deduction Theorem.

Since y does not appear in 1, we have by Lemma that ¢ = ¢'[z/y]
and this substitution is correct as well. Also, clearly z is not free in ¥[y/x]
(by an easy inductive argument which we leave as an exercise). Since ¢ =
(p{y/x}){x/y} (by Lemma [2.3.8]), the mirror image of the above argument
shows that F p{y/x} — .

(v) If ¢ = Vz 4, where z # z, then p{y/x} = Vz1¢{y/z}, and the bound substitu-
tion ¥{y/x} is correct. By the induction hypothesis we have - ¢ — {y/x},
and by the Generalisation Theorem: F Vz (¢p — ¢{y/z}). Use an instance of
Ad: Vz (Y — P{y/z}) — ((Vz¢) — (Vz{y/z})), and apply Modus Ponens to
conclude.

We obtain F ¢p{y/x} — ¢ similarly.

.2.4.5

We now have what we need to treat the case where V¢ € A:

LEMMA 2.4.6. Assume that A is a mazimal consistent set of formulae, Yr p € A,
and t € T. Then there is a formula ¢ such that ¢ = ¢ and ¢'[t/z] € A.

ProOF. By Lemma we can obtain a formula ¢’ through a sequence of correct
bound substitutions, such that no variable of ¢ is bound in ¢’. Then - ¢ — ¢, and by the
Generalisation Theorem - Vz (¢ — ¢). By AdF (Vx @) — (Vz¢'), so A - Vo' Finally,
¢'[t/x] is correct so by A6: A F ¢'[t/x]. As A is maximal consistent: ¢'[t/z] € A. Wy

The next case is when =Vx ¢ € A, and is more difficult: we need ¢t € 7 (as 7 is
going to be the domain of our model) that would witness that —Vz ¢, i.e., such that
—[t/z] € A, but there is no reason for such ¢ to exist. We solve this through a process
of artificially adding witnesses, due to Henkin.

We first need an auxiliary result, which is a modified version of the Generalisation
Theorem for constant symbols. If ¢ is a constant symbol and x a variable, we can define
the substitution ¢[z/c] in the obvious way. Given the very limited fashion we will use
this kind of substitution we will not worry about correctness.

LEMMA 2.4.7. Assume that I' = @, and c is a constant symbol which does not appear
in I'. Let x be a variable which does not appear in @. Then T't Vax p[z/c|.

PROOF. Let g, ..., v,_1 be adeduction sequence for ¢ from I'; and let y be a variable
not appearing in any formula on that sequence. We first claim that I' - ¢;[y/c] for all
i < mn. If ¢, € T'is a premise then ¢;ly/c] = ¢; (since ¢ does not appear in I'), so
I' - @ily/c]. If ¢; is obtained from ¢; and ¢, = (p; — ¢;) by Modus Ponens, we need
only observe that oi[y/c] = (¢;jly/c] — ¢ily/c]), and use the induction hypothesis.

We are left with the case that ¢; is a logical axiom, and we wish to show that so it
wily/c]. This is easily verified scheme by scheme. The only two cases where it is not
completely trivial are:
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e Scheme A5: ¢; =1 — (Vz1), and z is not free in 1. Then y # z, so z is not
free in 9|y /c]. Therefore ¥[y/c] — (Vz[y/c]) is an instance of A5.
e Scheme A6: ¢; = (Vz1) — ¢[t/z], and ¢[t/z] is correct. Then y # z, whereby:

(Wlt/2Dly/ el = (Dly/eDltly/cl/=]-

Also, since y does not appear in v, if only has free occurrences in t[y/c| (but
there are no quantifiers Yy in ¢[y/c]), so the substitution (¢¥[y/c])[t[y/c]/z] is
also correct. Therefore ;[y/c| is also an instance of A6.

Same holds for instances of A5-6 preceded by universal quantifiers.

Let I'y be the set of premises used in this deduction. Then I'y - ¢[y/c| and y is not
free in T'g, so by the Generalisation Theorem I'y - Yy ¢[y/c| and therefore I' - Yy [y /c].
Finally, if z # y then (Vy ¢[y/c]){z/y} = Yx ¢[z/c] and x does not appear in Yy p|y/c|,
so '+ Va ¢lx/c] by Lemma 2.4.5! m, -

PROPOSITION 2.4.8. Fiz a signature L. There exists a signature L% O L, such that
LH L consists solely of constant symbols, and a set of L2 formulae T, such that:
(i) For every LY -formula ¢ and variable x there exists a constant symbol ¢ € L7
such that:
(=¥ o) — —ple/z] e TH.
(Note that the free substitution of a constant symbol is always correct).
(ii) For every set of L-formulae T, if T is consistent the so is T UTH.

Moreover, |LH| = |L| + Ny (assuming, as we may, that there are only countable many
variables.)

PROOF. We define an increasing sequence of signatures £ inductively. We start
with £%% = L. Given L™, for every L™ -formula ¢ and variable  we introduce a new
constant symbol ¢, ., and define:

L = £ e, p € LUH, x € V)L

w,w

We then define:
=t
neN
Vo = (VT ) — 29[y 2/ 7]
M = (Yo Ll xeV}]

w,w?

Clearly I'' has the first property. We wish to prove the second.

Assume therefore that I' C L, is consistent, but ' is not. Then there is a finite
subset 'l C T such that T' U T¥ is contradictory, and we may assume that T'¥! is
minimal such. Since I' was assumed consistent, T} # @. Also, T is of the form
{00 @ < n}, where p; € LI |, and all the pairs (¢;,2;) are distinct. For each i < n

there is a minimal m,; such that ¢, € ngi;H , and without loss of generality mg is maximal
among {m;: i < n}.
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Let ¢ = ¢o, * = xg, m = my = max{m;: i < n}. Then @; € Lig‘f for all ¢ < n, but
Cow € LTI L™ (since m is minimal such that ¢ € L£757). Let T = {t,,4,: 0 <
i<n}=To~{¢pu}, and 'y = Ul Then Cy,» does not appear in I'y: indeed, it does
not appear in any ¢;, and ¢,z 7# €y, o, for all 7 > 0.

Our assumption was that T U T = T'y U {(=Vz ¢) — —p[c,./x]} is contradictory.
Then a fortiori I'y U {—~—Vx ¢} and I'y U {—¢[c,,/z]|} are contradictory, whereby I'y F
—Vz ¢ and I'y - ¢[c,»/x]. Let y be a variable not appearing in ¢. By Lemmal2.4.5:

Ik —Vep=T1F (-Veo){y/z} = ~Vyply/z]
As ¢, , does not appear in I'y we have by Lemma [2.4.7:

Ui b pleps/z] = T1 B Vy (plega/z])[y/cox] = Yy ply/2].
In other words, I'y =T"U F{I is contradictory, contradicting the minimality of 1"{){ . By

We may now prove an intermediary result:

THEOREM 2.4.9 (Completeness Theorem for Predicate Logic without equality). Let
I' be a set of formulae in a first order language L, . without equality (with only the
connectives = and — and the quantifier ¥). Then T is satisfiable if and only if it is
consistent (in the deduction system given above).

Proor. If I is satisfiable then it is consistent by soundness. For the converse, assume
that I" is consistent. Let £7 D £ and I'” be as in Proposition [2.4.8] Then I' U ' is
consistent, and is therefore contained in a maximal consistent set A C L .

Let 7 be the term algebra of £7. We define an L-structure 91 whose domain is
M = T. We interpret the function symbols on M in the standard fashion:

fm = fTi (to, e ;tn—l) = ft(] .. -tn—l‘

For an n-ary predicate symbol P define:
PP ={(ty,...,tn_1) € M™: Pty...t, 1 € A}.

Once M is defined we define an M-assignment o by o(z) = x (here the variable x is both
a variable and a member of M).

We claim without proof that for all t € 7: t™° = t. We then prove that for all
Y E Efi o M E, p <= ¢ € A, by induction on the number of quantifiers in ¢, and for
formulae with the same number of quantifiers, by induction on the complexity:

(i) If ¢ is atomic then we can prove what we want directly:

Pty.. .ty € A= (77, .. ) = (to,...,tn_1) € P

n—1

<~ ME, Pty...t,_1.

(ii) If ¢ = =) then the induction hypothesis applies to 1, which is simpler, and we
conclude as in the proof of Theorem 1.3.16l Similarly if p = ¢ — .
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(iii) Finally, assume ¢ = Va 1. Each direction is handled separately. If Vx¢ € A,
then we need to show for all ¢ € M: M =, 1p. But ¢ is a term, and Lemma[2.4.6]
tells us that under the circumstances there is a formula ¢’ = 1 such that
Y'[t/x] € A, and the substitution is correct. As ¢'[t/x] has fewer quantifiers
than ¢ the induction hypothesis holds and 9t F, ¢'[t/z]. Since the substitution
is correct, and ¢ = t™7: Mk, Y'[t/z] <= M £, ¢'. Since ¢ = ¢, this is
further equivalent to 9 F,: ¢, which is what we wanted.

Conversely, assume V) ¢ A, so =Vzy € A. Since I'! C A we have
(=Vx ) — pley /2] € A, whereby —p[cy/z] € A. By the induction hy-
pothesis:

M=, lcy../x]

H g'nvo- J— .
And since Cpn = Copu:

ME o T
Whereby:
M E, V.
Therefore M F, A, and in particular 9 E, T'. DR

The last thing to deal with is equality. The problem in the proof of Theorem
for a language with equality is that it may happen that t # t' are two terms such that
(t =t') € A, so =" does not coincide with actual equality in M. We can solve this
through simple division by an equivalence relation.

DEFINITION 2.4.10. Let £ be a signature without equality, and 9t and L-structure.
Let ~ be a binary relation on M. We say that ~ is a congruence relation for I if it is
an equivalence relation, and for every n-ary function symbol f or n-ary predicate symbol
P,a~bande¢, din M such that |¢| + |d|+ 1 =n:

f7(e a,d) = f7(e,0,d),
(¢,a,d) € P < (¢,b,d) € P™

LEMMA 2.4.11. Let L be a signature without equality, and I and L-structure. Let ~

be a congruence relation for M. Let M = M/~, and for a € M let [a] € M denote the

equivalence class a/~. Then there is a unique L-structure 9 with domain M satisfying
for every n-ary function symbol f or n-ary predicate symbol P and a € M™:

fﬁ([aoL SRR [anfl]) = [ffm<a07 - >an*1>]’

(lao], - -, [an-1]) € PP <= (ag, ..., an_1) € P™
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Moreover, let o be an M-assignment, and & the M-assignment defined by &(x) =
[0(a)]. Then for every L-formula ¢ and M-assignment o :

ME, p <= ME; .
We call M the quotient of M by ~, denoted M/~, and may similarly denote & by
o/~.
PRrOOF. Exercise 2.13 | PWUREI

LEMMA 2.4.12. Assume that L is now a signature with equality, and A and 9M are
as in the proof of Theorem 2.4.9. Let L be a signature without equality, such that £ = L
but =€ L is just an ordinary predicate symbol. Then I is an L-structure and =" is a
congruence relation for M.

PROOF. Since L is a language with equality, we have logical axiom schemes A7-11,
and since A is maximal they all belong to A. In particular, the following sentences belong

to A:

)
Vryz(z =y) — (y=2) — (z = 2))
(fzzw = fzyw) IZ| + o] + 1 = v(f)
(PzZzxw — Pzyw) |Z| + |w| + 1 = v(P).

They are therefore true in 9%, which means precisely that =™ is a congruence relation.
__PPRD)

THEOREM 2.4.13 (Completeness Theorem for Predicate Logic). Let I' be a set of
formulae and ¢ a formula in a first order language L, (with only the connectives = and
— and the quantifier V). Then:

(i) The set T' is satisfiable if and only if it is consistent (in the deduction system
given above).
i) TEp<=TF .

PROOF. As usual we only prove the first item, and we only need to prove that if I' is
consistent then it is satisfiable.

If £ is without equality, this has already been proved in Theorem If £ has
equality, let A D T, 9 and o be as in the proof of Theorem 2.4.9. Let £ be the signature
without equality obtained from £ by making the equality symbol an ordinary predicate
symbol. By Lemma M is a L-structure and =™ is a congruence relation. Let
M = M/="". Then for [a],[b] € M we have:

[a] =M [b] <= a =" b < [a] = [b)].
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This means that =" coincides with equality, so 91 is actually an L-structure, and by
Lemmal|2.4.11: MM =5 T __DWRE:

COROLLARY 2.4.14 (Compactness Theorem for Predicate Logic). Let I' be a set of
first order formulae and ¢ a formula. Then:

(i) T is satisfiable if and only if it is finitely satisfiable.
(ii) T'E ¢ if and only if there is a finite subset Ty C T such that T E .

PROOF. Follows from the finite nature of formal deduction. m .

Exercises

EXERCISE 2.1. Recall that V' denote the set of variables, 7 the set of terms, and £, ,
the set of first order formulae.
For each n-ary function symbol f define:
E: T — T
t — ft
Similarly, for each n-ary predicate symbol P define:
gp: " — Ew,w

t ~— Pt
Lastly, for each variable x € V' define:
Evot Luw — Luw Eazt Low — Luw
p = (Vap) p = (Fre)

Prove unique readability: 7 and L, are disjoint; 7 is freely generated from V' by
the Efs; the operators p are injective with disjoint images, and L, is freely generated
from the images by the operators &g: 0 € {—, —,V,A} and &y, &5, x € V.

EXERCISE 2.2. Let us consider another kind of substitution, which we may call
propositional substitution. Let ¢ be a propositional formula in the (distinct) proposi-
tional variables Py, ..., P,_1, and let vy, ...,1,_1 be first order L-formulae. We define
oo/ Py, ..., n_1/P,._1] by replacing each occurrence of P; in ¢ with v; (a proper defi-
nition would be by induction on ¢).

(i) Show that @[t/ Fy, ..., ¢¥n_1/P,_1] is an L-formula.

(ii) Let I' be a set of propositional formulae, also all in Fy, ..., P,_1, and let
F[¢O/P07 cee aqu)n—l/Pn—l] = {7[¢0/P07 s 7wn—1/Pn—1} Y S F}
Show that

I'F % — F[¢O/P07 cee aqu)n—l/Pn—l] = ¢[¢0/P07 e aqu)n—l/Pn—l]-
(iii) Use the previous item to show that if ¢ 1is wvalid then so is
gﬁ[wo/Po, c. ,wnfl/Pnfl], and that:

o =¢ = oo/ Po, ..., 0n-1/Poi1] = ¢'[Uo/Po, ..., Yn_1/Pn1].
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EXERCISE 2.3. As in Propositional Logic, define a literal of predicate logic to be an
atomic formula or its negation, and define disjunctive normal form (DNF) accordingly.
Prove that every quantifier-free formula is logically equivalent to one in DNF.

EXERCISE 2.4. Let T be a set of sentences. Define p =7 ¢ f T F ¢ — 1 and
TEY— .

(i) Let £, .(n) consist of the set of all formulae of the form ¢(zo,...,z,-1), and

Lr(n) = L, .(n)/=r. Let the equivalence class ¢/=r be denoted by [¢]r.

Show that Lr(n) is naturally equipped with the structure of a Boolean algebra.

(ii) Show that the ordering on Lr(n) (as defined in Exercise [1.13) is given by

lPlr <[Wlr <= TF ¢ — 9.

(iii) Let i: Lr(n) — Ly(n + 1) denote the inclusion mapping (this is the addition

of a dummy variable z,,). Show that for all [p]r € Lr(n + 1) there are unique
equivalence classes [¢']r, [¢"]r € Lr(n) such that for all [¢]r € Lr(n):

i([Wlr) < [elr <= [Wlr < [¢]r
[Plr < i([¥]r) <= [¢"]r < Wlr
How would you obtain [¢']r and [¢"]r explicitly from ¢?

EXERCISE 2.5. State and prove the analogues of Exercise1.10 and Exercise [1.11 for
first order logic, replacing propositions with first order sentences and truth assignments
with structures.

EXERCISE 2.6 (Reduced products). Let I be a set, which we view as a set of indices.
Let (M;: i € I) be a sequence of L-structures indexed by I. Let .%# be a proper filter on
I (i.e., on the Boolean algebra of subsets of ): we view subsets of I which belong to .%
as “big”.

Let Ny = [[,c; M;. We will denote members of Ny by (a;: ¢ € I) (where a; € M;) or
just by (a;). We interpret function symbols f € £ on Ny coordinate-wise:

FPo((a), (b)), - ..) = (f™(ai bi,...)).
With predicate symbols this are more delicate, and the filter .# will be taken into account:
P = {((@), (b:),...): {i € I: (aibi,...) € PP} e F}.

(Explanation: a tuple belongs to P” if its components belong to the corresponding P
on a “big” set of indices.)

In particular, the binary relation =" is defined as above. It is not necessarily equality,
so My is not a structure, according to our definitions. Nevertheless:

(i) Show that =" is an equivalence relation.
(ii) Show that ="% is a congruence relation for every function f7 (i.e., (a;) =" (a}),
(b) = (1), etc., imply that f7((a), (b)) =" /% ((al), (1), . ).
(iii) Show that =% is a congruence relation for every relation P (i.e., (a;) =" (a}),

(b;) =" (b]), etc., imply that ((a;), (b;),...) € PP < ((d}), (t)),...) € P”.)
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(iv) Show you can quotient My by the equivalence relation =" to obtain an actual
L-structure M whose domain N is equal to Ny/="°. We will use the notation
la;] = [a;: i € I] € N for the equivalence class of (a;) = (a;: i € I) € Np.

We call this 0N the reduced product of (M;: i € I) modulo .%, denoted [[,.; M;/.%.

EXERCISE 2.7. Prove Lemma
EXERCISE 2.8. Prove Lemma

EXERCISE 2.9 (Prenex normal form). We say that a formula is in prenex normal
form, or simply that it is a prenex formula, if it is of the form

Qoxo Q171 ... Qn_1Tp_1 @,

where each (); is either V or 3, the x; are distinct variables, and ¢ is quantifier-free. Show
that every first order formula is logically equivalent to a prenex formula.

EXERCISE 2.10 (Ultraproducts and Los’s Theorem). Recall the construction of re-
duced products from Exercise If 7/ is an ultrafilter, then the reduced product
[L 9% /% is called an ultraproduct.

Prove Lo$’s Theorem:

Let {91;: i € I} be structures, % an ultrafilter on I, and M = [, M,
the ultraproduct. Then for every formula ¢(z,y,...) € L, and
[(ZZ'], [bl], ... € N:

In other words, if o; is an 91;-assignment for each ¢+ € I and 7 is
defined by 7(x) = [o;(): i € I], then:

Nk, p<={icl-ME, p}eX.

Hint: argue first why it suffices to show this for formulae which only use the connectives
A and —, and the quantifier 9, and prove by induction on such formulae.

(At some point you will need to use the Axiom of Choice which says that if you have
a sequence {X;: ¢ € I} of non-empty sets then there exists a function f: I — J,.; X;
such that f(i) € X; for all ¢ € I. If this remark seems obscure, it will become clearer
when we speak about axioms for Set Theory.)

EXERCISE 2.11 (Compactness Theorem via Los’s Theorem). Let I' be a finitely sat-
isfiable set of formulae. We will prove it is satisfiable in several steps:

(i) Let I = P/™(T) be the family of all finite subsets of I'. For A € I, let Ja =
{A" € I: A C A’}. Show that the family {Ja: A € I} is closed under finite
intersections and does not contain &.

(ii) Let:

F={JCI:3AecI)(JDJA)}
Show that .% is a proper filter on I.
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(iii) Let % be an ultrafilter containing .#. Why is there one?
(iv) By assumption, for every A € I there are MMa, oa such that Ma F, A. Show
that for every formula ¢ € I':

(AcT: Mok, o) €.
(v) Let M =[]pac; Ma/%, and 7(z) = [oa(x): A € I] € N. Show that Nk, T.

EXERCISE 2.12. Show that the proof system for predicate logic we introduced is
sound.

EXERCISE 2.13. Prove Lemma|2.4.11.
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CHAPTER 3

Model Theory

Model Theory is a branch of Mathematical Logic that studies the relation between
properties of first order theories (i.e., sets of first order sentences) and more general
properties of the classes of their models.

Fix a signature £ (with equality). Unless said otherwise, all formulae, structures,
etc., are in L.

DEFINITION 3.0.15. (i) A theory T is a set of first order sentences, closed under
logical implication (i.e., if T F ¢ then ¢ € T').
(ii) A complete theory is one which is maximal consistent (equivalently: T is con-
sistent and for every sentence ¢ either p € T or —p € T').
(iii) If K is any class of structures, we define its theory as:

Th(K) = {¢: ¢ is a sentence and M F ¢ for all M € K}.

If K = {9} consists of a single structure, we write Th(9?) instead of Th({9}).
Note that Th(9) is a complete theory, naturally called the complete theory of
m.

DEFINITION 3.0.16. (i) Let T be a theory. We define the class of models of T
as:
Mod(T') = {9t: M is a structure and M = T'}.

(ii) A class of structures K is elementary if it is of the form I = Mod(T") for some
theory T

With these definitions we can rephrase what we said earlier, saying that Model Theory
studies relations between properties of elementary classes and properties of their theories.
Let us give two examples whose proofs lie beyond the scope of this class.

A cardinal is a measure for the “size” of a set: 4, 17, 666, etc., are finite cardinals;
Nyg = |N| = |Q] is the infinite countable cardinal (sometimes also denoted w or wy);
N = |R| = |C]| is the continuum; and there are many others.

DEFINITION 3.0.17. Let k be a cardinal. We say that a theory T is k-categorical if it
has a unique model of size k up to isomorphism. In other words, if it has models of size
k, and all its models of size x are isomorphic.

THEOREM 3.0.18 (Ryll-Nardzewski). The following are equivalent for a complete the-
ory T in a countable language L:

—sourcefile— 39 Rev: —revision—, July 22, 2008
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(i) The theory T is Ny-categorical.

(ii) For every n there are only finitely many formulae in n variables which are not
equivalent modulo T (i.e., the Boolean algebra Lr(n) of Exercise 2.4 is finite
for all n).

THEOREM 3.0.19 (Morley, conjectured by Los). The following are equivalent for a
complete theory T in a countable language L:

(i) The theory T is k-categorical for some uncountable cardinal k.
(ii) The theory T is k-categorical for every uncountable cardinal k.

It should be pointed out that the proof of Morley’s Theorem is in fact much more
interesting than its statement: it involves proving that models of T" admit a notion of
independence, much like linear independence in vector spaces and algebraic independence
in fields, and that every such model can be viewed as “generated” by a basis of indepen-
dent elements (as in vector spaces). This served as a starting point for much of modern
Model Theory one of whose main themes is notions of independence and their properties.

3.1. Elementary extensions and embeddings

DEFINITION 3.1.1. Let 9T and 9 be two structures, #: M — N a mapping. We say
that 6 is an embedding, in symbols 6: 9 — N, if for every n-ary predicate symbol P or
function symbol n, and every a € M:

0(f™(@)) = f*(0(a))

ac P" < 0(a) € P™.
(Here O(ag,aq,...) = 0(ap),0(ay),...). If M C N and the inclusion is an embedding, we
say that 9N is a sub-structure of N, or that N is an extension of M, in symbols M C N.

LEMMA 3.1.2. Let 9 be an L-structure and A C 9N a subset. Then there exists
a sub-structure A C M whose underlying set is A if and only if A is closed under the
interpretations in M of the function symbols.

PROOF. Exercise. S

LEMMA 3.1.3. Let MM and N be structures and 0: M — N a mapping. Then the
following are equivalent:

(i) 0 is an embedding.
(ii) For every atomic formula p(z) and tuple a € M (of the appropriate length):
ME p(a) <= NE pb(a)).
(iii) For every quantifier-free formula p(x) and tuple a € M (of the appropriate
length):
ME p(a) <= NE pb(a)).

Proor. Exercise 3.4. m;,
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EXAMPLE 3.1.4. We have Z C Q C R C C, all viewed as structures in L,;,, =
{07 1a +7 ) }

Plain embeddings (or extensions) are not enough for us, and we “prefer” to consider
ones which preserve the entire first order language:

DEFINITION 3.1.5. Let 9t and 91 be structures and 6: M — N a mapping. We say
that 0 is an elementary embedding if for every first order formula ¢(Z) and tuple a € M
(of the appropriate length):

ME p(a) <= NE p(da)).

If M C N and the inclusion is an elementary embedding, we say that 9 is an elementary
sub-structure of M, or that N is an elementary extension of M, in symbols N < N.

While it is relatively straightforward to verify that one structure is an extension of
another, verifying that it is an elementary extension is much more difficult. Of course,
in order to verify an extension is not elementary a single counterexample suffices.

ExXAMPLE 3.1.6. None of the inclusions Z C Q C R C C is elementary.

PROOF. Let p(z) be the formula Jy (y + y = x). Then Z E —p(1) when all of the
other structures satisfy ¢(1). This shows that Z is not an elementary substructure of
either Q, R and C. The rest is left as an exercise. m

The existence of (elementary) embeddings from one structure to another is closely
related to the notion of a diagram. Recall the notion of expansion from Definition 2.2.13.

DEFINITION 3.1.7. Let £ be a signature and A a set. We define £L(A) = LU{c,: a €
A}, where each ¢, is a new distinct constant symbol.

This will almost exclusively be used in a situation where 991 is an L-structure and
A C M. In that case 9 has a natural expansion to an L£(A)-structure by interpreting
each ¢, by a, and we will identify 91 with this expansion.

To simplify notation, if a = ag,...,a,-1 € A", we will write ¢; for c4,...,Ca, ;-
Notice that an (atomic) L£(A)-sentence is always of the form ¢(c;) where ¢(Z) is an
(atomic) L-formula and a € A.
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DEFINITION 3.1.8. Let 9 be a L-structure. The atomic diagram and elementary
diagram of M, respectively, are the following two sets of L(M )-sentences:
Dy (ON) = {p: p € L(M),,, is an atomic sentence and M F ¢}
U{=p: ¢ € L(M),. is an atomic sentence and M F —p}
= {p(ca): ¢(T) € L, is an atomic formula and M F ¢(a)}
U{—~¢(ca): ¢(Z) € L, is an atomic formula and M E —p(a)}
D (M) = Thean (M)
={p: pe L(M),, is a sentence and M F ¢}
={p(ca): p(T) € Ly, is a formula and M F p(a)}.

PROPOSITION 3.1.9. Let 9 and N be L-structure.
(i) There is a natural bijection between embeddings of M in N and expansions
of M to L(M) such that W E D, (9N).

(ii) There is a natural bijection between elementary embeddings of M in N and
expansions M of M to L(M) such that N E D ().

PROOF. Let 6: MM — N be an embedding. Define an expansion N by ¥ = (a) for
all a € M. Then 9V is an L(M)-structure and N’ E Dy (). Conversely, if N’ is such an
expansion, then defining 0(a) = ¢X¥ for all @ € M yields an embedding 6: 9 — N. The
details and second item are left as an exercise. m

DEFINITION 3.1.10 (Tarski-Vaught Test). Assume that 9T C 9. We say that 9
satisfies the Tarski-Vaught test in M if for every formula ¢(z,y) € L, ., and for every
tuple a € M (of the same length as z), if N F Jy¢(a,y) then there is b € M such that
N E ¢(a,b). (Note that we only speak about satisfaction in V).

PropPOSITION 3.1.11 (Tarski-Vaught test). Assume that 9 C N. Then M < N if
and only if M satisfies the Tarski-Vaught Test in N.

PROOF. Left to right: Assume that 9t < 9t and M E Jy ¢(a,y), where a € M. Then
M E Jyep(a,y) since M < M, so there is b € M such that M E ¢(a,b), and again
M <N = NE ¢(a,b).
Right to left: we prove that M E ¢(a) <= N E ¢(a) for every p € L, and a € M,
by induction on ¢:
(i) ¢ atomic: since 9 C N.
(i) ¢ constructed using connectives: as usual.
(iii) ¢(z) = Jy¢(z,y). Then
M E Jy(a,y) <=3b € M such that M E ¢(a,b)

By the induction hypothesis, if a,b € M then I F ¢(a,b) <= N F (a,b), so:
... <=3b € M such that M F ¢(a,b)
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Since 9N satisfies the Traski-Vaught test:

=M E yy(a,y) __ENBE

We next prove the Lowenheim-Skolem theorems. Let us make a quick reminder about
cardinalities:

We say that two sets A and B have the same cardinality, in symbols |A| = |B|, if there
is a bijection (i.e., a one-to-one and onto mapping) from A to B. Intuitively, this means
that A and B have the same size. The relation |A| = | B| is an equivalence relation. The
cardinality of A, denoted by |A|, is the equivalence class of A (this gives the notation
|A| = |B| a new meaning, but this new meaning coincides with the first one). Such an
equivalence class is called a cardinal, and is usually denoted by lowercase Greek letters
K, A, etc. The smallest infinite cardinal is Ry = |[N| = |Q).

We define sums and products as follows: If A and B are any two sets, then |A|-|B| =
|A x B| (where A x B = {(a,b) : a € A;b € B}). If A and B are disjoint, then
|A| 4+ |B| = |AU BJ. The finite cardinals (i.e., sizes of finite sets) can be identified with
the natural numbers, and in this case addition and multiplication of cardinals and of
natural numbers coincide.

Infinite sums are defined the same way: if {A4; : i € I} are all disjoint sets, then
> icr [Ail = |U;es Ail. Infinite products can be defined similarly, but we shall avoid
them. Classical commutative, associative and distributive laws hold. For example, the
distributive law implies that

ZHZZl-I{: (Zl) k= |1I] K.
il il il

The cardinals are ordered: |A| < |B| if there is an injective (one-to-one) function
from A to B, or equivalently if there is a surjective (onto) function from B to A. It is
true (but requires a proof) that |A| < |B| A |B| < |A| = |A| = |BJ. It is even less
evident that for every two sets A and B, either |A| < |B| or |B| < |A]; it is a consequence
of the Axiom of Choice, which we accept as true (in fact, it is equivalent to the Axiom
of Choice).

If at least one of x and A is infinite then x + A = max{x, A}, and if both are non-zero
then k- A = max{k,A\}. For infinite sums, the only rule we are going to use is that
if kg < A;jforalli € I then Y, ;5 < > .c;A. Thus if x; < A for all @ € I then
D ier ki S |- A

Now Back to business. The upward Lowenheim-Skolem Theorem is a simple example
of a very common manner in which the Compactness Theorem is applied.

THEOREM 3.1.12 (Upward Lowenheim-Skolem). Let 9t be an infinite L-structure and
K a cardinal. Then there exists an elementary extension M <N such that |[N| > k. In
other words, an infinite structure has arbitrarily big elementary extensions.
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PROOF. Let S be a set disjoint from M such that k = |S|. Let ¥ be the following
set of L(M U S)-sentences:

Y =Dyg(M)U{cs #cy:s#s €S}

We claim that X is finitely satisfiable. Indeed, let 33 C ¥ be finite. Then there are
finitely many s € S such that ¢, appears in ¥y, and let us enumerate them in a list
{s;: i < k}. Since M is infinite, we can find k distinct elements ay,...,ax_1 € M. Let
MM’ be the expansion of M to L(M U S) defined by first expanding M to L(M) in the

natural way, and then for s € S:

o a; s=s;,1<k
C =
° ag s ¢ {s;:i <k}

Then MM E X,.

It follows by the Compactness Theorem that > is satisfiable and therefore has a
model M with domain N. Let 9t = 9'[,. The mapping s — c;ﬁ' is injective, whereby
|IN| > |S| = k. Also, since M E D (M), there is an elementary embedding 6: MM — MN.
By renaming the elements of 9t we may assume that 6 is an inclusion, whence 9t < 0N

as required. __ERRD)

In particular, a first order theory T" with an infinite model 9t cannot be categorical
(i.e., has non-isomorphic models): indeed, let k > |M| (e.g., kK = |P(M)|), and N = M
such that |[N| > k. Then N E T (why?) and there can be no isomorphism between 9
and 9.

THEOREM 3.1.13 (Downward Léwenheim-Skolem). Let 9t be an L-structure, and let

A C M be a set. Then there exists an elementary sub-model I < M containing A such
that |[N| < max{|A|, |L],Ro} = |A| + | L] + Ro.

PROOF. For every formula of the form ¢(z,y) € L, and every tuple a € M of
the length of z such that if 9 F Jye(a,y), choose an element b,,; € M such that
M= 90(a7 bcp,&)'

We define by induction an increasing sequence of subsets of M: A=A, C A; C ...
We start with Ay = A, and define

A1 = A, U{b,5:ae A, and ¢ such that M F Jy p(a,y)}.

Let A, = U, ., An- First we claim that the set A, is closed under the functions of
M. Indeed, if f is an n-ary function symbol and a € A7, then a € A, for some m. Let
©(Z,y) be the formula y = f(z). Then fM(a) = b, € A1 C A

Therefore M has a unique sub-structure O whose underlying set is N = A,. The
Tarksi-Vaught criterion is satisfied by for 9t in 9 (same argument as above), whereby
2N <M.

Last, we need to calculate cardinalities. Let k = |A|+|L|+X,. We prove by induction
that |A,| < k. For Ag, this is since Ag = A. For A, ;: first, the number of finite tuples
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in A, is:

S AT =) AL = A R < K- Rg = k.

m<w m<w
Similarly, every formula is a finite sequence of symbols, and there are at most |£] + R
symbols to choose from, so there are at most (|£] + Rg) - Xy < x formulae. Therefore at
each step there are at most k? = k pairs ¢, a such that a € A, and ¢ € L, so we add at
most k witnesses to A,, and |A,11]| < |A,| + £ = k. Finally:

U

n<w

IN| = <Y A < E-Ro = 5

n<w

.3.1.13

We conclude with a result on which many constructions in Model Theory are based:

DEFINITION 3.1.14. Let (I, <) be linearly ordered, and (9;: ¢ € I) an increasing
sequence of structures, i.e., i < j = M; C M;. We define a structure N = J,_; M, in
the obvious manner:

N=]JM,

i€l

icl

And for a function symbol f or predicate symbol P we define:

=y pr=ypr
iel iel
(By Uier ™ we mean the union of the graphs. One can and should verify that this is
indeed the graph of a function.)

Notice that with this definition 9T D 9; for all ¢ € I, and moreover, it is the unique
such structure whose domain is | J; M;. Also, for every n-ary function symbol f (predicate
symbol P) and n-tuple a € N, there is i € I such that a € 9;, and then f7(a) = f™%(a)
(a € P« ae P™).

PropoOsSITION 3.1.15 (Elementary Chain Theorem). Let (I, <) be linearly ordered,
and (M;: i € I) an elementary chain, i.e., it < j = M; X M;. Let N = J,., M;. Then
N =M, foralliel.

ProoOF. We will prove by induction on ¢(z) that for all i € I and a € M;: IM; F

p(a) <= Nk p(a).

(i) ¢ atomic: since 9T D M.

(ii) ¢ obtained using connectives: standard.

(iii) (z) = Jyv(y,z). If M; E p(y,a) then there is b € M; C N such that
M; = (b,a), and by the induction hypothesis 9N F (b, a) whereby M E ¢(a).
Conversely, assume D F p(a). Then there is b € N such that M F ¢ (b, a), and
there is some 7 > i such that b € M;. Since a € M; C M, as well, our induction
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hypothesis tells us that ; £ ¢ (b,a), whereby M; E p(a). As M; < M;:
M, F ¢(a), as required. C_ERRE

3.2. Quantifier elimination

Let C be the field of complex numbers, F' the field of complex numbers which are
algebraic over Q (i.e., are the roots of polynomials with rational coefficients). It is
a classical fact that C is an algebraically closed field (the “Fundamental Theorem of
Algebra”, although it is in fact an analytic result), and that F' is an algebraically closed
sub-field of C. Clearly F' C C as structures (in L)

We would like to show that F¥ < C. In order to do that we need, a priori, to verify
for every formula ¢(Z), and every tuple a € F, that F' F ¢(a) <= C F ¢(a). Now this
would be easy to verify for atomic formulae, and would therefore follow for quantifier-free
formulae (i.e., formulae constructed without the use of quantifiers). But for a formula
containing many quantifiers, this becomes a more complicated task.

The standard method of simplifying this task is what is a technique called quantifier
elimination. We assume throughout that we work in a fixed signature L.

DEFINITION 3.2.1. Let T" be a theory. We say that T" has quantifier elimination (QF)
if for every formula (), where T is a non-empty tuple, there is a quantifier-free formula
6(z) which is equivalent to ¢ modulo 7.

Note that the requirement that ¥ be non-empty does not mean that ¢ cannot be a
sentence: it just means that if ¢ is a sentence, we would have to write it as ¢(z) with a
dummy variable z, so § may have = as a free variable (the problem is that a signature
without constant symbols may simply have no quantifier free sentences).

From now on, all tuples Z, a, etc., are assumed to be non-empty, even if not said so
explicitly.

LEMMA 3.2.2. Assume that for quantifier-free formula p(Z,y) (where T is non-empty)
there is a quantifier-free formula 6(Z) which is equivalent modulo T' to Iy p(z,y). Then
T has QF.

PROOF. We prove that every formula ¢(Z) is equivalent modulo T for a quantifier-free
formula 6(z) by induction on the structure of ¢:

(i) If ¢ atomic it is quantifier-free.

(ii) If ¢ = =) by the induction hypothesis v is equivalent modulo 7" to a quantifier-
free formula 6 and then ¢ is equivalent modulo 7" to =6 which is quantifier-free.
Similarly for other connectives.

(i) Assume ¢(Z) = Jy ¥ (Z,y). By the induction hypothesis ¢ is equivalent modulo
T to a quantifier-free formula 6(z,y). By assumption, Jy(z,y) is equivalent
modulo T' to some quantifier-free 6'(z). Therefore:

o(T) =r Iy 0(z,y) =r 0'(2). m;.,
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We can somewhat weaken the assumption of Lemma 3.2.2 Recall that a literal is an
atomic formula or its negation; a conjunctive clause is a conjunction of literals; and a
DNF formula is a disjunction of conjunctive clauses. Recall also that every quantifier-free
formula is logically equivalent to a DNF formula.

COROLLARY 3.2.3. Assume that for conjunctive clause p(z,y) there is a quantifier-
free formula 0(Z) which is equivalent modulo T to Iy p(Z,y). Then T has QF.

PROOF. Let ¢(Z,y) be any quantifier-free formula. Then it is logically equivalent to
a formula in DNF, which we may write as \/,_, ¥;(Z,y) where each 1; is a conjunctive
clause. It is left to the reader to verify that:

Iy e(@,y) =Ty \/ vi(@.y) = \/ W(z.y).
<n <n
By assumption, each formula 3y v;(Z,y) is equivalent modulo 7" to a quantifier-free for-
mula 6;(Z). We conclude that 3y p(z) =¢ \/,_, 0:(Z). As the latter is quantifier-free we
can apply Lemma to conclude. m,;

We start with a quantifier-elimination result involving getting one’s hands dirty:

ExAMPLE 3.2.4. Let DLO (dense linear ordering) be the set of consequence of the
following sentences in the signature {<}:

Vex £ x

Veyz (x <y) A (y < z) — (z < 2)
Vey (z <y) vV (y <)V (r=y)
Vedyz (y < z) A (x < 2)

Veydy (z <y) — ((x < 2) A (2 < y))

This is the theory of dense linear orderings without endpoints.

Notice that modulo DLO (in fact, modulo the first three axioms) we have that = # y
is equivalent to (x < y) V (z > y) and = £ y is equivalent to (x = y) V (y < x). It follows
that modulo DLO, every quantifier-free formula is equivalent to one in DNF in which
all the literals are positive. Therefore, as in Corollary it suffices to show that if
o(Z,y) is a positive conjunctive clause then it is equivalent modulo DLO to quantifier-
free formula. We can write ¢(Z,y) = ¢1(Z) A v2(Z,y), where ¢ is the conjunction of all
the literals which do no mention y and ¢y is the conjunction of those which do. Clearly
Jy ¢ = 1 Ay s, so we may assume that all the literals in ¢ involve y. There are several
cases:

(i) If y < y appears in ¢ then Jy ¢ =pro o # o.
(ii) If y = x; appears in ¢ then Jy p = p(z;, 7).
(iii) Otherwise, ¢ only contain literals of the form y =y, y < x; and x; < y. The
first kind are always true, so we ignore them. If ¢ contains no literals of the
second kind then y larger than all the x; would always satisfy . Similarly, if ¢
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contains no literals of the third kind then y smaller than all the z; would always
satisfy ¢. Since DLO says there is no maximal or minimal element it follows
that in either case 3y p(Z,y) =pro To = xo.

(iv) The last case is that ¢ contains both literals of the form y < x; and x; < y. Let

0(z) = /\{ﬂﬂz <zj: “x; <y’ and “y < x;” appear in ¢}.

Since DLO says the order is dense: Jy (7, ) =pro ¥(T).
It follows that DLO has QE.

The following result depends heavily on the Compactness Theorem, although in a
manner essentially different than that used, say, in the proof of the upward Lowenheim-
Skolem theorem.

DEFINITION 3.2.5. Let T be a theory. Let ® be a set of formulae in a fixed tuple of
free variables Z (i.e., every ¢ € ® is of the form ¢(z)), which is closed under connectives.

We say that a formula ¢(Z) is determined by ® modulo T if for every two models
M NET, and a € M, b e N of the appropriate length:

Vo e @ ME p(a) <= NE ¢(b)] = [ME ¥(a) < ME (b))
LEMMA 3.2.6. Assume ¢ is determined by ® modulo T'. Then whenever M E T and
a € M is of the correct length such that MM E (a), there is a formula ¢ € ® such that
ME p(a) and TE p — .
PROOF. Assume that 9t F T and a € M is such that 9 F ¢(a). Let:
D ={ped: MEp(a)}
Iy =TuUd, U{-}.

We claim that I';y is unsatisfiable. Indeed, if it were then there would be a model M E T
and a tuple b € N such that 9 F —¢)(b) and yet for all p € &: M E p(a) = NF ¢(b).
Since @ is closed under —, this means that for all p € ®: M p(a) <= N F ¢(b). This
contradicts the assumption.

So I'y is not satisfiable, and by compactness there is a finite subset ®| C ®; such
that T'U @} U {—} is not satisfiable. Let ¢ = A ®{: then M & ¢y (a) and T'U {py, "}
is not satisfiable, i.e., T'F ¢, — 1. Since ® is closed under A we have ¢; € P, as

required. W,

PROPOSITION 3.2.7. Let T be a theory. Let ® be a set of formulae in a fized tuple T,
closed under connectives, and let ¥(x) be a formula. Then v is determined by ® modulo
T if and only if 1 is equivalent modulo T to some ¢ € P.

PROOF. One direction is clear. For the other, assume % is determined by ® modulo
T. Let:

Oy ={ped:TEp—Y}
Fo=TU{}U{~p: p € Py}
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Lemma says precisely that I's is not satisfiable. Therefore there is a finite subset
P, C Py such that T U {¢p} U{—p: ¢ € P,} is not satisfiable. Let vy = \/ ®}. Then
wo € &, and T F o — 1. Also, -9 is logically equivalent to A{—p: ¢ € ®L}, so
T U {—9, 1} is not satisfiable, i.e., T F 1) — .

Therefore py =7 1 as required. -

THEOREM 3.2.8. Let T be a theory. Then the following are equivalent:

(i) T has quantifier elimination.

(ii) For every non-empty tuple of free variables T, the set of quantifier-free formulae
in T determines modulo T every formula of the form Jyo(Z,y) where ¢ is
conjunctive clause.

PROOF. Follows immediately from Corollary and Proposition 3.2.7. -

Let ACF be the theory of algebraically closed fields, in the signature L,;,, =
{07 17 ) +7 }

Veyr+y=y+=z Vryzry = yx
Veyz(x+y)+z=x+ (y+2) Vayz(ry)z = x(yz)
Verx+0==x Vexl =z

Vex+ (—z) =0 Vedyxr #0 — axy =1

Vaeyz (r+y)z =z +yz
Vo .. T3yt 4+ Tp1y" L+ iy + 10 =0

All the axioms but the last form the theory of fields. The last axiom is an axiom scheme,
repeated for every 0 < n < w, saying the field is algebraically closed.

THEOREM 3.2.9. The theory ACF' eliminates quantifiers.

PROOF. Let K and L be two algebraically closed fields, and @ € K, b € L two finite
tuples of the same length satisfying the same quantifier free formulae. We need to show
that they satisfy the same formulae of the form Jy ¢(y, Z) where ¢ is a conjunctive clause.

The only atomic formulae in £,;,, are of the form ¢t = ¢/, where ¢,t¢' are terms. It is
equivalent (modulo the theory of fields) to ¢” = 0 where " =t — t'. Also, every term in
L,ing evaluates to a polynomial with integer coefficients. Therefore, every atomic formula
is equivalent to one of the form f(Z) = 0 where f(X) € Z[X]. A conjunctive clause is
therefore a conjunction of polynomial equalities and inequalities.

Let Ag C K be the sub-ring generated by K, and A C K the generated sub-field, i.e.,
the quotient field of Ay; similarly, let By C L be the ring generated by b and B C L the
generated field. The fact that @ and b satisfy the same quantifier-free formulae means
precisely that there is a (unique) isomorphism of rings 6y: Ay — By which extends (again,
uniquely) to an isomorphism 0: A — B.
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Assume now that K F 3y (y,a), where ¢ is a conjunctive clause, and let ¢ € K be
such that K F ¢(c,a). We need to find d € L such that L E ¢(d,b). We consider two
cases:

(i) If ¢ is algebraic over A, it satisfies a minimal polynomial f(Y) € A[Y]. Let
g(Y) = 0(f) € B[Y]: then there is in L a root for g, call it d, and 6 extends
uniquely to an isomorphism 0": Alc] — Bl[d] sending ¢ to d. As ¢ is quantifier-
free, this implies in particular that L F o(d, b).

(ii) If ¢ is transcendental over A, write ¢ as

oy, ) = )\ fi(y,7) # 0N N\ g;(y,7) = 0.
i<k j<t
Since c is transcendental, each g;(Y, @) is the zero polynomial in A[Y'], whereby
g;(Y,b) = 0 in B[Y]. Also, each f;(Y,a) € A[Y] must be non-zero. Therefore
hY) =Y -[l,.; [i(Y,b) + 1 € B[Y] is non-constant, and has a root d € L.
Clearly fi(d,b) # 0 for all i < k, whereby L F o(d, b). m,,

DEFINITION 3.2.10. A theory T is model-complete if whenever 9T C 91 are both
models of 7" then 99T < N.

LEMMA 3.2.11. If T eliminates quantifiers then it is model-complete.
PROOF. Immediate. __EER

Fact 3.2.12. All rings under consideration are commutative with a unit.

(i) Every proper ideal of a ring is contained in a mazimal ideal.
(ii) If R is a ring and I C R is a mazimal ideal then R/I is a field.

(iii) Every field extends to an algebraically closed one.

(iv) If K is a field and X is a finite tuple of unknowns, the polynomial ring K[X]

is Noetherian, i.e., every ideal I C K[X] is finitely generated.

~ COROLLARY 3.2.13 (Hilbert’s Nullstellensatz). Let K be an algebraically closed field,
X =Xo,...,Xn1, R=K[X] and I C R a proper ideal. Then I has a common root in
K (i.e., a tuple a € K™ such that f(a) =0 for all f € I).

PROOF. Since K[X] is Noetherian, we can write I = (fo,..., fin_1), where each
fi(X) € K[X]. Since I is proper, it extends to a maximal proper ideal J C R. Let
F = R/J, which is a field as J is maximal. Then we can view F' as an extension of K via
the embedding a — (a + J). As every field embeds in an algebraically closed field, let L
be an algebraically closed extension of F. Then K C L, and as AC'F' is model-complete:
K < L.

Fori < nletb; = X;+J € F C L. For each f(X) € J we have f(b) = f(X)+J =0+
J = 0p,s0b € L™is a common root of .J, and therefore of I. Therefore L E 3y Nicm fi(9),
and this is a formula with parameters in K, so as K = L: K F 3y \,_,, fi(y) Since the
fi generate I, I has a common root in K. -,
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Exercises

EXERCISE 3.1. (i) Show that if IC is a class of structures then Th(K) is a theory.
(ii) We could have defined Mod(X) for any set of sentences ¥ (which is not closed

under implication). Show that Th(Mod(X)) is the minimal theory containing
2.

EXERCISE 3.2. Show that a theory T is complete if and only if there is a structure
M such that 7= Th(M).

EXERCISE 3.3 (Ultrapowers). Let 9T be a structure, I a set, and % an ultrafilter on
I. Let M; = 9 for all i € I. Then the ultraproduct [[,., /% = [],c; M/« is called
an ultrapower of % , also denoted 9! /% or simply M.

Show there exists a canonical elementary embedding of 9% in 9M% .

EXERCISE 3.4. Prove Lemma [3.1.3|
EXERCISE 3.5. Finish the proof of Example(3.1.6.

EXERCISE 3.6. Let £ be a signature (as usual, with equality). Recall from Defini-
tion [3.0.16/ the notion of an elementary class of structures.

Show that the class of all infinite L-structures is elementary, but the class of all finite
such structures is not. (Hint: use the Compactness Theorem for the second item.)

EXERCISE 3.7. Let 9y, M, and M, be L-structures, and assume that Ny, M; < Ny,
and that moreover My C M;. Then Ny < IM;.

EXERCISE 3.8. Let 91 be a finite structure. Show that 9t has no proper elementary
extensions or substructures.

EXERCISE 3.9. Complete the proof of Proposition[3.1.9l

EXERCISE 3.10 (Application of the Lowenheim-Skolem Theorems). (i) Let T
be a theory. Show that if T" has arbitrarily large finite models then it has
an infinite model, and that if it has an infinite model then it as a model of size
k for every infinite cardinal k > |L].

(ii) (Vaught’s Test)
Let T be a theory with no finite models, and assume that 7' is k-categorical for
some infinite cardinal x > |£|. Show that T" is complete.

EXERCISE 3.11. Assume that the language £ is countable. We say that a structure
M is weakly Ro-homogeneous if for every two finite tuples @,b € M of the same length
which satisfy the same formulae in 91, and every ¢ € M, there is d € M such that a,c
and b, d satisfy the same formulae in 901.

(i) Let 9 be any structure, a,b € M two finite tuples satisfying the same formulae.
Let ¢ € M. Show there exists 91 = 9 such that |N| = [M| and there is d € N
such that a,c and b, d satisfy the same formulae in .
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(ii) Show that every countable structure admits a countable elementary extension
which is weakly Ng-homogeneous.

(iii) A structure 9 is strongly Wo-homogeneous if whenever there are two tuples
a,b € M which satify the same formula, there is an automorphism f € Aut(9)
(i.e., an isomorphism of 9t with itself) sending @ to b. Show that a countable
weakly Np-homogeneous is strongly Nyg-homogeneous.

EXERCISE 3.12. For p prime, let ACF, be ACF along with 1+1+...41 (p times) = 0.
Let ACF, be ACF along with 14+ 1+ ...+ 1 (p times) # 0 for each p.
Show that for p prime or zero the theory AC'F, is complete.

EXERCISE 3.13. Let F' be your favourite field. Let £ = {0, —, 4} U {mg }ser, where
0 s a constant symbol, — a unary function symbol, + a binary function symbol, and m,
is a unary function symbol for each a € F. This is the language of vector spaces over F'.

If V' is a vector space, it can be naturally identified with an L-structure, where m, is
scalar multiplication by a € F. (Note that the field F' is part of the language, not of the
structure).

Show that the class of vector spaces over F' (i.e., the structures with which they are
identified as above) is elementary. Do this by writing down a list X (possibly infinite)
of L-sentences such that 91 = X if and only if 91 comes from a vector space as in the
preceding paragraph.

Similarly, show that the class of infinite vector spaces over I is elementary.

EXERCISE 3.14. Show that for every fields F', the theory of infinite vector spaces over
F' eliminates quantifiers. (You may find that if you assume that F' is finite the proof is
somewhat easier.)

EXERCISE 3.15. Show that the theory of infinite vector spaces over a fixed field F' is
complete.
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CHAPTER 4

Incompleteness

The goal of this chapter is to prove several results about decidability in Mathematics.
The most famous is probably Goédel’s Incompleteness Theorem, which roughly says that
we can never give a complete set of axioms for Mathematics. That is to say that there
is no set of sentences X such that:

e A sentence is true (in the “real world” of Mathematics) if and only if it is a
consequence of 3.

e The set X is decidable, i.e., there is a procedure, or algorithm, by which we can
decide for each sentence ¢ whether ¢ € ¥ or not (so there is a practical way to
“give” X).

In fact, since we do not really know for every sentence whether it is true or not in the real
world (or else we could shut down most of the Mathematics departments and research
institutes), we need to prove a stronger result: no complete theory extending a basic
theory we know is true can have a decidable axiomatisation.

What do we mean by “mathematics”? The standard answer to that would be set
theory, as all of mathematics can indeed be developed therein. However, set theory is
way stronger than what we need here: we can show that incompleteness already arises if
we restrict our attention to arithmetic, i.e., the structure formed by the natural numbers.
Even though infinite mathematical structures cannot live within arithmetic, which deals
after all with finite objects, all the mathematical reasoning can be viewed as taking place
entire inside arithmetic, and this will be enough. Of course, once there is no complete
axiom system for arithmetic, there can be none for set theory or any other mathematical
theory which is sufficiently strong to contain arithmetic in one form or another, which is
what we want to prove.

We also need to define formally what we mean by an algorithm. In order to define an
algorithm precisely, one usually defines what we call a computation model. This consists
of the following information:

(i) What kind of input an algorithm is expected to take (the computation model’s
domain), and what kind of output it is expected to give (its range).
(ii) What the atomic computations are.
(iii) How an algorithm is constructed from these simple building blocks (how algo-
rithms are executed).

There are many conceivable computation models. Among the best know are:
—sourcefile— 53 Rev: —revision—, July 22, 2008
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— The model of Turing machines (after Allan Turing) is essentially the one imple-
mented by modern computers (with the difference that Turing machines have infinite
memory). It is noteworthy that this model preceded computers by many years.

— The model of recursive functions is more mathematical in nature: there is no
corresponding physical representation of the model as in the previous two, just functions
that we construct according to certain rules.

The interesting thing is all these computation models and others that attempt to
capture our intuitive idea of an algorithm are equivalent, in the sense that they can
calculate the same functions. This serves as strong evidence to the somewhat vague
(and therefore unprovable) conjecture that the “calculable” functions are precisely the
recursive ones, know as Church’s thesis.

Therefore, the choice of a computation model is not very important. As mathemati-
cians, we naturally opt for that of recursive functions.

4.1. Recursive functions

The recursive functions will be defined formally below. Informally, each recursive
function represents an algorithm, or a computer program, that takes as input finite
tuples of a fixed length of natural numbers and performs a certain calculation on them.
If the calculation ever stops, it yields a value which is itself a natural number; if the
computation does not stop, which may well happen, the function is not defined for this
specific input. Therefore, the recursive functions are going to be partial functions.

DEFINITION 4.1.1. Let n < w, A C N*, and let f : A — N. Then f is a partial
function from N™ to N, denoted f: N --» N. The set A is the domain of f, denoted
dom(f). We consider A to be part of the information contained in f, which is why we
allow ourselves to omit it in the notation. If z € N” \ dom(f), then we say that f(z) is
not defined.

If dom(f) = N", then f is total, denoted as usual f: ™ — N.

If P C N” is a predicate, we define its characteristic function xp: N* — N by:
(@) 1 aeP
a) =
xp 0 a¢P

Projections: for every i < n < w, m,; : N* — N is defined by: m,(x¢, ..., Tn_1) = ;.
In particular, 7 ¢ is the identity: m o(z) = .

If f: N* --» N and ¢;: N --» N are partial functions for ¢ < n, we define the
composition:

h=fo(go, - 9n1): N" --» N
dom(h) ={a € N": a € () dom(g;) and (g;(a): i <n) € dom(f)}

<n
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And for a € dom(h):
ha) = fla:(@): i < n).

Another way to construct functions from others is the p-operator. Let f: N**1 -5 N,
We define h(y) = px (f(y,x) = 0) as a partial function h: N --» N. Fora € N" h(a) = b
if and only if f(a,c) is defined for all ¢ < b, f(a,c) > 0 for all ¢ < b, and f(a,b) = 0. If
no such b exists then h(a) is not defined. (Think of a computer programme calculating
f(a,b) for b = 0,1,..., stopping the moment it finds such a b for which the result is 0.
A function not being defined corresponds to the programme never stopping. Indeed this
can happen in one of two cases: either one of the calculations of f(a,b) never stops, or
they all stop but yield non-zero results.)

DEFINITION 4.1.2. The family recursive functions is the smallest family of partial
functions from powers of N to N, containing x<, +, - and all the projections, and closed
under composition and the p-operator.

In other words, the family of recursive functions is generated by x<, +, - and projec-
tions by composition and the p-operator. Notice that all the basic recursive functions are
total, and that the composition of total functions is total, so the only source for non-total
recursive functions is the p-operator.

Constant functions. Let ¢,(x) denote the function equal to n for all . Then
c1(x) = x<(z,x), and the latter can be obtained as y< o (id,id). As x< and id = ¢ are
recursive, so is ¢;. Then we get co = ¢1+¢; (i.e., +o(cy, ¢1)), ete. Finally, co = x<o(ea, ¢1).
These are all functions in a single variable. Then constant function n in m variables is
recursive as it can be written as ¢, o 7,0 From now on we will identify the constant
functions with their values and write n instead of ¢,,.

Recursive predicates. We define:

DEFINITION 4.1.3. A predicate P C N" is recursive if its characteristic function xp
is a (total) recursive function.

Note that the binary predicate < is recursive by definition.
Let P C N" be a recursive predicate, f;: N™ — N total recursive functions for i < n.
Define Q € N™ by:

Q(a) <= P(fo(a), ..., fr-1(a)).
Then () is recursive. Indeed, we have:
Xo = xpo(firi<n).

For example, we conclude that the unary predicate {0} (i.e., “z = 0”) is recursive.
Indeed:

r=0+= 2 <0(<=id(z) < ¢(2)).
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Boolean combinations of recursive predicates. Let P,() C N" be recursive
predicates. Note that xprg = Xp - X@, and x-p = Xq03 © Xp, S0 =P and P A Q are
recursive. It follows that PV @ = —=(—=P A =) is recursive as well, and using disjunctive
normal form, if P;: i < m are recursive of the same arity and g: {7, F}™ — {T, F'} is
any (Boolean) function, then g o (P;: i < m) is also a recursive predicate.

Since < is recursive, it follows that <, =, # are also recursive.

p-operator for recursive predicates. Let P C N"! be a recursive predicate.
Define f(y) = px P(y,x): N® --» N by letting f(a) be the least b such that P(a,b)
holds, or if no such b exists then f(a) is undefined. Then f is recursive. Indeed,

f(@) = pa(x-p(y,2) =0).

Bounded ji-operator and quantifiers. Let P C N"*! be recursive, and define
f(z,2) = py~. P(z,y) as the least y smaller than z such that P(Z,y), or z if no such y
exists. Then f is a total recursive function:

f(@,2) =py(y =z =V P(z,y)).
Similarly, we can define Q@ C N"™! by: Q(7,2) <= Jy.. P(Z,y), which is true if and
only if there is some y < z such that P(Z,y). This is a recursive predicate, as:
E|y<z P('i'vy) — (:uy<z P('T7y)) <z
We define Jy<,, Vy., and Vy<, similarly.

Definition by cases. Let P;: i < m be n-art recursive predicates such that for each
tuple a € N" exactly one of them is true, and let f;: ¢ < m be total n-ary recursive
functions. Define:

fo(@) if Fo(Z)
g(Z) =1 ...
foo1(z) if Po_1(Z).
Then ¢ is recursive. Indeed, g(Z) = xp,(Z) - fo(Z) + ... + xp, ,(T) - fu_1(Z). We may
replace “if P,_1(Z)” with “otherwise”, so all we require of F, ..., P,_s is to be recursive

and mutually exclusive, noting that then P, 1 = —~(FPy V...V P,_s) is recursive as well.
The same holds for definition of a predicate by cases:

Qo(7) if Py(Z)
R(7) —

Qn—2(z) if P,_5(7)
Qn-1(Z) otherwise.
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Miscellaneous functions. Subtraction cannot be recursive for the technical reason
that its range contains negative numbers which we do not allow. Instead we define for

z,y € N:
{x—y x>y
Ty =

0 otherwise.

Then = is recursive. Indeed, z ~—y = pz (y + 2z > x).
Similarly, the binary relation x | y (z divides y) is recursive. Indeed:

r |y <= Jz<y (xz =vy).

Ordered pairs. Let us define: op(z,y) = (z +y)? +z + 1. Observe that (z + y)? <
op(x,y) < (x+y+1)% This is a total recursive function, whose name stands for ordered
pair. This is justified by the following:

LEMMA 4.1.4. For all a,b,c,d € N:
op(a,b) = op(c,d) <= a=cANb=d.

PROOF. Assume op(a,b) = op(c,d). Then (a+b)* < (c+d+1)?, whereby a+b < c+d.
Similarly c+d < a+b, so a+b = c+d. But then (a+b)>+a+1 = (c+d)?>+c+1 = a =c,
and b = d ensues. L IR

The coding function (3. The function op allows us to code pairs of natural numbers
in a single natural number. We wish to code sequences of arbitrary finite length of natural
numbers in single numbers.

LEMMA 4.1.5. Let m € N, ¢ = m!. Then ac+ 1 and bc + 1 are relatively prime for
alla <b<m.

PROOF. Assume not, and let p be a common prime factor of ac+1 and be+ 1. Then
p|(a—"b)c,sop <m. But then p | ac = ptac+ 1. LR

We now define the following binary function.
Bw,y) = pzey HtepTwe, (x = op(t,w) Atop(z,y) + 1 | w)

PROPOSITION 4.1.6. 3 s recursive, and for every tuple a;: i < n there is a number a
such that for all i < n: [(a,i) = a;.

PRrROOF. Let m = op(max{a;: i < n},n), c = m!, d = [[,_,(c-op(a;,i) + 1) and
a = op(c,d) (yes, values here grow very fast...) We claim that a is as required.

Indeed, let us calculate 3(z,y) where x = a and y =i < n.

Assume first that z < a; (clearly a; < a), and t,w < a are such that z = op(t,w) A
top(z,y) + 1| w. Then t = ¢ and w = d. Also, op(z,i) > 0, so cop(z,i) + 1 > 1. As
op(z,i) < m, it is relatively prime to op(a;,j) for all j < n, unless j = i and a; = z.
Therefore z = a;.
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Thus the least z for which 3¢, Fw., (z = op(t,w) Atop(z,y) + 1 | w) can possibly
be true is z = a;. On the other hand, letting { = ¢ < @ and w = d < a we see that this
is true for z = a; < a, whereby ((a,i) = a;. W,

Coding and decoding of finite sequences. For each n and tuple a = a., =

ag, - . ., a,_1 we define (a) as the least a such that:
(i) B(a,0) =mn,
(ii) f(a,i+1) = a;.
Note that we always have 3(a,i) < a, son,a; < (a<,) for alli < n. We call (ag, ..., an_1)
the sequence number of the finite sequence ag, . .., a,_1.
For every fixed n, the function f,(zo,...,2x,—1) = (zo,...,T,_1) is recursive:

Jo(@) = py (B(y,0) =n A By, 1) =xo Ao AB(y,n) = na).
Conversely, we can decode sequence numbers using the following recursive functions:
len(z) = ((x,0)
(), Bz, y+1).
Thus len({ao,...,an,—1)) =n and ({ag,...,a,-1)); = a; for i < n.

Operations on sequence numbers. We define Seq C N as the set of sequence
numbers. This is recursive:

Seq(z) <= =Tyo(len(y) = len(x) A Vicien(@) ()i = (1):)-
We can extract initial sub-sequences. Indeed, define
Init(z,y) = pz(len(z) = y A Viey(2); = (z);).
Then Init is a total recursive function, satisfying Init(z,y) = ((«)o, ..., (zy-1)). fm <n
then Init({a<,)) = (a<m)-
We can similarly concatenate sequences:
z*y = pz( len(z) = len(z) + len(y)
A Vi<1en(w)(z)i = (JC)z
A Victen(y) (2)en(z)+i = (2):)-

Inductive definitions. Let f: N*™! — N be a total function. Define

f(a'7b> = <f(aa0)7'-'af(a7b_ 1)>
Then f is total, and is recursive if and only if f is. Indeed, if f is recursive then we can
recover f as: .

Conversely, if f is recursive, then:

f(Z,y) = pz (len(z) = y AVie,(2) = f(Z,1)).
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Let g: N"™2 — N be a total recursive function. Then there exists a unique total
function f: N"™' — N satisfying:
[(@y) =9(f(Zy),2,y)
Moreover, f is recursive. Indeed, a function f satisfies this equation if and only if f
satisfies:

f(z,y) = pz (len(z) =y AViey(2); = g(Init(z,4), Z,7)).
This is an explicit definition, so such an f exists, is unique, and is recursive, so f exists,
and is unique and recursive.
This means we can use an explicit definition for f(z,y) which uses the value of f(z, 2)

for z < y (since these values can be extracted from the value of f(z,y)). Such a definition
would be called inductive.

Primitive recursion. Let us see this through a common example. Let g: N* — N
and h: N**2 — N be total recursive functions. Define f: N**! — N by:

— oy 9() y=0
4 ’y>_{h(x,f(rca2)72) ot

We then say that f is constructed from g and h through primitive recursion.
We claim that f is recursive. Indeed, define

d@%wz{M@ v="

h(z, (t)y-1,y = 1) otherwise.

Then ¢ is total recursive and

f(@y) =g (f(Z,9),Z,9).
REMARK 4.1.7. One can define the family of primitive recursive functions as the
minimal family of functions which:

e Contains the constant function z +— 0, the successor function s(z) = =+ 1, and
all the projections m, ,,: N* — N.

e Is closed under composition.

e [s closed under primitive recursion.

Note that all the primitive recursive functions are total. By the arguments above, every
primitive recursive function is recursive.

4.2. Coding syntax in Arithmetic

Let £ be a finite signature. We will assign numerical codes to symbols and expressions
of L. These codes are called Godel numbers or codes.

e To the mth variable x,, we associate the code "z, = (0, m).
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e For each n we enumerate the n-ary function and predicate symbols as
{fum: m < £,}. To the mth n-ary function symbol f,,, we associate the
code " f,m ' = (1,n,m).

e We numerate the n-ary predicate symbols similarly, and to P, ,, we associate
the code "P, ,, " = (2,n,m).

e We also define "="'=3,"—="7=4, and "V = 5.

e Once we have defined the Godel codes of variables and function symbols, we
can define the Godel codes of terms inductively:

,_ft07 s 7'[;71—1—I = <,_f—|> ,_t()_l7 sy l_tn—l—l>-
e We define Godel codes for atomic formulae similarly:
TPto, ...ty V= (TP, Tt Tty ).
e For convenience, we will restrict our syntax to =, —, V. We define:
[__%07 — <[__|7’ I_(;D—l>
l_gp N 'l/}—l — <I—_>—I’ I—QO—I’ I—,lp—|>
l_vx 907 — <[_\V/—|, ,_.',C—l, I_SO—|>'
We also use Arity(x) as shorthand for (x);. This is recursive.

Recall we showed that f(x,y) < z for all x,y. Rename this function  to be 3, and

re-define 3 as f(x,y) = B'(z,y) = 1. Then everything we proved for the old f still holds
for the new (3, and in addition, if > 0 then (z); < x for all i.

LEMMA 4.2.1. The following relations and functions are recursive (and in fact prim-
itive recursive):

(i) Var(z) = “x is the code of a variable”.
(il) FSymb(x) = “r is the code of a function symbol.
(iii) PSymb(x) = “x is the code of a predicate symbol.
(iv) Term(x) = “z is the code of a term”.
(v) AF(x) = “z is the code of an atomic formula”.
(vi) Form(z) = “x is the code of a formula”.
PROOF. (i) Var(z) =y, x = (0,y) (since "z;7 > 7).

(ii) F'Symb is finite by assumption and therefore recursive.
(iii) PSymb is finite by assumption and therefore recursive.
(iv) We have an inductive definition: Term(z) if and only if:

e © ="y for some variable v (formally: Var(z)); or:

e v =("f"yo,...,Yn_1), where f is an n-ary function symbol and y; is the
code of a term for all i < n (formally: F'Symb((x)o), len(x) = Arity((x)o)+
1a and Vi<Arity((z)o) Term((z)i+1>‘)

Since len(x) > 1 = = # 0 = (z); < x for all 4, this is a legitimate inductive
proof.
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(v) AF(x) if and only if x = ("P™,"ty", ..., t,_1 "), where P is an n-ary function
symbol and ¢; is a term for all i < n.
(vi) Form(z) if and only if:
e r ="' where ¢ is an atomic formula; or:
o x ="' = ("=""p"), where ¢ is a formula (i.e., (z)g ="="7, len(z) = 2
and Form((z);)); or:
o x = ("= T "™, where ¢ and ¢ are formulae; or:
o x ="V Tv" TpT) where v is a variable and ¢ a formula.
As in the case of Term, the only uses of Form in its own definition are for
lower values (if z = (...,y,...) then y < z) so this is a legitimate inductive
definition.
W,

We may also define more sophisticated syntax-related recursive functions and predi-
cates:

Let us start with defining a predicate Free(z,y). This is an inductive definition by
cases:

(

rT=Y Var(y)
Jicarity(yo) Free(r, (y)iv1)  (Term(y) A =Var(y)) vV AF(y)
ool Free(z, (y)1) (y)o=""
Free®,9) <= 4 Free(e, (yh) v Free(r, (1)) (9)o ="
Free(z, (y)2)x # (y)1 (y)o ="V"
0=1 otherwise.

\

Then Free(x) is a recursive predicate, and if x is a variable, ¢ a term, and ¢ a formula,
then Free("z7,7t7) if and only if « appears in ¢, and Free("x7,7¢") if and only x is free
in .

We obtain as a consequence the following recursive predicate:

Sent(z) <= Form(x) ANVy<,—~(Var(y) A Free(y,z))

<= 1z is the code of a sentence.
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We can define free substitutions similarly:

FrSub(z,y, z) =

;

z x=yAVar(x)

pw (len(w) = len(z) A (w)o = ()0 (Term(z) AN =Var(x)) VvV AF(z)
Vi< arity((2)o) (W)it1 = FrSub((x)is1,y, 2))

("=, FrSub((x)1,y, 2)) x)o="-"

V7 (x)1, FrSub((x)s,y, 2))

(x)
("= FrSub((z)1,y, 2), FrSub((x)s,y, 2)) (x)o =
(x)
x (

(17 otherwise.

Then FrSub is recursive, and FrSub(™t'1,Tz7,"t7) = T¢'[t/x]7, FrSub(Te,Tz7,7t7) =
Toplt/x]".
We can similarly test whether a free substitution to a formula is correct:

CFrSub(z,y, z) <=

0=0 AF (z

CFrSub((x)1,y, 2) (x)o="="

CFrSub((x)1,y,z) NCFrSub((x)s2,y,z) (x)g="—"

~Free((x)s, 2) (@)o ="VIA(x) #y

0=0 ()o="V'A(z)1 =y
(0=0 otherwise.

We now observe we can tell, using recursive predicates, whether a (code for a) formula
is (the code of) a logical axioms:

e First, x is a code of an instance of Al if and only if it is a formula and:
E|y<QJE|Z<:c Tr = <|—H—|a Y, <|——>—|7 <, y>>

Similarly for A2-4.
e It is an instance of A5 if and only if it is a formula and:

EIy<z32<33 (_|FT6€(Z, y) Nx = <|—_>—|7 Y, <|—\V/—|, 2, y>>)
e [t is an instance of A6 if and only if it is a formula and:
Jy Tz Two, (C’FTSub(y, zyw) ANx = (T="("V7 z,y), FrSub(y, z, w)))

e Axiom schemes A7-11 are dealt with similarly and left as an exercise.
e Therefore “z is the code of an instance of one of A1-11” is recursive, as a finite
disjunction of recursive predicates.
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e Finally, define LogAx(x) as saying that either x is an instance of one of A1-11,
or there are y,z < x such that Var(y), LogAz(z), and z = ("V",y, z). This
inductive definition shows that LogAx is recursive, and LogAz(z) is true if and
only if x = "Vu...Vuy', where ¢ is an instance of one of Al-11, i.e., if and
only if x is the code of a logical axiom.

DEFINITION 4.2.2. We say that a set of formulae T is decidable if I = {"¢7: p € T'}
Is recursive.

Let I" be a decidable set of formulae. Define DedSeqr(x,y) to say that x is a sequence
number, and for all i < len(x) one of the following holds:
e (x); is a logical axiom; or:
o (z); €I or
o Jj.k <i(z)e = (=7 (2);, (1))
Then DedSeqr is recursive, and holds precisely when x codes a deduction sequences from
I.
Define

Dedy(z,y) <= DedSeqr(y) Nlen(y) > 0A 2 = (Y)ien(y)-1-
Then Dedr is recursive, and holds precisely when y codes a deduction of y from T'.
DEFINITION 4.2.3. Let T be a theory (i.e., a set of sentences closed under deduction).
We say that T' is axiomatised if it has a decidable set of axioms, i.e., if there exists a de-

cidable set of sentences ¥ C T such that T is the set of sentences which are consequences
of Y.

Say that T' is axiomatised, and let > C T" be a decidable set of axioms. Then:
p €T <= Sent("p™") Ay Deds ("¢, y).

Unfortunately the right hand side has no particular reason to be recursive, as it contains
an unbounded quantifier.

DEFINITION 4.2.4. A set P C N is recursively enumerable (r.e.) if it is empty, or the
range of a total recursive function.
We say that a set of formulae I' is enumerable if I is r.e.

(Compare this with Exercise 4.1.)

PROPOSITION 4.2.5. A predicate P C N is r.e. if and only if there is a recursive
predicate QQ C N? such that P(z) <= Jy Q(z,v).

PROOF. Assume first that P is r.e. If P is empty let Q = @. Otherwise, P is the
range of a recursive function f, and let Q(x,y) <= x = f(y). Either way @ is recursive
and P(z) <= Jy Q(zx,y).
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Conversely, assume @ is recursive and P(z) <= Jy Q(x,y) If P is empty then it is
r.e. Otherwise, let n € P. Define

fa) = {<x>o if Q(()o. (2)1)

n otherwise.

Then f is total recursive and P is the range of f. o,
COROLLARY 4.2.6. Fvery axiomatised theory is enumerable.

ProOPOSITION 4.2.7. A set P C N 1is recursive if and only both P and its complement
are recursively enumerable.

PRrROOF. By Exercisel4.1} every recursive set is recursively enumerable. If P is recur-
sive then so is its complement, and thus both are recursively enumerable.

Conversely, assume both P and N ~\ P are recursively enumerable. If either one is
empty, clearly P is recursive. Otherwise, say they are the ranges of the total recursive
functions f and g, respectively.

Let h(z) = py(f(y) = xV g(y) = x). Then h is recursive, and total since every z € N
is either in the range of f or of g. Then P(x) <= f o h(x) = z. W,

LEMMA 4.2.8. Let P C N be r.e. and f(z) be total recursive. Then the predicate
P(f(x)) is r.e.

PROOF. Say P(x) <= JyQ(z,y), where @ is recursive. Then P(f(z)) <=
Jy Q(f(x),y), and Q(f(x),y) is recursive. W,

COROLLARY 4.2.9. FEvery complete axiomatised theory is decidable.

PROOF. Let T be an axiomatised theory. Let P ={"p": p € T}, Q ={"¢7: mp €
T'}. Since T is axiomatised, P is r.e. Therefore @ is r.e. Since T is complete, Q) = N\ P,
so P is recursive. L VERs

ExAMPLE 4.2.10. ACF,, is decidable for every p prime or zero.

4.3. Representation of recursive functions

We may now define our goal more precisely: we will show that the theory of Arithmetic
Th(N,0, s, 4+, -) cannot be axiomatised. Equivalently: no consistent set of axioms for the
natural numbers axiomatises a complete theory.



4.3. REPRESENTATION OF RECURSIVE FUNCTIONS 65

The “standard” set of axioms for the natural numbers is called Peano’s Arithmetic,
or PA: (N,0, s, +,-):

(PA1) Vo (sz #0)

(PA2) VaVy (sx = sy — v =y)

(PA3) Vo (r+0=ux)

(PA4) VaVy (x + sy = s(z +y))

(PA5) Vo (x-0=0)

(PAG) VaVy (x-sy=x-y+x)

(PAT) vz ((p(2,0) AVy (0(2,y) — @(F,59))) = Yy p(z,y))

The last axiom is in fact a scheme, called the induction scheme (for obvious reasons). It
is sometimes convenient to add another symbol <, and the axiom

VaVy ((z < y) < Jz(y =z + s(2))).

Modulo this additional axiom, every formula with < is equivalent to one without <, so
this addition changes nothing essential.

Peano’s Arithmetic captures, in some sense, all of our intuition about what should
be true in N. The set of axioms we gave is easily verified to be decidable, so PA is
axiomatised and therefore enumerable.

NOTATION 4.3.1. For every natural number n, k, is the L-term s"0 (clearly, kY = n).
Such a term is sometime called numeral.
DEFINITION 4.3.2. Let T be an L-theory.

(i) We say that a partial function f : N™ --» N is representable in T if there is a
formula ¢(Z,y) such that for every tuple a € N™:

flag,...,an1) =b=TEYy (p(kay,---,ka,_ 1Y) <y =ksp)

For tuples a for which f(a) is not defined there is no requirement (thus a function
with an empty domain is vacuously representable).
(ii) We say that a relation P(z) is representable in T' if there is a formula ¢(z) such
that:
P(ag,...,an—1) =T F @(kay,- - Kka,_,)
—Plag,...,an-1) =T F =p(kag,- -, ka,_,)

(If ¢ uses connectives and quantifiers other than —, —,V, and ¢ is a logically equivalent
formula which is restricted to =, —,V, then ¢ represents a function or a predicate if ¢
does. Note that this does not depend on the choice of @.)

Say that a set P C N" isr.e. if {(a): a € P} is.
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LEMMA 4.3.3. Let f: N* — N be a total function, and assume its graph {a, f(a): a €
N"} is r.e. Then f is recursive (and its graph is therefore recursive as well).

PROOF. Since the graph is r.e., there is a recursive ) such that f(a) = b <
Jy Q({a, b),y). Define
FH(@) =y Q«a, (¥)o), (Wh)-
Then f; is recursive, and for all a, fi(a) is a pair (b, ¢), where b = f(a) and c is such that
Q((a,b),c) (i.e., ¢ witnesses that f(a) = b.
Now f(z) = (f1(Z))o. Wss

PROPOSITION 4.3.4. Assume that f(z) is a total function and is representable in an
enumerable theory T. Then f is recursive.

PROOF. Since T is enumerable, T = {T¢7: ¢ € T} is r.e. Assume that f is repre-

sented by the formula ¢(Z,y). Then the function h(a,b) = "Vy (¢(ka,y) < y = kp) " is
recursive, and therefore the graph of f is given by:

Gr(f) ={(a,b): f(a) =b} ={(a,b): h(a,b) € T}.
By Lemma 4.2.8, Gr(f) is r.e., whereby f is recursive. m .,

In order to prove a converse to this result we need to show that certain sentences are
provable from T'. This requires that 7" have some minimal strength. Peano’s Arithmetic
is much stronger than is really needed for this. We will axioms for a theory N, chosen
to be just strong enough for the purpose of representing recursive functions.

Axioms N1—6 are the same as PA1l — 6, and we replace the axiom scheme PA7 with
three new axioms (not schemes):

(N1) Va (sz #0)

(N2) VaVy (sx = sy — x = y)

(N3) Vo (zx+0=ux)

(N4) VaVy (z + sy = s(z + y))

(N5) Vo (x-0=0)

(N6) VaVy (z-sy=x-y+x)

(N7) Vo —(z <0)

(N8) VaVy (x < sy < (z <yVz=1y))
(N9) VaVy (x <yVez=yVy<z)

This theory is very weak (try and prove something useful from it. . .)

LEMMA 4.3.5. Say that the term 7(T) represents a total function f(Z) in T if for
every a: T 7(kq) = ky@). In this case, the formula 7(T) =y represents f in T.
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PROOF. The formula Vy ((7(ka) =y) < y = k@) is logically equivalent to 7(k,) =
k. By the Completeness Theorem, T proves one if and only if T" proves the other.

f(@) -
435

LEMMA 4.3.6. Fiz T = N.

(i) The relation = is represented by the formula x = y.
(ii) The function + is represented by the term x +y (and therefore by the formula
THy=z).
(iii) The function - is represented by the term x -y (and therefore by the formula
Toy=2z).
(iv) The relation < is represented by the formula x < y.
(v) The projection function m, m, is represented by the variable x,, viewed as a term

t(x<n)-

PROOF. (i) We need to prove that n = m =— N + k, = k,, and n # m —
N + k, # kp. The first is clear. For the second, assume that n < m, and
prove by induction on n: For n = 0, this follows from N1; and if we assume
that N + k, # k,,, then by N2: N F k.1 # kpgq.

(ii)) We need to prove that for every m,n: N F k,, + k, = kpyn. We proceed by
induction on n: For n = 0, this is by N3; and if N F k,, + k,, = k1n, then by
N4: NF ko + kne1 = kmgng-

(iii) Similarly, using N5 and NG6.

(iv) We need to prove that:

(1) n<m=—= NFk,<kn
(2) n>m=—= Nt —(k, <kp)

We do so by induction on m. For m = 0, (1) is vacuously true, and follows
from N7. Assume now that (1) and (2) hold for a fixed m (and for every n),
and let us prove for m + 1. Note that k,, 1 = sk,,.
If n < m+ 1, then either n < m or n = m. In the former case we have
N &k, < k,, by (1), and in the latter - k, = k,,. In either case, it follows from
N8 that N F k,, < kyi1. On the other hand, if n > m+1, then N F —(k,, < k)
by (2), and N + k, # k, since © = y represents equality. Thus by N8:
NF =(k, < k).
(v) Immediate.
L VEYG

LEMMA 4.3.7. A relation P(Z) is representable (in N ) if and only if its characteristic
function xp is. In fact, this is true for every theory T satisfying T & ko # ky.

PROOF. Assume that ¢(z) represents P in T'. Then (p(Z) Ay = k1) V (—¢(Z) Ay = ko)
represents yp in 7.



68 4. INCOMPLETENESS

Conversely, assume that 1(Z, y) represents yp in T. Then 1(Z, k) represents P, since
we said that T kg # k.
Since N F ko # k1, this is true in particular for 7= N. -

LEMMA 4.3.8. For every n:
NEVz(x <k, \/x:kl)
<n
(For n =0, the empty disjunction is “false”, so replacing it with x # x will do.)
PROOF. By induction on n. For n = 0, we need to prove that N FVz (x <0« = #

x) which is true by N7. Assume now for n, and prove for n + 1. By N8 N F Vz (z <
knt1 < (x < k, Vx = k,)), and by the induction hypothesis: N F Vz (x < k,11 <

(Vicp® =k Vx=k,)) as required. W5
LEMMA 4.3.9. Assume that f(Z) = h(go(Z),...,gm-1(Z)), that h(xg,...,Tp_1)
is represented by (xo,...,Tm-1) and that each g;(xo,...,x,_1) is represented by
0i(Zoy ..., xpn_1) for alli <m. Then f is represented by the formula:
J20... Fzms (W, AN gpi(f,zi)).
<m
PrROOF. Easy. LV

LEMMA 4.3.10. Assume that f(Z,y) is represented by ©(Z,y,z), and g(z) =
wy (f(Z,y) =0). Then g is represented by the following formula:

V(@ y) € o(,y, ko) AV2 (2 < y) — ~0(Z, 2, ko))

PROOF. Assume that g(a) = uy (f(a,y) = 0) = b. This means that f(a,b) = 0 and
f(a,c) > 0 for all ¢ < b. As we know that if m > 0 then N F k,, # ko, the assumption
that ¢ represents f tells us that:

(3) N F =g (o, ke, o) for ¢ < b
(4) NFE SD(I%OM k:ba kO)

As we know that N = Va (v < ky < \/._, @ = k), it follows that N ¢ (kq, k).
Assume now that MM = N, » € M, and M F (k,, 7). By N9: M E r < ky Vor =
kyVr > ky. OIMEr < kp is excluded since then r = kém for some ¢ < b, so M E @Qka, r, ko

)
would contradict (3). 9 F r > k;, is excluded, since M F Vz ((z < r) — —¢(kq, 2, ko))
would contradict (4). So necessarily 9 F r = ky, which shows that:

N =Yy (Y(kayy) < y = k).
.4‘3.10

THEOREM 4.3.11. Every recursive function and relation is representable in N.
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PRrOOF. By Lemma 4.3.7, it would suffice to prove for every recursive function.

We know that +, -, x=, x< and all the projections are representable in N, and that the
family of functions representable in N is closed under composition and the p-operator.
It follows that x< = x—= + x< is representable in N, so all the basic recursive functions
are representable. Therefore all the recursive functions are representable. | FIEE]

COROLLARY 4.3.12. A total function is recursive if and only if it is representable in
N.

4.4. Incompleteness

We now have the tools necessary to prove that the theory N is undecidable (see below)
and incomplete; moreover, every consistent axiomatisable extension of N is incomplete.

DEFINITION 4.4.1. Two disjoint sets P, ) C N are recursively inseparable if there is
no recursive set R C N such that P C R C N~ Q.

THEOREM 4.4.2. Let P={"¢p : NF ¢} and Q ={"¢: N+ —p}. Then P and Q
are recursively inseparable.

PROOF. Assume that there is such a recursive set R. Define:
S={neN: FrSub(n,"x","k,") ¢ R}
(Recall that FrSub("e(x)","2","k,") = "¢(k,)".) Since R, FrSub and n +— "k, are
all recursive, so is S. Therefore it is represented by a formula ¥ (x):
nesS= NFik,)
n¢S=— Nk -k,
So, is "y € S7 Let us check both possibilities:
e S = NF ¢(kryr) = "¢(kryn)" € P
— FrSub("y ™, "2, Tkrya ) = T(kryn) TE R
= "Y¢ S
"¢ S = NF (kry) = "Y(kry) T € Q
= FrSub("y ", "a ", Tkeya ) = "(krypn) T € R

= "yY'les
As neither "7 € S nor "Y1 ¢ S is possible, we have a contradiction. It follows that no
recursive set can separate P and Q). m

DEFINITION 4.4.3. Recall that a consistent theory T is decidable if the set {"¢7: T F
©} is recursive, otherwise it is undecidable. We say that T is hereditarily undecidable if
every consistent extension 7" O T is undecidable.

COROLLARY 4.4.4. N s hereditarily undecidable.



70 4. INCOMPLETENESS

PROOF. Assume the contrary, i.e., that there is a consistent theory 7" 2 N which
is decidable, namely that R = {"¢" : T F ¢} is recursive. Let P and @ be as in
Theorem Since T is consistent, P C R C N\ @, which is impossible since P and
() are recursively inseparable. W,

Recall we showed (Corollary 4.2.9) that every complete axiomatised theory is decid-
able.

THEOREM 4.4.5. No consistent axiomatisable extension of N is complete.

PROOF. Such an extension would be decidable, but N is hereditarily undecidable.
L TP

COROLLARY 4.4.6. If T is a theory such that T'U N 1is consistent, then T is undecid-
able. If T is axtomatised, then it is incomplete.

PRrROOF. Here we use the fact that N is finitely axiomatised. Let ¢ be the conjunction
of all the axioms of N. Then we have TUN + ¢ <= T ¢ — . Thus, if T" were
decidable, so would be the theory {¢): TUN F ¢}, but we know the latter is undecidable.

Since T is undecidable, it cannot be both axiomatised and complete. W,

COROLLARY 4.4.7. Peano Arithmetic is undecidable and incomplete.
We conclude with a similar result:

THEOREM 4.4.8 (Tarski). Truth is not definable in (N,0,s,+,-), in the sense that
there is no formula p(x) satisfying for all v:

NE <= NE (7).

PROOF. Assume there is such a formula ¢(x). There is a total recursive function f
such that:

F(Tx(@)7) = Tox(key) ™
Let O(z,y) represent f in N, and let
U(x) =3y (0(z,y) Ae(y)).
Then, as # represents f in N, we have for all x(z):
NE w<er—|) — gO(kr_,X(erj)ﬂ).
As NF N, and letting x = v we have:
N E ’lﬂ(k’rw‘l) ~— NEF (p(kr_‘lz)(kr;w)—')
~— NEF ﬁw(k’rwﬁ).

A contradiction. W,
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4.5. A “physical” computation model: register machines

While we cannot formally prove Church’s thesis, due to its vagueness, we can convince
ourselves of its truth by the following intuitive argument. Assume that a function f is
computable by some algorithm. Then regardless of the precise definition of the word
algorithm, it should consist of a sequence of steps, starting with the input and ending
with the output, and each step should be “easy” to compute. Thus the properties “z
codes the initial state with input y”, “x codes the state immediately following state 3”
and “x codes a terminal state” should be recursive relations, and the mapping of a code
for a terminal state to its output should be a recursive function. Then “x code a full
computation sequence” is recursive, and

f(z) = Output (h(()ien(h()-1))-
Where:
h(z) = py (y codes a computation sequence and (y)o is initial with input x).

We will give a concrete example of this using register machines. A register machine
is an abstract computation model consisting of countable many registers (r;: i € N),
each of which capable of holding a natural number, and a finite sequence of instructions
(I;: 1 < ). An instruction I; can be any one of:

e “Increase r” (where r is a register).
e “Decrease r, else”.
e “Go to I,”.

At every step of the execution of the programme, the “machine state” consists of the
values (in N) of the registers, as well as special instruction index which will be denoted
i € N, indicating the next instruction to execute. As long as i < ¢ (the length of the
programme), a single execution step consists of modifying the machine state according
to the current instruction I;:

o If [; is “increase r”, increase r and i by 1 (i.e., increase r and move to the next
instruction).
o If I; is “decrease r, else”:
— If r =0, increase 7 by 1.
— If r > 0, decrease r by 1 and increase 7 by 2.
Thus, if » > 0 the next instruction is skipped.
o If [, is “go to I,,”, assign n to i.

An execution of the machine M on input ay, . . . a,,_1 consists of initialising ro, ..., 7, 1
to ag,...,a,_1 and all other registers to 0, initialising ¢ to 0, and then performing exe-
cution steps as long as ¢ < ¢. If at any point ¢ > ¢ then the execution stops, and the
contents of ry is the output.

If the execution of M on input a stops at some point we say that M stops on a, in
symbols M (a) |. Otherwise, M does not stop on a, in symbols M (a) T.
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It M is a register machine and n € N, M defines a partial function fys,,: N* --» N
as follows: dom(fy,) ={a € N": M(a) |}, and for every a € dom(fa ), fun(@) is the
output of the execution of M on a. We call fj,, the partial n-ary function calculated by
M.

We would like to show that the partial recursive functions are precisely the ones which
can be calculated by register machines.

One direction is essentially an exercise in programming. We start by observing that
as there are infinitely many registers we can always use a register no other part of the
programme uses.

We start by observing that we can always assign zero to a register:

Iy. Decrease r, else
[1. Go to [3.

IQ. Go to Io.

I3. ...

Once r = 0, the “go to I3” is reached and the execution continues after the loop. We
can of course place this piece of code anywhere in a programme (adjusting the “go to”
instruction accordingly), shortening it to “let r = 0.

We can assign the value of r to 7/, r” (all distinct), while setting r to zero:

Iy. Let v’ = 0.

I;. Let " = 0.

I5. Decrease r, else
I5. Go to I

14. Increase 7.

I5. Increase r”.

]6' Go to ]2

I7. ...

Now, if r and r” are any two distinct registers, we can always choose a register s which
is used nowhere else in the programme and first assign r to r’, s, while setting r to zero,
then assign back s to r,r’ (setting s to zero). Then r remains unchanged, while r’ is now
equal to r. Again, we may place this anywhere in a programme, shortening it to “let
r'=r".

We can now verify that some basic functions can indeed be calculated by register
machines. To perform “let v’ = r + 1”7, we choose unused registers s, s':

Iy. Let s =r.

I,. Let s/ =1'.

I5. Decrease s, else
]3. Go to ]6

1. Increase s.

I5. Go to I

Is. Let " = s.
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Note that there is no requirement here for r, 7, r” to be distinct.
Similarly for “let v’ =r-7'"":
Iy. Let s =0.
I;. Let s’ =1'.
I5. Decrease s, else
13. Go to -[6
Iy, Let s=s+r.
]5. Go to ]2
Is. Let 7" = s.
For “let v =r = ¢r'":
Iy. Let s =r.
1. Let s/ =1'.
I5. Decrease s, else
]3. Go to ]7
1,. Decrease s, else
15. Go to 17.
[6' Go to [2.
I7;. Let " = s.
Finally, “let 7" = x<(r,7")” is given by:
Iy. Let s =1 =1,
I;. Let " = 0.
I5. Decrease s, else
I3. Increase r”.

We conclude that all the basic recursive functions are calculable by register machines:
for 4, - and x< we showed this explicitly, while each of the projections 7, ,, is calculated
by the programme “let rqg = r,,”.

We also claim that the family of functions calculable by register machines is closed
under composition. Indeed, assume that f: N --» N and ¢;: N --s N are all calculable
by register machines for i < n. Then we can calculate f o (go,...,gn-1): N™ --» N by:

]0. Let ™m = g()(?“(], . 77‘m_1).
]1. Let T'm+1 = 91<T0, e ,Tm_l).

In1 Let rpyn—1=gn-1(ro, -, Tm—1)-
I, Let ro = f(Tmy -+ o s Tmtn—1)-
Note that this programme stops on input @ € N if and only if a € dom(g;) for all i < n
and (go(a),...,gn-1(a)) € dom(f), i.e., if and only if a € dom(f o g).
Finally, we claim that if f: N**! ——s N is calculable by a register machine, then so is
h(z) = py (f(z,y) = 0). Indeed, we can calculate h with the programme:
Iy. Let s = f(ro,...,Tn_1,7n)-
I,. Decrease s, else
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I.
Is.
1y.
15.
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Go to I.
Increase r,,.
Go to ]0.
Let ro = 7,,.

Again, we verify easily that this stops on a if and only if @ € dom(h), and in this case
the result is
We conclude that every partial recursive function is calculable by a register machine.

Now we turn to the converse. First, we observe we can code register machines, i.e.,
programimes:

Mncrease 1, ! = (0,n),
"Decrease 7,, else™ = (1,n),
"Go to I, =(2,n),
TMY="(L:i < ()] = ("I, ..., "),

In the last line, "M 7 is the code for the register machine M whose programme is (I;: i <

0.

Similarly, given a machine state, i.e., an integer value for the instruction index 7 as
well as to the registers {r;: i < w}, all but finitely many of which being zero, we let
m < w be least such that r; = 0 for all i > m, and code the state by (i,rg,...,7m_1) (if
m = 0 this is just (i)). We leave it for the reader to verify that the following relations
are recursive (and in fact primitive recursive):

x codes a machine state.
x codes a programme.
x and y code machine states, z codes an instruction, and y is the result of
executing z in state x.
x and y code machine states, z codes a programme, and y is the state following
x in the execution of z.
x is a terminal state for the execution of z (i.e., the instruction index of state
x lies outside the programme z).
x codes an execution sequence for programme y on input z, i.e.:
— x and z are sequence numbers.
— (2)o is the initial machine state for input z: i = 0, r; = (2); for j < len(z),
and r; = 0 for j > len(z).
— For all i < len(z) — 1: (z);41 is the state following (z); in the execution of
Y.
— (2)ien(z)—1 is a terminal state for y.

We now define a partial recursive function ug(z,y) as:

uo(z,y) = pz (z codes an execution sequence of programme x on input y).
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Note that ug("M7, {(ag, . ..,a,_1)) is defined if and only if M stops on input ay, ..., a, 1.
Define now:

u(z,y) = value of ry in the state uo(z,y).
Then u("M™, (a)) is defined if and only if M (a) |, in which case u("M7, (a)) is equal to
the output of M on input a. In other words, for every n < w, the function fy,, is given
by:
frrn(T) = u("M7, (T)).
It is in particular recursive.
We conclude:

THEOREM 4.5.1. A partial function f: N" --» N is recursive if and only if it is of
the form fury for some register machine M.

But in fact, we obtained more than that: the function u gives us a uniform enumer-
ation of all recursive functions. For all i < w we define ¢;: N --» N by:

pi(r) = u(i, (x)).
Then every ¢; is a partial recursive function, and every partial recursive function f: N --»
N is equal to some ;.

Exercises

EXERCISE 4.1. Show that every finite set P C N is recursive.
Show that if P C N is infinite, P is recursive if and only if there is a total recursive
strictly increasing function f: N — N whose range is P.

EXERCISE 4.2. Recall the definition of primitive recursive functions from Re-
mark [4.1.7.

Show (briefly) that all the basic recursive functions (x<, +, -, and projections) are
primitive recursive.

Argue (again, briefly) why in Section[4.1, in the items concerning constant functions,
recursive predicate, Boolean combinations and definition by cases, we could replace ev-
erywhere “recursive” with “primitive recursive” (where a predicate is primitive recursive
if its characteristic function is).

Show that the factorial function is primitive recursive.

EXERCISE 4.3. Let P(Z,y) be a primitive recursive predicate. Show that the function
f(z,2) = py<, P(Z,y) is primitive recursive (remember, use of the u-operator is not
allowed).

Deduce that the coding function [ is primitive recursive.

EXERCISE 4.4. Show that for every n, the function (aq,...,a, 1) — (ag,...,a,_1) is
primitive recursive. (Hint: look at the proof of Proposition [4.1.6])
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EXERCISE 4.5. Let P,(Q C N" ber.e. Then there are recursive relations P/, ) C N**+1
such that P(z) <= 3y P'(Z,y) and Q(Z) <= Jy Q'(Z,y) (why?) Let ¢(Z,y) and ¢(Z,y)
represent P’ and )’ in N, respectively, and let:

X(T) = Fy (o(Z,y) AVzZ (2 <y — —1)(T, 2))).
Show that:
a€P~Q= Nk x(ka)
a€ QNP = NFtE —x(ka).

EXERCISE 4.6. Let T' be a consistent axiomatisable extension of N. Show there
exists an r.e. predicate Q C N™"*! such that for every formula ¢(Z,y) (where || = n)
and a € N™

Qa,"") <= T+ p(ka, kry).

EXERCISE 4.7. Let T' O N be an axiomatisable consistent extension of the theory
N. Say that a predicate P C N" is weakly represented in T by a formula ¢(z) if for all
a €N ae€ P<= Tk p(ks). We say that P C N" is weakly representable in T if it is
weakly represented in 7' by some formula.

Let P C N" be r.e., T as above. Let P, = P x N C N**! and Q C N*"*! as in the
previous exercise. As both P and @) are r.e. (why?), there is a formula x(Z, y) such that:

(C_L,b) ePNQ=NF X(ka,kb)
(a,b) € @~ PL = N =x(ka, kp).
Let ¢(z) = x(z, kry~). Show that ¢ weakly represents P in T

EXERCISE 4.8. Conclude that if T is an axiomatisable consistent extension of N then
P is weakly representable in T if and only if P is r.e. (there is a converse here to show
as well).

EXERCISE 4.9. Show that a subset A C N is recursively enumerable if and only if it is
the domain of a partial recursive function. (Hint: think in terms of execution of register
machines.) The domain of ¢; (i.e., the ith r.e. set) is denoted by W;.
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CHAPTER 5

Set theory

We study the abstract notion of a set. Intuitively, sets are collections of objects:
chairs, theorems, and possibly other sets. But: if we admit every conceivable collection
of objects as a set we may encounter paradoxes, such as Russel’s:

Let A be the set of all sets which are not members of themselves. Then
A is a member of itself if and only if it isn’t.

The common solution to this is that not all collections are sets; rather, there are
certain constructions that allow us to deduce that various collections of objects are indeed
sets. Also, for the purposes of serving as a foundation for mathematics, we might as well
assume that all sets are “pure” sets, namely that there are no non-set objects involved.

5.1. Axioms for set theory

Our language for sets will consist of a single relation symbol €, where x € y means
“r is a member of y”. We will introduce as we go various shorthand notations such as
x CyforVi(t € x — t € y), etc.

5.1.1. Zermelo-Fraenkel axioms for set theory. Let us start with Zermelo’s
axioms for set theory, denoted Z. All free variables are quantified universally.

We start with two axioms which we call “structural”, as they tell us something about
the nature of sets:

e Extensionality:
r=yViter —tey).

This tells us that a set is indeed nothing but the collection of all its members: if
two have the same members then they are the same. In particular, there exists
(at most) one empty set which will be denoted by @.

e Foundation (or regularity):

r#£ @ —-IHextnNe=09),
ie.,
Jdt(tex) - FHter AVy-(y et ANy € x)).

This tells us that the universe of sets is well-founded. We will get back to that
later.

—sourcefile— 77 Rev: —revision—, July 22, 2008
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A class is a collection of sets defined by a first order formula, possibly with parameters,
i.e., something of the form {x: p(z,a)} where ¢(x,7) is a formula and a is a tuple of
sets. If a is a set we identify it with the class {z: x € a} (this is legitimate by the
extensionality axiom). If C' = {z: p(z,a)} is a class, we write x € C as shorthand for
o(z,a) A class which does not come from a set in this manner is called a proper class.

The class of all sets is traditionally denoted V.

REMARK 5.1.1. A word of caution: if a and b are two sets, then x € a and x € b
are two formulae which are both instances of x € y, and only differ in the parameter
(a or b) assigned to the parameter variable y. On the other hand, if C' and D are two
distinct classes, then the “formulae” x € C' and x € D are shorthands for two possibly
very different formulae.

Most of the other axioms are “set existence” axioms, i.e., axioms telling us that
certain classes are in fact sets:

e Pairing:
Hz,y},
ie.,
BVt(tezot=aVt=y).
e Union:

= U x,
where (Jz = J,, 2, i.e.,
YVt (t ey < 3z(t € 2 ANz € 1)).
e Power set:
3P (),
where P(z) = {t: t C z}, i.e.,
NVt(t €y >t C x).
(We recall that ¢t C x is shorthand for Vz (z € t — z € x).)
e Subset (or separation) scheme: For every formula ¢(¢, w):
Nt € w: p(t, w)},
ie.,
YVt (t €y (t € x A p(t,w))).
Alternatively, this can be restated as: “the intersection of a class with a set is
a set”.
e Infinity: Let us introduce further terminology: If x is a set then its successor
is defined as x U {z} (should it exist as a set). A set x is inductive if @ € x and

if y € x then y U {y} € . The infinity axioms says:
There exists an inductive set,
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ie.:

(@ exAVyly €z — (yU{y}) € x)).
While the infinity axiom does not specify the set x entirely, together with the
other axioms it can be shown to be equivalent to the statement that the class
of all natural numbers is a set (the minimal inductive set).

These axioms form what is called Zermelo set theory, denoted Z. They are not strong
enough, and we usually add to them the following axiom scheme (again, a set existence
axiom). Together they form the Zermelo-Fraenkel set theory, or ZF"

e Replacement: For every formula ¢(u,v,w):
If w are such that {(u,v): ¢(u,v,w)} defines the graph of a “partial
function”, then the image of every set x under this function exists,
ie.,
YVuvv' (p(u, v, 0) A p(u,v',w) — v ="1")
— JyVo (v € y > Ju(u € x A p(u,v,0)))

5.1.2. Pairs and functions.

DEFINITION 5.1.2. For any two sets z,y, let (x,y) = {{z,y},{z}}. This is a set by
the pairing axiom. We call a set of the form (x,y) an ordered pair.

Note that {x,z} = {z} and (x,z) = {{z}}.
LEMMA 5.1.3. For all z,y,z,w: (x,y) = (2,w) if and only if x = z and y = w.
PROOF. Exercise. m

Let us observe a few trivial consequences of the axioms. First, if A and B are classes,
we define the classes AUB ={z: 2 € AVe € B} and Ax B={(z,y): x € ANy € B}.

If A and B are sets {A, B} is a set, whereby |J{A,B} = AU B is a set. Then
A x B CP(P(AUB)), so by the subset and power set axioms (and existence of finite
unions observed earlier) A x B is a set.

DEFINITION 5.1.4. A function is a set f, all of whose members are ordered pairs, and
such that Vayz (x,y) € fA(z,2) € f —y= 2.
If f is a function we define is domain and range as

dom(f) ={z: 3y (z,y) € f}  mg(f) ={z: Iy (y.z) e [}
If Ais a set and B a class then the notation f: A — B means that f is a function,
dom(f) = A and rg(f) C B.

LEMMA 5.1.5. The domain and range of a function f (which are a priori classes) are
sets.

Proor. Let A = |JUJ f. Then A is a set by the union axioms, and A = dom(f) U
rng(f). By the subset axiom dom(f) and rng(f) are sets. H
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If Ais aset and B a class we define B4 as the class of all functions f: A — B. If B
is also a set then BA C P(B x A) is a set as well.

5.1.3. The axiom of choice.

DEFINITION 5.1.6. Let = be a set. Define P~ (z) = P(z) ~ {@}. A choice function
for = is a function f: P~ (x) — = such that f(y) € y for all @ # y C x.

One last axiom is the Axiom of Choice, which is special since it is a set existence
axiom which is non-constructive (i.e., we say that a set with a certain property exists
without being able to say which are precisely its elements):

e Choice: Every set admits a choice function.

We will be very careful with our use of the Axiom of Choice (AC), and mention explicitly
for which results it is needed.

The most common axiom system for set theory is ZF'C| standing for Zermelo-Fraenkel
plus Choice.

5.2. Well ordered sets
In this section we will intentionally avoid using the Foundation axiom.
5.2.1. Properties of w.

LEMMA 5.2.1. Let C' be a non-empty set, or even a non-empty class. Then ((C =
Nyec v 18 a set.

PROOF. As every set is a class we may assume that C'is a class, and as it is non-empty,

let b € C'. Then
ﬂC:{xeb:Vy(yEC’—chy)},

which exists by the subset axiom. |
COROLLARY 5.2.2. There exists a minimal inductive set, denoted w.

PROOF. The property “z is inductive” can be defined by a first order formula and is
thus a class, call it Ind. This is a non-empty class by the infinity axiom, so its intersection
w := () Ind exists. Then @ € w, since & belongs to all inductive sets, and if y € w then
y belongs to all x € Ind, so y U {y} belongs to every = € Ind, whereby y U {y} € w.
Therefore w is inductive, and is minimal such. .-

DEFINITION 5.2.3. A set a is transitive if Vo (x € a — = C a) (ie.,if c€ b€ a —
ceEa).

(i) w is transitive.
Indeed, otherwise let w’' = {x € w: x C w}. Then it is easy to see that ' is
inductive whereby o' = w.

(ii) Every n € w is transitive.
Same argument with ' = {z € w: x is transitive}.
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(iii) If n € w then n ¢ n. It follows that w ¢ w.
Same argument with ' = {z € w: x ¢ x}.

(iv) If n € w then for all m € n: either S(m) € n or S(m) = n.
As usual, let ' C w be the set of all n € w having this property and observe
that w’ is inductive.

It follows that € defines a strict partial ordering (transitive, anti-reflexive relation)
onw. If n € wthen n C w, and as n is transitive it is downward-closed in w, i.e., it is an
initial segment. It is a proper initial segment since n & n.

For m,n € w we will write m < n and m € n interchangeably. Then for all n € w:
n={mew: m<n}.

LEMMA 5.2.4. Let x C w be an initial segment. Then for all n € w precisely on of
the following holds: n € x, n =x or x € n.

PROOF. Since € is transitive and anti-reflexive on w the three possibilities are mu-
tually exclusive. Let w’ C w be the set of all n such that one of the three condition
holds.

If v # @ then @ € x, so @ € . Assume that n € &'. If x = n or x € n then
x € S(n) = nU{n}. So assume n € z, which implies that S(n) C x. Assume that
S(n) # x. Then there is m € x \ S(n), and as z is downward-closed: m C z. Since
n € m, either S(n) € m C x or S(n) =m € x. Thus, either way, S(n) € '

We conclude that o' = w. |

LEMMA 5.2.5. The ordering of w defined by € is total. Also, for all m,n € w:
m<n<=mCn (soméen<=mn).

PRrROOF. Let m,n. Then both are initial segments of w, so either m € n, m = n or
n € m. Ilf m € nor m =n then m C n. Conversely, if m C n then n ¢ m so either
m=mnormecn. ;.

LEMMA 5.2.6. The members of w are precisely its proper initial segments.

PROOF. Indeed, one direction was observed above. For the other, if + C w is a
proper initial segment, then there is n € w \ x. As x is an initial segment and n ¢ x:
x € S(n) Cw. [

LEMMA 5.2.7. Let A C w be non-empty. Then A contains a minimal element, which
is precisely () A.

PROOF. Let z = [ A. Then it is a proper initial segment of w (as the intersection of
a non-empty family of such). Therefore © = n € w. For all m € A we have n C m —
n<m.

If n ¢ Athen n < m for all m € A. But then n € (A = n, which is impossible.
Therefore n € A. |
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5.2.2. Well-ordered sets and transfinite induction.

DEFINITION 5.2.8. Let (A, <) be an ordered set, i.e., A is a set and <C A? a relation
on A satisfying the usual axioms. We say that < is a well-ordering of A, or that (A, <) is
well-ordered, if every non-empty subset B C A contains a minimal element with respect
to <.

We say that (w, € [) is well-ordered, where € [, = {(n,m) € w?: n € m}.
FACT 5.2.9. A subset of a well-ordered set is well-ordered (with the induced ordering).

NoTATION 5.2.10. If (A, <) is a totally ordered set and a € A then A, = {b €
A:b<a}l.

The following principle generalises proof by induction to arbitrary well-ordered sets:

PROPOSITION 5.2.11 (Proof by transfinite induction). Let (A, <) be well-ordered,
B C A. Assume that for alla € A, if A., C B thena € B. Then B = A.

PROOF. If B # A then C = A~ B is non-empty. Let a € C' be minimal. Then
A., € B= a € B, a contradiction. __EER

DEFINITION 5.2.12. A class function is a class F' of pairs (z,y) such that Vayz (z,y) €
FA(x,z) € F—y=z Its domain dom(F) = {z: Jy (z,y) € F} is a class.

THEOREM b5.2.13 (Definition by transfinite induction). Let (A, <) be a well-ordered
set, and F a class function whose domain contains all functions whose domain is of the
form A.,. Then there exists a unique function f: A —V such that for all a € A:

(%) fla) = F(fla_,)
(As V is the class of all sets, the notation f: A — V just says that dom(f) = A.)

PROOF. Let ¢(z,y, A, <) say that x € A, y is a function, dom(y) = A.,, and y
satisfies (%) for all a € A,. This can be expressed with a first order formula.

We prove by transfinite induction that (Vo € A)(3ly)p(x,y, A, <), i.e., that for every
b € A there exists a unique function f,: A, — V such that (%) holds for all a < b.

Indeed, assume this is true for all ¢ < b, so for all such ¢ f. exists and is unique.

Define g as the function ¢ — F(f.) for all ¢ < b, i.e., as the set

{(z,y): Jz(z € ANz <bA@(z,z,A, <) Ny =F(2))}.

This is indeed a set by the replacement axiom and the uniqueness of f. for all ¢ < b.

We claim that for all ¢ < b: g[,_ = f.. Indeed, let d < c¢. Then then f.[,_, = fa
by uniqueness of fy. Therefore g(d) = F(fs) = F(f.[4_,) = fe(d). Thus for all ¢ < b:
g(c) = F(fe) = F(gla_,), so ¢(b, g, A, <) holds.

For uniqueness, assume that (b, g’, A, <). Then ¢'[,_ = f. for all ¢ < b by unique-
ness of f., whereby ¢'(c) = F(f.) = g(c),so g=¢ .

This concludes the proof of the existence and uniqueness of f, for all b € A.
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To conclude it is convenient to replace (A, <) with (A*, <*), where A* = AU {x}, %
is a new element (not in A), and <* says that * is greater than all members of A. It is
easy to verify that (A*, <*) is well-ordered.

Then A%., = A, and applying to proof above to (A*, <*) instead of (A4, <) we obtain
that f, is the unique function satisfying the requirements. | PRT

Observation: if (A, <) is well-ordered, and a € A is not maximal, then it has a
successor in A: this is min{b € A: b > a}.

Let (A, <) be a well-ordered set. By Theorem there is a function f whose
domain is A, and satisfying for all a € A:

fla) =mmg(fla_,) ={f(b): b<a}.
Let o« = rng(f). We observe that a shares many properties of w:

e Ifa,b€ Aand a <bthen f(a) € f(b): since f(a) € ng(fl4_,)-

e f is injective, i.e., if b < a then f(a) # f(b). Indeed, otherwise let a € A
be minimal such that there is b < a such that f(a) = f(b). Then b < a =
f(b) € f(a) = f(b), so there is ¢ < b such that f(b) = f(c), contradicting the
minimality of a.

e Ifa,b € A f(a) € f(b) then a < b. Indeed, if f(a) € f(b) then there is ¢ < b
such that f(a) = f(c),so a =c <b.

e « is transitive: Indeed, assume 3 € o. Then 5= f(b) = {f(a): a < b} C a.

We conclude that f: A — « is an order-preserving bijection between (A, <) and
(cv, €). In particular, € defines a total order on «, and it is a well-ordering.

DEFINITION 5.2.14. Let (A, <4) and (B, <g) be two ordered sets. we say that they
have the same order type (otp(A) = otp(B)) if there exists a bijection f: A — B which
is order-preserving, i.e., for all a,b € A:

a<pb<— f(a) <B f(b)

Let (A, <4) and (B, <p) be two well-ordered sets. Construct f: A — « as above,
and similarly g: B — [, so = rng(g) and for all @ € B: g(a) = {g(b): b <p a}. Then
f witnesses that otp(A, <) = otp(a, €), and g witnesses that otp(B, <) = otp(3, €).

We claim that o = # if and only if (A, <) and (B, <) have the same order type.
Indeed, if « = 3 then g~'o f : A — B witnesses that otp(A, <) = otp(B, <). Conversely,
assume that h: A — B is an order preserving bijection. We claim that f(a) = g(h(a))
for all a € A. We prove this by induction on a: if this is true for all b <4 a then:

fla) ={f(b): b <aa}={g(h(b)): b<aa} ={g(b): be B,b<phla)} = g(h(a)).

In particular: o = rng(f) = rng(g o h) = rng(g) = 5.

Thus («, €) is a canonical representative of its order type, and we might as well define
a = otp(A, <) (unfortunately, such an elegant canonical Representative of the order type
only exists for well-orderings).
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5.2.3. Ordinals.

DEFINITION 5.2.15. An ordinal is a transitive set on which € defines a well-ordering.
The class of all ordinals is denoted ON (ordinal numbers). Usually ordinals are denoted
by lowercase Greek letters: «, 3,7, ... but sometimes also i, j, k, . . ..

REMARK 5.2.16. Given the Foundation Axiom, the assumption that € defines a well-
ordering can be weakened to the assumption that € defines a total ordering.

EXAMPLE 5.2.17. If (A, <) is well-ordered and a = otp(A, <) as constructed above,
then « is an ordinal.

EXAMPLE 5.2.18. w is an ordinal, and every natural number n € w is an ordinal.

A few properties of ordinals:

e All members of an ordinal « are ordinals.
Indeed, if 6 € a then § C «, so € induces a total well-ordering on 3. To
see that [ is transitive assume that 6 € v € (. Then, as « is transitive:
fEa=vEa=0J€a,and as € is an orderingon a: d € y € f = 0§ € 3.

e The members of an ordinal « are precisely its proper initial segments in the
ordering defined by €.
Indeed, let § € a. Then §={y € a: v € g} (ie., {y € a: v < (}) is an initial
segment of a.. Since 3 «£ 3, [ is a proper initial segment. Conversely, let 3 C «
be a proper initial segment of «, and let v € a . # be minimal. Then for all
deEa deEf<=dEv,s0=7E€a.

e For two ordinals o, 5 € ON: a C [ if and only if & € 8 or a = 3, these are
mutually exclusive.
Follows from the previous item.

LEMMA 5.2.19. The relation € defines a strict total order on ON.

PROOF. First, « € ON — « ¢ « since « is not a proper subset of itself, and if
a, 3,7 € ON and a € 3 € vy then « € v by transitivity of 7. To see the order is total, let
«, € ON, and assume a € (3 (ie, @ # fand a ¢ (). Let v € @\ f C « be minimal
in a. Since v is minimal, v N (a \ ) = &, whereby v C 3. Since v is an ordinal, and
therefore transitive, it is an initial segment of 5. But v ¢ 3, so it cannot be a proper
initial segment. Therefore § = € a. [ PR

From now on if o, 6 € ON we write o <  and o € ( interchangeably. Thus if
a € ON then a = {3 € ON: g < a}.

COROLLARY 5.2.20. Let A be a non-empty class of ordinals. Then min A = () A.

PROOF. Let a € A and = () A. Then f3 is an initial segment of «, so (3 is an ordinal
and f < a. If § < aforall @ € Athen 5 €A =/, a contradiction. Therefore 3 = «
for some o € A. [ P
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LEMMA 5.2.21. A set x is an ordinal if and only if it is a transitive set of ordinals
(i.e., if and only if it is an initial segment of (ON, €)).

PROOF. Indeed, left to right is already shown. For right to left, let « be a transitive
set of ordinals. Then x C ON implies that € defines a total well-ordering on x. M55.9;

COROLLARY 5.2.22. Let A be a set of ordinals, and let o« =|JA. Then a € ON, and
a=supA, i.e, a =min{f € ON: (Vy € A)(S >~)}.

PROOF. Since A is a set, so is a. As every ordinal is an initial segment of ON, so is
any union of ordinals. Therefore « is an initial segment of ON and therefore an ordinal.
Clearly, (Vv € A)(y € «). Conversely, if § satisfies (Vy € A)(y C ) thena =|JA C

0, so « is minimal among all such . __EPEY

Finally, for every a € ON there are three possibilities:

e a=0=0.

e o has a maximal member 3. In that case « is the successor of 5 in ON, and
a=pFU{B} =5(F). In this case we say that « is a successor ordinal. We will
write from now on 5+ 1 for U {3}.

e Neither of the above holds. In this case we say that « is a limit ordinal.

Note that w is the least limit ordinal.

DEFINITION 5.2.23. An ordered class (C, <) is a class C' equipped with a a class < of
pairs of members of C satisfying the usual axioms of an order relation. (The pair (C, <)
is a pair in “our” sense, as neither C' no < are assumed to be sets.)

An ordered class (C, <) is well-ordered if:

(i) For every a € C: the class C., = {b€ C: b < a} is a set.
(ii) The set C, is well-ordered by <.

EXAMPLE 5.2.24. The class ON is well ordered by €. Indeed, ON_., = « for all
a € ON and this is a well-ordered set.

The restriction that C'-, be set is so that the following hold:

THEOREM 5.2.25 (Definition by transfinite induction on a class). Let (C, <) be a well-
ordered class, and F a class function whose domain contains all functions whose domain
is of the form C.,. Then there exists a (unique) class function such that dom(G) = C
and for all a € C:

(%) G(a) = F(Gle.,)-
(Note that even though G is a class, as C<q is a set so is Glq_, by the replacement

aziom.)

PROOF. First we observe that if b € C' then C«, = C, U {b} is also necessarily a
well-ordered set. By Theorem[5.2.13, for all b € C there is a unique function g,: C<, — V
such that (*) holds for all a < b.
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Let D ={g:be C}={f:(3be C)f =gp)} Then D is a class (whose defining
formula makes use of the formulae defining C';, < and GG, and therefore of any parameters
they may use). Let F = {JD = {(z,y): (3b € C)(x € dom(gs) A gs(x) = y)}. Then F is
the required class function. |

This means we are allows to define functions by induction on the class ON. For
example we define operations of ordinal arithmetic:

DEFINITION 5.2.26. Let «, # be ordinals. We define a + (8 by induction on [3:

6=0: a+0=a«a

B=v+1: a+(y+1)=(a+7)+1

£ limit a+ [ =sup{a+y:v <G}
DEFINITION 5.2.27. Let «, # be ordinals. We define « - § by induction on (3:

B=0: a-0=0

B=v+1: a-(y+l)=a-7+a

3 limit a-f=sup{a-v: v <}

DEFINITION 5.2.28. Let «, 3 be ordinals. We define o by induction on 3:

5=0: 0® = 1(= {0})
B=v+1: a0t = o7 .
G limit o =sup{a?: v < 3}

Note that addition and multiplication are associative (requires proof!) but non-
commutative: l+w=w#w+1l,andw-2=w+w > w while 2w =w.

5.3. Cardinals
5.3.1. Basics.

DEFINITION 5.3.1. Let A and B be sets.

(i) We say that A and B have the same cardinality, in symbols |A| = | B, if there
exists a bijection f: A — B.
(ii) We say that the cardinality of A is smaller or equal to that of B (in symbols
|A| < |B|) if there is an injection f: A — B.
(iii) We say that the cardinality of A is strictly smaller than that of B (in symbols
|A| < |BJ) if [A] < [B| and [A] # |B|.

EXAMPLE 5.3.2. |w| = |w+w|. Indeed, the mapping send 2n — n and 2n+1 — w+n
is a bijection.
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Clearly the relation |A| = |B| is an equivalence relation, and |A| < |B| is reflexive and
transitive. To show that it is a (partial) ordering, we still need to show it is antisymmetric,

i.e., that |A| <|B| and |B| < |A] then |A| = |B.
LEMMA 5.3.3. Assume that B C A and f: A — B is injective. Then |A| = |B|.

PROOF. Define by induction: Cy = B~ tng(f), Cny1 = f[Ch] = {f(a): a € C,},
C =U,< Cn = U, <, f"[Co]. Tt follows that for all z € A: x € C if and only if z € f[C]
or x ¢ rng(f). Therefore if z ¢ C then f(x) ¢ C.

Define g: A — B by:

x z € C(C B)
g(x) =
flx) z¢C.
g is injective, since x ¢ C = f(x) ¢ C. It is onto B, since for all y € B:
o If y € C then y = g(y).
o If y ¢ C then y € rng(f), say y = f(x), and = ¢ C, so y = g(z).
Therefore g witnesses that |A| = |B). H;;

THEOREM 5.3.4 (Schroeder-Cantor-Bernstein). For any two sets A and B, |A| = |B|
if and only if |A| < |B| and |B| < |A].

PRrOOF. Left to right is clear. For right to left, let f: A — B and g: B — A be the
two injections. Let h = go f, and C = rng(g). Then C C A and h: A — C' is injective,
so |A] = |C] by Lemmal5.3.3. On the other hand g witnesses that |B| = |C|. Therefore
|A| = |B. ;.

As we shall see later, the statement that the relation |A| < |B| is a total ordering is
equivalent to AC' (Axiom of Choice).

We start with a trivial observation: for every set there is a strictly bigger one, namely
its power set.

LEMMA 5.3.5. For no set z is there a surjective mapping f: x — P(z).

PROOF. Assume there is such a mapping. Let y = {t € z:t ¢ f(t)}. Then for
allt € x, t € y <t & f(t), soy # f(t). It follows that y ¢ rng(f) so f is not
surjective. W5

PROPOSITION 5.3.6. For all x: |z| < |P(z)].

PROOF. First, we have an injection f: x — P(z), sending y € = to {y}. On the
other hand there can be no bijection by Lemma 5.3.5. ;s

5.3.2. The Axiom of Choice.

LEMMA 5.3.7 (Hartog). Let A be any set. Then there exists an ordinal o such |a| £
A
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ProoF. We would like to define a to be the set of all ordinals 3 such that |3] < |A],
but then it is not at all clear that this is indeed a set, so we use a somewhat more
complicated definition.

Let X be the set of all pairs (B, <) where B C A and < is a well-ordering of B. Note
that X C P(A) x P(A x A), so it exists by the subset axiom.

Let a = {otp(B,<): (B,<) € X}. Then « is a set by the replacement axiom.

Let # € a. Then (3 is an ordinal, and 3 = otp(B, <) for some B C A and well-ordering
< on B. Therefore there is an order preserving bijection f: (5,€) — (B, <). If v < 3,
then it particular v C 3. In that case let C'=rng(f[,). Then f[. is an order preserving
bijection between (7, €) and (C, < [), so v = otp(y, €) = otp(C, < [) € o as well. This
shows that « is a downward-closed set of ordinals and therefore an ordinal.

Finally, assume f : o — A were injective. Let B = rng(f), and let <p be the image
of € under f. Then (B,<pg) is well ordered and o = otp(B,<p), so a € « which is
impossible. This contradiction concludes the proof. ;-

PROPOSITION 5.3.8. Let A be a set Then A admits a choice function if and only if
A admits a well ordering.

PROOF. Assume first that A admits a well-ordering <. The we can define a choice
function for A: for every B € P~(A) we define f(B) = min B.

Conversely, let f: P~(A) — A be a choice function for A. Extend it to a function
f*: P(A) — AU {x}, where f(&) = x ¢ A. Let a be a Hartog ordinal for A (i.e.,
|| £ ]AJ) and define g: o — AU {*} by:

9(B) = (A~ 1mg(gls))-

Assume first that * ¢ rng(g). Then for all v < < «, x # g(8) = g(0) €
A~ mg(glz) = g(B) # g(7). Then g is injective, contradicting the assumption that

o] £ |A].

Therefore we must have % € rng(g) and there is a minimal 5 < « such that g(g) = *.
Let h = glg. Then x ¢ rng(h), so h is injective by the same argument as above. Also,
rng(h) = A (since otherwise g(3) # *). We conclude that h: § — A is a bijection, and
the image of € under h induces a well-ordering of A. s

THEOREM 5.3.9. The following are equivalent:

(i) The axiom of choice.
(ii) The well-ordering principle: every set can we well-ordered.

Proor. By Proposition 5.3.8. L_EER)

COROLLARY 5.3.10. The following are equivalent:

(i) The axiom of choice.
(ii) For every two sets A and B, at least one of |A| > |B| or |A| < |B| holds.
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PROOF. Assume the axiom of choice. Then every A and B can be well-ordered as
(A, <4) and (B, <p). Let a = otp(A,<4) and [ = otp(B,<p). Then |A| = |a| and
|B| = |5]. If & < g then |a| < ||, otherwise a > 3 in which case |a| > |3].

Conversely, assume every two cardinalities are comparable. Let A be any set, and «
an ordinal such that |a| € |A]. Then |a| > |A[, so there is a bijection between A and a
subset B C a. Since (B, €) is well-ordered, we can pull this back to a well-ordering on
A. Thus every set can be well-ordered. ;.

DEFINITION 5.3.11. A cardinal number (or simple a cardinal) is an ordinal « such
that for all 5 < a: |a| # |B|. Cardinals are denoted by lowercase Greek letters k, A,

Ly

LEMMA 5.3.12. Let A and k be two cardinals. Then A = k f and only if |\| = |k|, and
A< k<= |\ < K|

PROOF. Assume that A < k. Then A C Kk = |A\| < |k|, and as & is a cardinal,
A< k= |A # K|, so |\ < k|

Conversely, assume that |A\| < |«|. Then x € A\, whereby £ € A so A < k.

If A # K then either A < k or A > &, and in either case || # |&|. PRSP

Thus, for every set A there is at most one cardinal A such that |A| = |A|. If such
exists we define A = |A|. By the lemma, there will be no confusion about the meaning

of |[A| < |BJ, |A| = |BJ, etc.
LEMMA 5.3.13. For every ordinal o € ON there is a cardinal A such that |a] = \.

PROOF. The class (set, in fact, but it doesn’t matter) {# € ON: |5]| = |a|} is non-
empty and has am minimal member A\. Then |a| = |A| and A is a cardinal. It is unique
by the previous lemma. L_EERE

THEOREM 5.3.14. The following are equivalent:

(i) The axiom of choice.
(ii) For every set A there is a (unique) cardinal A such that |A| = ||

PROOF. By the axiom of choice, every set A can be well ordered as (A, <), and let
a = otp(A,a). Then |A| = ||, and by the Lemma |«| is a cardinal.

Conversely, assume that for every set A, |A| is a cardinal. Since every two cardinals
are comparable (since all ordinals are) we conclude using Corollary [5.3.10. e

We conclude with:

THEOREM 5.3.15. The following are equivalent:

(i) The axiom of choice.

(ii) Zorn’s Lemma:
Let (X, <) be a partially ordered set, such that for every chain C' C X
(i.e., a subset of X which is totally ordered by <) there is x € X such
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that x > C (i.e., (Yy € C)(x > y)). Then X contains a mazimal
element (i.e., x € X such that (Vy € X)(y # x)).

PROOF. Assume the axiom of choice. Let (X, <) satisfy the assumptions of Zorn’s
Lemma. Let f: P~(X) — X be a choice function, and extend it to f*: P(X) — X by
fH(@) = f(X). Define by induction a function g: ON — X U {x}:

gla) = fT({z € X: x> mg(gl,)})-

By Hartog’s theorem, ¢ cannot be injective, and therefore cannot be strictly in-
creasing. Let a be minimal such that g(a) % rng(g[,). Let C = rng(g[,). Then by
construction of g: {z € X: x> C} = &. As « is minimal, g[, is strictly increasing and
therefore C' is a chain. Therefore there exists xy € X such that xy > C. Since for no
r € X do we have x > (', neither can we have x > xy, so r( is maximal in X.

For the converse see either Exercise[5.6 or Exercise 5.7! H - ;

5.3.3. Cardinal arithmetic. We can define addition and multiplication of cardi-
nals.

DEFINITION 5.3.16. Let A and B be sets.
(i) We define |A| + |B| as |A x {0} U B x {1}|. Note that this is equal to |C'U D|
for any C, D such that C N D =@, |C| = |A|, |D| = |B].
(ii) We define |A| - |B] as |A x B].
(iii) We define |A[lP! as |AB| (where AP is the set of all functions f: B — A).
Note that 014/ = 0 for |A| # 0, 0° = 1.
Caution: even though cardinals are in particular ordinals, cardinal arithmetic does
not extend ordinal arithmetic. For example: w+1,w-2 # w as ordinals, w+1=w-2 =w
as cardinals. Also, 2 = w as ordinals, 2¥ = |P(w)| > w as cardinals.

It is not difficult to see that cardinal addition and multiplication are commutative
and distributive. We can extend them to infinite families:

DEFINITION 5.3.17. Let {A;: i € I} be an indexed family of set (formally given by a
function f such that dom(f) =1, and f(i) = A; for i € I).

(i) We define

Y 1Al =

iel

(ii) We define

[114: =

il

A4 x {i}

i<l

= (i) ieloe Al

14

iel

— |{g: dom(g) = I and (Vi € I)(g(i) € A))}|-

LEMMA 5.3.18. The following identities are fairly easy to verify:
() 2ies [Al = [A[|B].



5.3. CARDINALS 91

(i) TTiep 4] = A1,
(iii) (|42 = |apBll,
(iv) [P(A)| = 241,

LEMMA 5.3.19. Addition, multiplication and exponentiation of cardinals are all mono-
tone increasing with a single exception that 0° =1 > 0 = 04 where A # 0.

DEFINITION 5.3.20. A set A is finite if |A| < w (i.e., if it is in bijection with some
n € w). Otherwise it is infinite.

PROPOSITION 5.3.21. Let k be an infinite cardinal. Then k? = k.

PrOOF. We prove this by induction on the class of infinite cardinals (which is well
ordered, as a subclass of that of cardinals).
Define an ordering on k x & as follows: («a, 3) < (v, d) if and only if

e max{w, 3} < max{v,d}; or
e max{w, 3} = max{v,d} and a < v; or
e max{w, 3} = max{v,d} and o =y and § < 6.

This is indeed a total ordering: it is the lexicographic ordering on
{(max{a, 8}, @, B): (o, B) € k X K}.

We claim that (k X k, <) is well-ordered. Indeed, let @ # A C k X k. First, let 7o €
{max{«, 5}: (o, 3) € A} be minimal. Then, let oy € {a: 3 (o, ) € A AN max{«, f} =
Y} be minimal. Finally, let Gy € {3: (o, 5) € A Amax{ao, 5} = 7} be minimal. Then
(v, Bo) is minimal in A.

Let v = otp(k X k,<) € ON, and let f: v — Kk X k be the order-preserving bijection
witnessing this. Then x? > k-1 = k implies that |y| > &, whereby v > x (since
k is a cardinal). We claim that v = k. Indeed, otherwise we d have 7 > &, i.e.,
k € 7. Let (o,8) = f(k) € kK X Kk, and let o/ = max{a,3} + 1. Then for all i € k:
f(@) < (a,8) = f(i) € (&’ +1) x (¢/ + 1), whereby rng(f[,.) C (¢/ +1) x (&/ +1). But
o < K, S0:

o If o/ <w then |/ + 1> <w < k.
e If &/ > w, then |o/ + 1| = |&/| < k is infinite, and by the induction hypothesis:
o/ + 12 = |d/] < k.
On the other hand, as f],.: k — (a/ + 1) x (o/ + 1) is injective: |o/ + 1|* > k. A
contradiction.
Therefore k = 7, and f witnesses that k = |k x k| = k? | e

COROLLARY 5.3.22. (AC) For every infinite set A: |A|* = |Al.
PROOF. By the axiom of choice |A] is a cardinal. N,

REMARK 5.3.23. The converse can also be shown to be true, i.e., if for every infinite
set |A|> = | A|, then the axiom of choice holds.
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COROLLARY 5.3.24. If k is an infinite cardinal and X\ is any cardinal then k + \ =
max{r, A\}. If in addition A > 0 then k- A = max{k, A} as well.

PROOF. Since cardinal addition and multiplication are commutative, we may assume
that £k > . If A\ > 1then Kk = k-1 < k- X < k? = K, so there is equality all the way. It
follows that 2k =k, sonow if 0 < A< k: k=K +0< K+ X <2k =K. | e

COROLLARY 5.3.25. The following are equivalent:
(i) The Aziom of Choice.
(ii) For every A and infinite B: |A| + |B| = max{|A|, |B|}.
(iii) For every A # & and infinite B: |A| - |B| = max{|A|, |B|}.

PRrROOF. If the Axiom of Choice is true then |A| and | B| are cardinals and we can apply
Corollary 5.3.24. Conversely, either of the other two items implies that every infinite
cardinality is comparable with every cardinality. As every two finite cardinalities (i.e.,
natural numbers) are comparable, it follows that every two cardinalities are comparable,
which implies the Axiom of Choice. H -

COROLLARY 5.3.26. For every infinite k: 2% = k" = (2%)".
PROOF. 2F < k" < (2H)H = 2MF = 2K, .5.3.26
We see that many times cardinal arithmetic operations are only weakly increasing

(i.e., they are non-decreasing). The following result is one of the very few results in
cardinal arithmetic which yield a strict inequality:

PROPOSITION 5.3.27. Let I be a set, \; < k; cardinals for each i € I. Then )
Hiel ki«

PROOF. Let A = [J;c; A x {i} and B = {(o:i € I): (Vi € I)(y € K;)} (s0
’A‘ = Zie)\ Ais ‘B’ = Hie[ Hi)'

Let f: A — B be defined by f(«,i) = (8;: j € I), where 3; = {

iel Ai <

o+l ‘7 - Z Then
0 Jj#1
f is injective, whereby |A| < |B].

Now let g: A — B be any function. For i € I, let C; = {(g9(c,7))i: i < N} C k;.
Then |C;] < \; < K;, and thus in particular C; C k;, and we may define 7; = min(x; N\ C}).
Then ¥ = (y;: ¢ € I) € B, and yet for all («,1) € A: g(a,i); # v = g(a,i) # 7. In
other words, 7 ¢ rng(g).

We thus shows that there is no surjective function from A to B. In particular,
|A| # |B|, and as |A| < |B| we conclude that |A| < |B|. ;s

REMARK 5.3.28. Proposition|5.3.27is in some sense the “only” strict inequality result
in cardinal arithmetic. For example, the only other strict inequality we’ve shown 2 > k

is a special case, as:
k=Y 1<][2=2"

1€ER 1€ER
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DEFINITION 5.3.29. If k is a cardinal, then the least cardinal greater than x (i.e., its
successor) is denoted xT. Such a cardinal always exists by Hartog’s theorem.

LEMMA 5.3.30. Let o« € ON and let A be a family of cardinals. Then the ordinal
a=supA =JA is a cardinal, and it is the minimal cardinal greater than all members
of A. In other words, o = sup A also in the sense of cardinals.

PROOF. Let a = sup A, and let § < . Then there is some xk € A such that § < k.
As k is a cardinal and k C a: |§] < || < |a|. Therefore a is a cardinal. Clearly « is the
least cardinal greater than all members of A. m

DEFINITION 5.3.31. We define by in induction on a € ON the following sequence:
e Ny = w (this is the first infinite cardinal).
[ ] Na+1 = N;t
o If § is limit: Ny = sup{R,: o < d}.

LEMMA 5.3.32. (i) For every o € ON: R, the least infinite cardinal strictly

greater than Ng for all B < «.
(i) For all o € ON: R, > a.

(iii) If k is any infinite cardinal then there exists a unique o such that k = X,,.

PROOF. (i) Immediate from the definition.
(ii) By easy induction on a.
(iii) Let x be an infinite cardinal. Then k£ < X, so {a: k < N,} # . Let a be
least such that k < R,. Then x > Rs for all 8 < a and & is infinite, so Kk > N,
by the first item. Therefore Kk = N,,.

__EREY
Similarly:

DEFINITION 5.3.33. (AC) We define by in induction on o € ON the following se-
quence of cardinals:

[ ] 30 - No.
L :a+1 = 230‘
e If ¢ is limit: J5 = sup{d,: o < d}.

LEMMA 5.3.34. For allaa € ON: N, < 1,.

PROOF. By induction. In successor stages use the fact that 2% > k = 2% > k™.
;55

FACT 5.3.35. |R| = 2%,

PROOF. The cardinal 2% is the size of the set 2%, i.e., the set of all sequences
(a; € {0,1}: 1 € Ny).
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Define f: 2% — R by:
f(CLZ'I 1< No) = Z 2- 3_i_1 - Q.

i<Ng
Then f is injective (it is in fact a bijection between 2% and the standard “middle third”
Cantor set). Therefore |R| > 2%,
Conversely, we observe that |R| = [(0,1)| through the bijection z +— Zl5. De-
fine g: (0,1) — 2, assigning to each real number z € (0, 1) its binary presentation
0.apaias . . ., such that if there are two such presentations we choose the one which is all

zeros from some point onwards (and never the one which is all ones). Then g is injective,
whereby |R| = [(0,1)] < 2%, W;sss

We call 2% (= J;, and sometimes denoted by R) the continuum.

By Cantor’s theorem: 2% > XN;, whereby 2% > X;. The statement “2% = R;” is
called the Continuum Hypothesis (CH). This can be generalised as follows: we know that
for every k: 2% > k = 2% > k*. The statement “2% = ™ for all infinite cardinals x”
is called the Generalised Continuum Hypothesis (GCH). 1t is equivalent to saying that
Val, = N,.

Kurt Godel showed that CH, and in fact GCH, are relatively consistent with ZFC:
if there is a model of ZFC, we can construct within it a submodel which is a model
of ZFC+GCH. Much later, Paul Cohen showed that if ZFC is consistent then so is
ZFC+-CH (and thus ZFC+—GCH). He did it by a method called forcing, by which one
adds new sets to the universe of sets — in particular, one can add many real numbers,
making the continuum arbitrarily big.

Exercises

EXERCISE 5.1. Let C be the class {z: x ¢ x}. Show that C is a proper class. What
is the relation to Russel’s Paradox?
Use the foundation axiom to show that C'is the class of all sets (i.e., C = {z: = = z}).

EXERCISE 5.2. Show that the Subset axiom scheme is a consequence of the Replace-
ment axiom scheme.

(It is therefore redundant. Historically it is there because it was part of Zermelo’s set
theory before Fraenkel suggested to add replacement. Also, one can re-state replacement
in a manner which does not imply the subset axiom, but which, together with the subset
axiom, is equivalent to the replacement as stated here.)

EXERCISE 5.3. Show that ordinal addition is associative.

EXERCISE 5.4. Define by transfinite induction on oo € ON:
o Vy=0.
® Vatl = P(Va)
o Vs =U,csVa for 0 limit.
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(One can define alternatively Vi, = g, P(Vj) for all a € ON — the two definitions
coincide).

Define a class Vo: Voo = U con Vo = {z: Jaa € ON Az € V, }. Note that we made
no use of the Foundation axiom throughout. Let ZF’ be ZF minus the Foundation
axioms. Thus we can construct the class V., in a model of ZF”.

Show that if (V,€) E ZF' then (V,.,€) F ZF.

This is a classical case of “relative consistency”: we cannot show that Z [ is consistent,
but we can show that if ZF’ is consistent then so is ZF. Thus in some sense the
foundation axiom is a “benign” axiom.

EXERCISE 5.5. Conversely, show that if V' F ZF (with the foundation axiom) then
V=V..

Hint: given a set z, we define its transitive closure tcl(z) as the minimal transitive
set containing x. We can construct it as follows: ¢ = x, x,11 = z, U|Jx, for all n < w,
and tcl(z) = J{zn: n < w}. What can you say about tcl(x) \ V7

EXERCISE 5.6. Prove the Axiom of Choice directly from Zorn’s Lemma.

Strategy: Let A be a set, and define X as a set of all partial choice functions for A,
i.e., of all functions f satisfying dom(f) C P~(A) and f(z) € x for all z € dom(f).

Show that (X, C) contains a maximal element which is a choice function for A.

EXERCISE 5.7. Prove the well-ordering principle directly from Zorn’s Lemma.
Let A be any set, and let X be the set of pairs (B, <) such that B C A and < is a
well-ordering of B. Find a partial ordering of X such that:
e (X, <) admits a maximal element.

e Any maximal element of (X, <) must be of the form (A, <), i.e., a well-ordering
of A.
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