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Big data has become one of the hottest topics in both 
academia and industry. Big data represents data sets so 

large and complex that traditional data management tools or 
processing methods are inadequate to deal with it. Big data 
is popularly characterized by “5Vs” (initially it was referred 
to as “3Vs”; two have been added recently): volume (size of 
data set), variety (range of data type and source), velocity 
(speed of data in and out), value (how useful the data is), 
and veracity (quality of data) [1]. The amount of data from 
different sources, such as the Internet of Things (IoT), social 
networking websites (Facebook, Twitter, Flicker, etc.), and 
scientific research, is increasing at an exponential rate. An 
International Data Corporation (IDC) report predicts that 
the global data volume will grow by a factor of 300, from 130 
EB in 2005 to 40,000 EB in 2020, representing double growth 
every two years.

Big data applications (especially real-time or near-real-time 
applications) would not be possible without the underlying 
support of networking due to their extremely large volume 
and computing complexity [2]. Recently, software-defined 
networking (SDN) has attracted great interest as a new par-
adigm in networking [3]. The main idea of SDN is to detach 
the control plane from the forwarding plane, to break vertical 

integration, and to introduce the ability to program the net-
work. SDN allows logical centralization of feedback control, 
and decisions are made by the “network brain” with a global 
network view, which eases network optimization. In SDN, data 
plane elements become highly efficient and programmable 
packet forwarding devices, while the control plane elements 
are represented by a single entity, the controller. Compared to 
traditional networks, it is much easier to develop and deploy 
applications in SDN. In addition, with the global view in SDN, 
it is straightforward to enforce the consistency of network 
policies. SDN represents a major paradigm shift in the evo-
lution of networks, introducing a new pace of innovations in 
networking infrastructure.

While some excellent work has been done on big data 
and SDN, these two important areas have traditionally been 
addressed separately in most previous works. However, on 
one hand, SDN, as an important networking paradigm, will 
have significant impact on big data applications. In particu-
lar, several good features (e.g., separation of the control and 
data planes, logically centralized control, global view of the 
network, ability to program the network) can greatly facilitate 
big data acquisition, transmission, storage, and processing. For 
example, big data is usually processed in cloud data centers. 
Compared to traditional data centers, SDN-based data cen-
ters can have better performance by dynamically allocating 
resources in data centers to different big data applications to 
meet the service level agreements (SLAs) of these big data 
applications [4, 5].

On the other hand, big data, as an important network appli-
cation, will have profound impact on the design and operation 
of SDN. Specifically, with the global view of the network, the 
logically centralized controller in SDN can obtain big data 
from all the different layers (i.e., from physical to applica-
tion layers) with arbitrary granularity. From past experience 
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in cross-layer design, we have learned that although sharing 
information among different layers can improve network per-
formance, the network becomes so complex that traditional 
approaches are inadequate to design and optimize such net-
works. Fortunately, big data analytics, which leverages analyt-
ical methods to obtain insights from data to guide decisions, 
can help the design and operation of SDN. For example, with 
big traffic data analytics, it is easier for the controller to per-
form traffic engineering to improve the performance of SDN.

In this article, we first discuss the basic characteristics and 
the new trends of big data and SDN. Then we present the 
good features of SDN in solving several prevailing issues with 
big data applications, including big data processing in cloud 
data centers, data delivery, joint optimization, scientific big 
data architectures, and scheduling issues. We show that SDN 
can manage the network efficiently to improve the perfor-
mance of big data applications. In addition, we show that big 
data can benefit SDN as well, including traffic engineering, 
cross-layer design, defeating security attacks, and SDN-based 
intra- and inter-data-center networks. Moreover, we discuss 
a number of open issues that need to be addressed to jointly 
consider big data and SDN in future research.

To the best of our knowledge, the interrelationship between 
big data and SDN has not been well addressed in previous 
work. In essence, the unique characteristics associated with big 
data and SDN present unique challenges beyond the existing 
works. We believe that the initial steps we take here help in 
understanding how to make full use of SDN’s advantages to 
improve the performance of big data applications, and how to 
make SDN work better and more effectively through big data.

The rest of the article is organized as follows. We present 
an overview of big data and SDN. We show that SDN can 
benefit big data application. We show that big data can benefit 
SDN. Some open research issues are presented. Finally, we 
conclude this study.

Overview of Big Data and Software-Defined 
Networking
In this section, we discuss the basic concepts and features 
of big data and SDN, as well as the brief interrelationship 
between big data and SDN.

Big Data
Big data has become a popular research topic in recent years. 
The history of big data is tied closely to the capability of stor-
ing and processing data sets. With the capability improve-
ment over the years, new technologies have been developed 
to store and process larger and larger datasets, from megabyte 
to gigabyte to terabyte to petabyte to exabyte. There are dif-
ferent types of definitions for big data in the literature [6]. In 
the attributive definition, big data is defined according to five 
salient features: volume, variety, velocity, value, and veracity. 
In the comparative definition, big data can be defined as “data 
sets the size of which is beyond the ability of typical database 
tools to capture, store, manage, and analyze.”

The sources of big data are coupled with its generating 
domains. Some examples of the generating domains include 
business (e.g., business-to-business and business-to-consumer 
transactions), networking (e.g., the Internet, cellular networks, 
and the Internet of Things [IoT]), and scientific research (e.g., 
computational biology, astronomy, and high-energy physics). 
Big data can be very useful in a variety of applications, such 
as enterprise applications, IoT-based applications, healthcare 
applications, and scientific research applications. Almost all 
the dominating companies, including Google, Amazon, Face-

book, Microsoft, and Oracle, have begun to develop big data 
projects. A number of U.S. federal agencies, including the 
Defense Advanced Research Projects Agency (DARPA), the 
National Science Foundation, and the National Institutes of 
Health, have invested heavily in big data research.

Many research challenges remain to be addressed for big 
data, including analytics platforms, underlying support of net-
working, data processing models, data staging, distributed stor-
age, and data privacy and security. In this article, we focus on 
the challenges related to the underlying support of networking 
for big data applications.

Software-Defined Networking
With the increasing amount of data of various applications 
over the Internet, SDN has been considered as one of the 
most promising solutions to revolutionize the cyber world with 
proper network management [3]. OpenFlow is regarded as 
the first standardized protocol in SDN, and is also known as 
the enabler of SDN. The term SDN was originally coined to 
represent the ideas and work around OpenFlow at Stanford 
University. According to the original definition, SDN refers to 
a network architecture where the forwarding state in the data 
plane is managed by a remote control plane decoupled from 
the former. More and more SDN protocol standards have 
been developed in real applications. Nowadays, SDN is not 
limited to any one implementation, but is a general term for 
the platform.

The Open Networking Foundation (ONF), which is a non-
profit consortium dedicated to development and standardiza-
tion of SDN, gives the definition of SDN as follows: “In the 
SDN architecture, the control and data planes are decoupled, 
network intelligence and state are logically centralized, and 
the underlying network infrastructure is abstracted from the 
applications.” The following four pillars can be identified for 
SDN:
1. The control and data planes are decoupled.
2. Forwarding decisions are flow-based instead of destina-

tion-based.
3. Control logic is centralized, moved to the so-called SDN 

controller or network operating system (NOS).
4. The network is programmable through software applications 

running on top of the NOS, which interacts with the under-
lying data plane devices.

These good features can greatly facilitate big data acquisition, 
transmission, storage, and processing.

In general, SDN can be divided into three layers in its refer-
ence model: the infrastructure layer, control layer, and appli-
cation layer. In the SDN architecture, various applications 
involving SDN can be observed in the application layer. With 
the help of the northbound application programming interfac-
es, the application layer communicates with the SDN control 
plane regarding the status of the network and its particular 
requirements. The SDN control plane in the control layer 
is regarded as the primary component of the SDN model, 
which controls the overall functioning of the network. Starting 
with NOX (the first designed SDN controller), various types 
of SDN controllers have been designed, such as Onix, POX, 
Beacon, Ryu, Trema, OpenDaylight, Contrail, and Floodlight.

Recently, SDN has been used to design data center network 
architectures to provide better performance with low complex-
ity and energy consumption [4]. Through the collection of traf-
fic data, SDN can dynamically allocate resources to improve 
application performance. Moreover, there is a new trend to 
leverage the capabilities of SDN for application-aware net-
working in data center applications and network architectures. 
As big data is usually processed in data centers, SDN-based 
data centers can benefit big data applications by dynamically 
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allocating resources according to the SLAs of different big 
data applications.

Software-Defined Networking Can Benefit 
Big Data Applications
In this section, we show that the good features of SDN can 
benefit big data applications in various aspects, including big 
data processing in cloud data centers, data delivery, program-
ming at runtime for optimizing big data applications, scientific 
big data architectures, and scheduling in Hadoop, as shown in 
Fig. 1.

SDN Can Benefit Big Data Processing in Cloud Data 
Centers
Big data is usually processed in cloud data centers. Because 
the resource requirements of big data applications change 
dynamically in cloud data centers, it is important to assign and 
manage resources of cloud data centers efficiently to meet the 
SLAs of different big data applications. The SLA of a big data 
application is the agreement negotiated between a big data 
service provider and its users. It defines the characteristics of 
the provided big data service, including service level objectives, 
expected quality of service (QoS), and penalties if these objec-
tives are not met by the big data service provider. Some com-
mon SLAs for big data applications performance are response 
time, processing time, rate of failure, trust, security, negotia-
tion time, maintenance time, cost estimation, amount of data 
processed, amount of data received, amount of data emitted, 
data quality of input and output, data persistence time, data 
movement latency, and data losses.

The technology trend of cloud computing is putting pressure 
on data center providers to create more flexible services with 
better performance and security. With SDN-enabled data cen-
ters, the networking and storage infrastructure is delivered as a 
service and automated by SDN. From the perspective of infra-
structure, the cloud platform is built on the basis of the data 
centers, which can be called cloud data centers. Cloud service 
providers can host this infrastructure for big data applications. 

In [4], an SDN-based cloud data center is studied for big 
data application. Specifically, an SDN-based OpenFlow net-
work with combined input and crosspoint queued (CICQ) 

switches is proposed to schedule packets for different big 
data applications. In this approach, the controller maintains 
a bandwidth provisioning table for different types of big data 
applications and sends it to CICQ switches. Then the switches 
decide packet scheduling priorities based on the bandwidth 
provisioning table from the controller. The resource is allocat-
ed efficiently, and the power consumption is also reduced for 
different big data applications in cloud data centers. In [5], the 
authors present SDN-based data centers with optimal topology 
composition and traffic load balancing. The optimal topology 
composition finds a subset data center network topology that 
can accommodate the expected traffic demands from differ-
ent big data applications. To handle network congestion, the 
traffic load balancing distributes ever changing traffic demands 
over the found optimal subset topology.

SDN Can Benefit Data Delivery for Big Data 
Applications
Due to the large volume, data delivery in big data applications 
is a great challenge. The authors of [7] propose an SDN-based 
optical network to accelerate and support “*-cast” traffic deliv-
ery for big data applications. Big data applications have led to 
massive volumes of traffic featuring diverse communication 
patterns denoted as “*-cast” combining unicast, multicast, 
incast, and all-to-all cast. In [7], a hybrid (optical and electri-
cal) approach is presented that leverages physical layer optics 
to accelerate traffic delivery for each pattern. The applica-
tion-driven control plane is compatible with SDN, enabling 
the flexible and dynamic runtime configuration of photonic 
devices to support complex traffic patterns. To handle the 
bursting data in big data applications, the authors of [8] pres-
ent an SDN-enabled topical transport architecture that meshes 
seamlessly with the deployment of SDN. In this programmable 
architecture, a core transport node is abstracted into a pro-
grammable virtual switch that leverages the OpenFlow pro-
tocol for control. With a prototype demonstration of big data 
applications, it is shown that the programmability and flexibil-
ity that SDN brings can greatly benefit data delivery for big 
data applications.

Moreover, ultra-high-definition video streaming and video 
conference are examples of big data applications that require 
large bandwidth for efficient end-to-end delivery. These aggre-
gated bandwidth demands for delivery over core networks 
can be met with high-capacity wavelength-division multiplex-
ing (WDM) circuit switched optical networks. The authors 
of [9] propose a system that integrates SDN and generalized 
multiprotocol label switching (GMPLS) control planes, and 
demonstrate that such an architecture can support various big 
data applications. In this approach, OpenFlow can be referred 
to as the “network brain,” and GMPLS is used to support mul-
tiple types of switching like time-division multiplexing (TDM), 
Lambda, wave-band, and fiber switching.

Programming at Runtime for Optimizing Big Data 
Applications
Due to ever changing environments, many big data applica-
tions require frequent reconfigurations. SDN’s capability of 
programming at runtime is very useful for big data applica-
tions that require frequent reconfigurations. To study the inte-
gration between big data applications and network control, the 
authors of [10] introduce a cross-layer structure of an SDN-
based network for big data applications. The programming of 
SDN is explored across the layers of a network, from physical 
topology to routing and flow level traffic engineering. The 
authors combine the SDN controller and optical switching 

Figure 1. Good features of SDN that can benefit big data 
applications.
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to realize close cooperation of network control and big data 
applications. The joint optimization of application perfor-
mance and network utilization is also studied. Specifically, 
the authors consider a system that consists of a collection of 
optical circuit switches with OpenFlow enabled on top-of-rack 
(TOR) Ethernet switches that have multiple optical uplinks. 
These switches are controlled by an SDN controller, which 
manages the physical connection between the switches by con-
figuring them. In the integrated network control plane, the 
topology construction and routing mechanisms for a number 
of communication patterns are proposed to improve appli-
cation performance. All big data applications in the applica-
tion layer are treated as a single master component. The job 
scheduling strategies for big data applications to accommodate 
dynamic network configuration must also be well designed. 
With a relatively small overhead of configurations, this inte-
grated network control architecture to program the network 
at runtime through an SDN controller can give better perfor-
mance for big data applications.

SDN Can Benefit Scientific Big Data Architectures
Scientific research is highly data driven. Some scientific 
research instruments produce enormous amounts of data. 
Moreover, due to political and technical reasons, some scien-
tific big data cannot be processed and analyzed at the same 
location where they are generated. The big data has to be sent 
to various data centers and researchers at different universi-
ties or institutes for analysis. However, current campus net-
works are not capable of handling such a huge amount of data. 
As the amount of data increases, there is a greater need for 
simple, scalable end-to-end network architectures and imple-
mentations that enable applications to use the network most 
efficiently [11].

To bypass traditional performance hotspots in typical cam-
pus networks for scientific big data applications, SDN has 
some advantageous to solve this problem. Monga et al. intro-
duce SDN to scientific big data architectural models [11]. They 
propose a new architecture model for campus networks that 
use SDN for multi-science disciplines within the same campus 
network. The model also creates a virtual network over wide 
area networks (WANs) for scientific research collaborations. 
In addition, an SDN/OpenFlow-based end-site architecture is 
introduced to support multiple science disciplines. This model 
proposes a data transfer node (DTN) redirector. Each DTN 
can send data transfer requests to the DTN redirector. When 
the DTN redirector receives a data transfer request, data is 
transferred to the requesting DTN using OpenFlow rules. It 
can encapsulate the data flow in a pre-approved virtual local 
area network, and hence bypass the firewall function. The 
SDN/OpenFlow controller manages all the policies regarding 
the campus network. The effectiveness of this new architecture 
model is demonstrated for scientific big data applications.

SDN Can Benefit Scheduling in Hadoop for Big 
Data Applications
As a software framework that supports big data storage and 
processing, Hadoop has attracted substantial attention from 
both industry and scholars. Hadoop integrates data storage, 
data processing, system management, and other modules to 
form a powerful system-level solution, which is becoming the 
mainstay in handling big data challenges. Despite its popular-
ity, an important issue to be solved in Hadoop is the NP-com-
plete minimum make span problem [12], which has significant 
impact on the performance of Hadoop systems. This problem 
is to find solutions on how to minimize the job completion 
time in Hadoop systems. Most existing solutions to this prob-

lem are not optimal due to the lack of a global view for allo-
cating tasks [12].

SDN is adopted in [12] to solve this problem in Hadoop. 
Specifically, an SDN-based and bandwidth-aware scheduler is 
proposed, which can flexibly assign tasks in an optimal manner 
and guarantee data locality from a global view. It first utilizes 
SDN to manage the network bandwidth and allocates it in 
a time slot manner; then it decides whether to assign a task 
locally or remotely depending on the completion time. There-
fore, this approach can guarantee data locality from a global 
view; meanwhile, it can efficiently assign tasks. The key point 
of this approach is that the scarce network bandwidth from an 
SDN/OpenFlow controller is not only taken into account but 
also regarded as a vital parameter for task scheduling. Real-
world experiments show that it can improve the performance 
of scheduling in Hadoop for big data applications.

Big Data Can Benefit Software-Defined 
Networking
In this section, we show that big data can benefit SDN, includ-
ing traffic engineering, cross-layer design, defeating security 
attacks, and SDN-based intra- and inter-data-center networks.

Big Data Can Benefit Traffic Engineering in SDN
Traffic engineering is an important method of optimizing the 
performance of a network by dynamically analyzing, predict-
ing, and regulating the behavior of data transmitted over that 
network. Typical objectives of traffic engineering include bal-
ancing network load and maximizing network utilization.

SDN and big data analytics provide a convenient and effec-
tive way to perform traffic engineering and improve network 
performance on a large scale. Typically, an SDN-based net-
work consists of more than thousands of hosts with significant 
bandwidth requirements. Traffic engineering in such networks 
is very challenging. The combination of big data and SDN for 
traffic engineering would be an apt solution due to the follow-
ing reasons:
1. It is relatively easier to obtain big data traffic and failure 

information via a logically centralized SDN controller.

Figure 2. Dynamic traffic engineering system architecture with 
SDN and big data.
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2. Any flow format of big traffic data with arbitrary granularity 
can be exploited for traffic engineering.

3. It is relatively easier to apply traffic engineering results to 
switches in a data center network by modifying flow tables 
within the switches.
In Fig. 2, we describe a dynamic traffic engineering sys-

tem architecture with SDN and big data, which consists of 
four components: a data center network, an SDN controller, 
a traffic engineering manager, and big data applications. In 
the data center network, there are many servers and SDN 
switches/routers, which is considered to be a target network 
of the traffic engineering system. The SDN switches/routers in 
the data center network report their big traffic data and failure 
status to the SDN controller through the control/data plane 
interface. The SDN controller aggregates and summarizes the 
collected big traffic data information, and sends it to the big 
data applications. Big data analytics, which leverages analytical 
methods to obtain insights from the big traffic data, then gives 
guidance to the traffic engineering manager, which derives the 
traffic engineering policies. According to these traffic engi-
neering policies, the SDN controller changes switching behav-
ior of the SDN devices by updating their flow tables, and turns 
on/off devices and links in the data center network to mini-
mize power consumption and link congestion.

Big Data Can Benefit Cross-Layer Design in SDN
Big data can benefit not only traffic engineering, but also other 
layers in SDN. Traditionally, networking is divided into differ-
ent layers, and a set of protocols are used for communications 
between adjacent layers. In traditional layered design, it is 

forbidden to have direct communications between non-adja-
cent layers. However, recent advances in cross-layer designs 
show that non-adjacent layers can share informations during 
run-time, which will result in new algorithms and significantly 
improved performance in networking systems.

Although sharing information among different layers can 
improve the performance, the principle of modularity is bro-
ken, and the network will become so complex that traditional 
approaches are inadequate to design and optimize such net-
works. Fortunately, big data can benefit cross-layer design in 
SDN. The logically centralized controller in SDN has a global 
view of the network, which enables it to obtain big data from 
all the different layers with arbitrary granularity, such as chan-
nel state information at the physical layer, packet information 
at the data link/network layers, and application information 
at application layer. Applying the big data technologies to 
network control and management can significantly improve 
the network control and management processes. %Therefore, 
cross-layer design in SDN will be challenging.

Here we present an architecture of combining big data and 
SDN, which can facilitate the cross-layer design in SDN with 
the help of big data. There are three layers in the architecture: 
the infrastructure layer, data processing and control layer, and 
application layer, as shown in Fig. 3. The infrastructure layer 
consists of switches/routers, servers, and data center devices. The 
switching or routing devices transfer data packets to the next hop 
in accordance with forwarding rules stored in local memory. The 
servers in the data center store the big data and run the tasks. In 
the data processing and control layer, the SDN controller and 
Hadoop will have close cooperation with processing the big data 

Figure 3. Cross-layer design with SDN and big data.
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and making the decisions together. The SDN controller provides 
Hadoop with the cross-layer information from all the different 
layers, while Hadoop provides an SDN controller with network 
control strategies (physical layer parameters adaptation, resource 
allocation, topology construction, routing mechanisms, congestion 
control, etc.) to operate and optimize the performance of SDN. 
Both big data applications and networking applications run on 
the top of the data processing and control layer.

Big Data can Benefit SDN in Defeating Security 
Attacks
The security of SDN is a big concern. Since SDN is vertical-
ly split into three main functional layers, potential malicious 
attacks can be launched on these three layers of SDN’s architec-
ture. Based on the possible targets, we can classify the attacks 
launching on SDN into three categories: application layer 
attacks, control layer attacks, and infrastructure layer attacks, as 
shown in Fig. 4 [13]. There are two methods to launch applica-
tion layer attacks. One is to attack some applications; the other 
is to attack a northbound application programming interface 
(API). The controller could potentially be seen as a single point 
of failure risk for the network, so it is a particularly attractive 
target for attacks in the SDN architecture. The following meth-
ods can launch control plane attacks: attacking a controller, a 
northbound API, or a southbound API. There are two methods 
to launch infrastructure plane attacks. One is to attack some 
switches/routers; the other is to attack a southbound API. Some 
attackers, such as distributed denial of service (DDoS) attack-
ers, take advantage of botnets and other high-speed Internet 
access technologies, and the size of attacks has grown dramati-
cally. For example, the size was as high as 300 Gb/s in the 2013 
DDoS attack on Spamhaus. Therefore, traditional data analysis 
methods have many difficulties in defeating these attacks.

The application of big data analytics to mitigate security 
attack problems is becoming more and more attractive. The 
ability of big data analytics enables us to comprehensively ana-
lyze large volumes of disparate and complex data from differ-
ent sources in different formats. We can compare these data, 
perform anomaly detection, and combat cyber threats in real 
time. Multi-dimensional to ultra-high-dimensional data models 
can be built to accurately profile the data streams online, which 

allows detecting and even predicting security attacks in real 
time. Big data analysis can also provide correlation methods 
among heterogeneous security data. Furthermore, the machine 
learning methods for big data analytics have potential to suc-
cessfully defend against future attackers and detect anomalies.

SDN-Based Intra- and Inter-Data-Center Networks 
with Big Data
Data centers have gained popularity among service provid-
ers and network operators. This has been a cause of concern 
for data center networks because these applications require 
high-bandwidth low-latency low-energy-consumption net-
works. SDN can be a promising solution for maximal resource 
utilization in data centers. For the intra-data-center network, 
the authors of [14] propose an architecture called time-aware 
SDN (TASDN) in OpenFlow based optical networks. Depend-
ing on the arrival of requests to the data center, TASDN can 
coordinate big data applications by time factors and their 
response factors. The two key aspects of TASDN are:
1. It schedules the data center services with different delay 

requirements and optimizes the big data application stratum 
resources.

2. It can deliver the quick burst service provision of big data 
applications through centralized TASDN control and proce-
dure.
For the inter-data-center network, Zhang et al. present an 

enhanced SDN (eSDN) architecture for big data applications 
[15]. In the proposed architecture, eSDN performs not only 
path computing and flow table management, but also big data 
application service management and network information 
management. eSDN uses a transport controller instead of a 
network controller (NC) to meet the burst requirement of IP 
services from big data applications.

Both TSDN and eSDN for intra- and inter-data-center net-
works are typical examples of combining big data and SDN. 
Based on these works, in Fig. 5, we present an architecture of 
intra- and inter-data-center networks with big data and SDN, 
which also includes three layers: the infrastructure layer, data 
processing and control layer, and application layer. In the 
infrastructure layer, there are SDN switches and servers in 
the intra-data-center network. The different data centers are 

Figure 4. Potential attacks can be launched on the three layers of SDN.
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connected through SDN routers over an IP network, which 
form the intra-data-center network. In the control layer, there 
are several SDN controllers to manage the switches intra-da-
ta-center or the routers inter-data-center. The data control-
lers are in charge of scheduling data processing. All the SDN 
controllers are controlled by a network controller, while all 
the data controllers are controlled by a big data application 
controller. The network controller and data controller are 
regarded as a hybrid controller, which is the “brain” of the 
control layer. The application layer can provide various big 
data applications and networking applications through the 
programming interface.

Open Issues
There are many open issues that are still not well studied and 
need to be tackled by future research efforts. In this section, 
we discuss some of these open issues for joint design of big 
data and SDN.

Scalable Controller Management
When the network controller in SDN is used for big data 
applications, its performance could be degraded due to 
the rapid and frequent flow table update requests as well 

as big data transmission and processing. Accordingly, the 
network controller should be designed in such a way that it 
can accommodate larger flow tables and big data. Current 
network controller flow tables have around 8000 entries, 
which are insufficient for big data operations [3]. The design 
of a scalable network controller for big data applications 
needs further research. One possible solution is that a cluster 
of controllers can be used to solve the scalability in SDN. 
Another way to alleviate the scalability challenge is to employ 
parallel computation in multicore systems and improve I/O 
performance. In addition, the control plane elements can be 
distributed physically, but the centralized network-wide view 
can still be maintained.

Intelligent Flow Table/Rule Management
The main motivation of designing SDN/OpenFlow is to 
simplify the switching devices by separating the control 
plane from the forwarding plane, and transferring the 
intelligence to the control plane. In the joint design of big 
data and SDN, forwarding tables are sent to the switches 
in the network, and the switches utilize these forwarding 
rules to transfer data packets of big data applications. 
However, since these networking switches do not have 
any intelligence, they just send raw data packets to the 

Figure 5. SDN-based intra- and inter-data-center networks with big data.
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network controller. In other words, no data preprocessing 
is done in the switches, which results in heavy load in the 
controller. Therefore, some intelligence in the forwarding 
plane of SDN is of great importance for big data applica-
tions.

High Flexible Language Abstraction
A common high-level programming language in SDN is still 
missing for big data application development. Currently, dif-
ferent controllers use different programming languages. For 
example, POX uses Python, whereas Beacon uses Java. SDN 
requires a common programming language that should be 
able to adapt to frequent flow rule changes caused by big data 
applications.

Wireless Mobile Big Data
SDN has been studied for not only wired networks, but 
also wireless mobile networks, such as vehicle networks, 
cellular networks (e.g., 4G and 5G networks), and sen-
sor networks. SDN-enabled wireless mobile networks will 
bring some promising features, including easier deploy-
ment of new services, reduced management and operation-
al costs of heterogeneous technologies, efficient operation 
of multi-vendor infrastructures, increased accountability 
and service differentiation, and continuous and transpar-
ent enhancement of network operations. With the rapid 
development of wireless mobile networks, more data are 
now collected from mobile devices and networks. There-
fore, more research should be conducted to study the ben-
efits of SDN for big data applications in wireless mobile 
networks.

Conclusion
In this article, we first discuss the basic characteristics and 
new trends of big data and SDN. Then we present some good 
features of SDN (separation of the control and data planes, 
logically centralized control, global view of the network, abil-
ity of programming the network, etc.) that can benefit big 
data applications, including big data processing in cloud data 
centers, data delivery, joint optimization, scientific big data 
architectures, and scheduling issues. In addition, we show that 
big data can benefit various aspects of SDN, including traffic 
engineering, cross-layer design, defeating security attacks, 
and SDN-based intra- and inter-data-center networks. More-
over, we discuss some open issues for future research, such 
as scalable controller management, intelligent flow table/rule 
management, high flexible language abstraction, and wireless 
mobile big data.

To sum up, the joint design of big data and SDN can 
become a promising solution for big data networking. How 
to make full use of SDN’s advantages to improve the perfor-
mance of big data applications and how to utilize big data to 
make SDN work better and more effectively are urgent prob-
lems that need to be addressed. This article attempts to briefly 
explore the technologies related to the joint design of big data 
and SDN, and discuss future research that may be beneficial 
on these issues.
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