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Preface

Some 7 years ago, the First Edition of the Handbook of Memory Disorders was published. As
editors, we hoped to summarize the substantial progress that had been made in understanding
memory problems and in applying such knowledge to the assessment and treatment of
memory-disordered patients. We hoped that the Handbook would provide a useful resource
for our clinical colleagues and for the training of people entering the area. We approached
what we regarded as an outstanding array of potential contributors and were delighted to
find that they appeared to share our enthusiasm, producing some outstanding chapters. The
resulting Handbook seems to have been very successful, not only in its primary aim but also
in providing a valuable source for the wide range of people involved in memory research. The
field has continued to be extremely active, resulting in a clear need for revision. Furthermore,
our publishers were happy to extend the scope of an already substantial volume so as to
allow coverage of these new developments.

The new edition differs from the original in a number of important ways. First of all,
Fraser Watts, having moved out of the field, has relinquished his editorial role. His place
has been taken by Michael Kopelman: our names are listed in alphabetical order, reflecting
our joint and equal contributions to this volume. As on the first occasion, virtually every
contributor we asked agreed to take part in the project, with those who participated in the
first volume all preparing totally new chapters. In terms of content, we have kept most, but
not all, of the original topics but have split some into two separate chapters, as in the case
of visual and verbal short-term memory deficits, and Alzheimer’s disease and subcortical
dementia. Probably the most substantial change has been in our treatment of developmental
memory disorders, where a single chapter has been replaced by a whole section, comprising
an overview of the development of memory in normal children, chapters on specific memory
disorders and on general learning disability, and finally a chapter on the assessment and
treatment of children with memory problems. This change reflects the substantial growth of
research in this area, together with the encouraging tendency for it to establish clear links
with both mainstream cognitive psychology and research on memory deficits in adults.
Another area that has been extremely active in recent years has been that linking executive
deficits, often resulting from frontal lobe damage, to impaired memory performance. This
line of development is reflected in chapters on the role of the frontal lobes in memory, on
confabulation, and on the neuropsychological basis of false memory. The increased size of
the volume has also allowed us to include chapters on developments in closely related areas.
One of these includes a discussion of research on animals for the understanding of human
memory disorders, while a second reviews the development of computational modelling
approaches that are of relevance to the understanding of memory disorders. Finally, perhaps
the most pervasive change within the field in recent years has been the great increase in the



PREFACE Xiii

application of structural and functional imaging techniques to the study of memory and its
disorders. A chapter overviewing these is included to supplement the many references to
such techniques that occur in the various chapters.

We are happy to offer this new edition as a worthy successor to the first, and would
like to thank our contributors for responding so positively to the challenge of reviewing
this important and vital field. We would also like to thank Michael Coombs and Lesley
Valerio from John Wiley & Sons, Ltd. for encouraging the enterprise and keeping it afloat,
and various others who have made it happen, including Dee Roberts, Julia Darling, Claire
Hook, Catherine Charlton and Kristen Hindes.

ADB
MDK
BAW



Preface to the First Edition

One of the most striking features of the study of memory in recent years has been the extent
to which work on clinical populations of subjects has contributed to the understanding of
normal function. This has led to a large number of books and conference papers by and for
memory research workers. While this material is beginning to filter through to clinicians
and practitioners, the process has so far been a relatively slow one. The primary purpose
of the present Handbook is to speed up this process by encouraging our colleagues with
expertise in specific areas of memory deficit to summarize recent work in a way that will
make it accessible to the practising clinician.

The book has four components. It begins with a section containing two brief review chap-
ters concerned with the psychology and neurobiological basis of memory. This is followed
by three more specialized sections. The first of these describes a range of different types of
memory deficit, the second is concerned with issues of assessment of memory performance,
while the third is concerned with the clinical management of memory problems.

We attempted to bring together as strong an international team as we could, and were
delighted that our colleagues appeared to share our enthusiasm for the project and, almost
without exception, agreed to participate. In editing the book we have learned a great deal,
and in the process have become convinced that our research colleagues are likely to find
it just as useful as our more clinically orientated colleagues, in providing an up-to-date
account of the current state of knowledge in the area of memory disorders, a field that has
become so extensive that even the most diligent reader is unlikely to be able to keep fully
up to date outside his or her area of particular expertise.

We are grateful to Michael Coombs of John Wiley & Sons for convincing us of the
potential value of such an enterprise, and to Mrs Julia Darling, without whose efficient
administrative and secretarial help the book would not have been possible. Finally, we
would like to thank our contributors for finding time in their busy writing schedules to share
their expertise with a wider audience.

The psychology of memory has gained immeasurably from the study of patients; we
would like to think that this Handbook, by summarizing what has been learned and feeding
it back to our clinical colleagues, may represent a small step in the direction of repaying
that help.

ADB
BAW
FNW
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Theoretical Background







CHAPTER 1

The Psychology of Memory

Alan D. Baddeley
Department of Experimental Psychology, University of Bristol, UK

In editing the first edition of this Handbook, we declared the aim of making available the
substantial amount of information that had been acquired concerning memory deficits, not
only to researchers with a specific interest in the area but also to a wider audience, including
particularly clinicians for whom memory deficit is just one of many problems confronting
their patients. Rather than requiring each of our authors to provide an account of the concepts
underlying their study of memory, it seemed sensible to provide this information in a single
chapter. Hence, if you are already familiar with the psychology of memory, or indeed have
read the equivalent chapter in the previous edition, then I suggest you stop here. If not, then
I will try to provide a brief overview of the concepts and techniques that are most widely
used. Although it may not appear to be the case from sampling the literature, there is in
fact a great deal of agreement as to what constitutes the psychology of memory, much of it
developed through the interaction of the study of normal memory in the laboratory and of
its breakdown in brain-damaged patients. A somewhat more detailed account can be found
in Parkin & Leng (1993) and Baddeley (1999), while a more extensive overview is given
by Baddeley (1997), and within the various chapters comprising the Handbook of Memory
(Tulving & Craik, 2000).

THE FRACTIONATION OF MEMORY

The concept of human memory as a unitary faculty began to be seriously eroded in the
1960s with the proposal that long-term memory (LTM) and short-term memory (STM)
represent separate systems. Among the strongest evidence for this dissociation was the
contrast between two types of neuropsychological patient. Patients with the classic amnesic
syndrome, typically associated with damage to the temporal lobes and hippocampi, appeared
to have a quite general problem in learning and remembering new material, whether verbal
or visual (Milner, 1966). They did, however, appear to have normal short-term memory
(STM), as measured for example by digit span, the capacity to hear and immediately repeat
back a unfamiliar sequence of numbers. Shallice & Warrington (1970) identified an exactly
opposite pattern of deficit in patients with damage to the perisylvian region of the left
hemisphere. Such patients had a digit span limited to one or two, but apparently normal

The Handbook of Memory Disorders. Edited by A.D. Baddeley, M.D. Kopelman and B.A. Wilson
© 2002 John Wiley & Sons, Ltd.
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Figure 1.1 The model of human memory proposed by Atkinson & Shiffrin (1968). Reproduced
by permission from Atkinson & Shiffrin (1968)

LTM. By the late 1960s, the evidence seemed to be pointing clearly to a two-component
memory system. Figure 1.1 shows the representation of such a system from an influential
model of the time, that of Atkinson & Shiffrin (1968). Information is assumed to flow from
the environment through a series of very brief sensory memories, that are perhaps best
regarded as part of the perceptual system, into a limited capacity short-term store. They
proposed that the longer an item resides in this store, the greater the probability of its transfer
to LTM. Amnesic patients were assumed to have a deficit in the LTM system, and STM
patients in the short-term store.

By the early 1970s, it was clear that the model had encountered at least two problems. The
first of these concerned the learning assumption. Evidence suggested that merely holding
an item in STM did not guarantee learning. Much more important was the processing that
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the item underwent. This is emphasized in the levels-of-processing framework proposed by
Craik & Lockhart (1972). They suggested that probability of subsequent recall or recognition
was a direct function of the depth to which an item was processed. Hence, if the subject
merely noted the visual characteristics of a word, for example whether it was in upper
or lower case, little learning would follow. Slightly more would be remembered if the
word were also processed acoustically by deciding, for example, whether it rhymed with
a specified target word. By far the best recall, however, followed semantic processing, in
which the subject made a judgement about the meaning of the word, or perhaps related it
to a specified sentence, or to his/her own experience.

This levels of processing effect has been replicated many times, and although the specific
interpretation proposed is not universally accepted, there is no doubt that a word or expe-
rience that is processed in a deep way that elaborates the experience and links it with prior
knowledge, is likely to be far better retained than one that receives only cursory analysis.
The effect also occurs in the case of patients with memory deficits, making it a potentially
useful discovery for those interested in memory rehabilitation, although it is important to
remember that cognitive impairment may hinder the processes necessary for such elabora-
tion. Indeed, it was at one point suggested that failure to elaborate might be at the root of
the classic amnesic syndrome, although further investigation showed this was not the case
(see Baddeley, 1997; and Chapter 16, this volume, for further discussion).

A second problem for the Atkinson & Shiffrin model was presented by the data on STM
patients that had initially appeared to support it. Although such patients argued strongly for
a dissociation between LTM and STM, the Atkinson & Shiffrin model assumed that STM
was necessary, indeed crucial, for long-term learning, and indeed for many other cognitive
activities. In fact, STM patients appeared to have normal LTM, and with one or two minor
exceptions, such as working out change while shopping, had very few everday cognitive
problems.

This issue was tackled by Baddeley & Hitch (1974), who were explicitly concerned with
the relationship between STM and LTM. A series of experiments attempted to block STM
in normal subjects by requiring them to recite digit sequences while performing other tasks,
such as learning, reasoning or comprehending, that were assumed to depend crucially upon
STM. Decrement occurred, with the impairment increasing with the length of the digit
sequence that was being retained, suggesting that STM and LTM did interact. However, the
effect was far from dramatic, again calling into question the standard model. Baddeley &
Hitch proposed that the concept of a simple unitary STM be replaced by a more complex
system which they termed “working memory”, so as to emphasize its functional importance
in cognitive processing. The model they proposed is shown in Figure 1.2.

Working memory is assumed to comprise an attentional controller, the central executive,
assisted by two subsidiary systems, the phonological loop and the visuospatial sketchpad.
The phonological (or articulatory) loop is assumed to comprise a store that holds memory

Visuospatial Central Phonological
sketch-pad executive loop

Figure 1.2 The Baddeley & Hitch (1974) model of working memory. Reproduced by permis-
sion from Baddeley & Hitch (1974)
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traces for a couple of seconds, combined with a subvocal rehearsal process. This is capable
of maintaining the items in memory using subvocal speech, which can also be used to
convert nameable but visually presented stimuli, such as letters or words, into a phonological
code. STM patients were assumed to have a deficit in this system, whereas the remainder
of working memory was assumed to be spared (Vallar & Baddeley, 1984). Subsequent
research, based on STM patients, normal children and adults, and children with specific
language impairment, suggest that the phonological loop system may have evolved for the
purpose of language acquisition (Baddeley et al., 1998). A more detailed account of this
system and its breakdown is given in Chapter 12, this volume.

The visuospatial sketchpad (or scratchpad) is assumed to allow the temporary storage and
manipulation of visual and spatial information. Its function can be disrupted by concurrent
visuospatial activity and, as in the case of the phonological loop, our understanding has
been advanced by the study of neuropsychological patients. More specifically, there appear
to be separate visual and spatial components, which may be differentially disrupted. A more
detailed account of this system and the relevant neuropsychological evidence is given in
Chapter 13, this volume.

The third component of the model, the central executive, was assumed to provide an atten-
tional control system, both for the subsystems of working memory and for other activities.
Baddeley (1986) suggested that a good account of it might be provided by the supervi-
sory attentional system (SAS) proposed by Norman & Shallice (1986) to account for the
attentional control of action. They assume that much activity is controlled by well-learned
habits and schemata, guided by environmental cues. Novel actions that needed to respond
to unexpected situations, however, depended upon the intervention of the limited-capacity
SAS. This was assumed to be capable of overriding habits so as to allow novel actions in
response to new challenges. Slips of action, such as driving to the office rather than the su-
permarket on a Saturday morning, were attributed to the failure of the SAS to override such
habits. The problems in action control shown by patients with frontal lobe damage were
also attributed to failure of the SAS; hence, perseverative activity might reflect the failure
of the SAS to break away from the domination of action by environmental cues (Shallice,
1988).

Both Shallice himself and others have extended their account to include a range of poten-
tially separable executive processes, hence providing an account of the range of differing
deficits that may occur in patients with frontal lobe damage (Baddeley, 1996; Duncan, 1996;
Shallice & Burgess, 1996). Given the far from straightforward mapping of anatomical lo-
cation onto cognitive function, Baddeley & Wilson (1988) suggested that the term “frontal
lobe syndrome” be replaced by the more functional term, “dysexecutive syndrome”. For a
recent review of this area, see Roberts et al. (1998) and Stuss & Knight (2002).

The implications of frontal lobe function and executive deficit for the functioning of
memory are substantial, since the executive processes they control play a crucial role in the
selection of strategy and stimulus processing that has such a crucial influence in effective
learning. These issues are discussed in Chapters 15, 16 and 17, this volume.

More recently, a fourth component of WM has been proposed, the episodic buffer. This
is assumed to provide a multimodal temporary store of limited capacity that is capable of
integrating information from the subsidiary systems with that of LTM. It is assumed to
be important for the chunking of information in STM (Miller, 1956). This is the process
whereby we can take advantage of prior knowledge to package information more effectively
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and hence to enhance storage and retrieval. For example, a sequence of digits that comprised
anumber of familiar dates, such as 1492 1776 1945, would be easier to recall then the same
12 digits in random order. The episodic buffer is also assumed to play an important role
in immediate memory for prose, allowing densely amnesic patients with well-preserved
intelligence and/or executive capacities to show apparently normal immediate, although
not delayed, recall of a prose passage that would far exceed the capacity of either of the
subsidiary systems (Baddeley & Wilson, in press). It seems unlikely that the episodic buffer
will reflect a single anatomical location, but it is probable that frontal areas will be crucially
involved. For a more detailed account, see Baddeley (2000).

LONG-TERM MEMORY

As in the case of STM, LTM has proved to be profitably fractionable into separate compo-
nents. Probably the clearest distinction is that between explicit (or declarative) and implicit
(or non-declarative) memory. Once again, neuropsychological evidence has proved crucial.
It has been known for many years that densely amnesic patients are able to learn certain
things; e.g. the Swiss psychiatrist Claparede (1911) pricked the hand of a patient while
shaking hands one morning, finding that she refused to shake hands the next day but could
not recollect why. There was also evidence that such patients might be able to acquire mo-
tor skills (Corkin, 1968). Probably the most influential work, however, stemmed from the
demonstration by Warrington & Weiskrantz (1968) that densely amnesic patients were ca-
pable of showing learning of either words or pictures, given the appropriate test procedure.
In their initial studies, patients were shown a word or a line drawing, and subsequently
asked to identify a degraded version of the item in question. Both patients and control
subjects showed enhanced identification of previously presented items, to a similar degree.
This procedure, which is typically termed “priming”, has since been investigated widely in
both normal subjects and across a wide range of neuropsychologically impaired patients
(for review, see Schacter, 1994).

It has subsequently become clear that a relatively wide range of types of learning may
be preserved in amnesic patients, ranging from motor skills, through the solution of jigsaw
puzzles (Brooks & Baddeley, 1976) to performance on concept formation (Kolodny, 1994)
and complex problem-solving tasks (Cohen & Squire, 1980); a review of this evidence is
provided by Squire (1992). The initial suggestion, that these may all represent a single
type of memory, now seems improbable. What they appear to have in common is that
the learning does not require the retrieval of the original learning episode, but can be
based on implicit memory that may be accessed indirectly through performance, rather
than depending on recollection. Anatomically, the various types of implicit memory appear
to reflect different parts of the brain, depending upon the structures that are necessary for
the relevant processing. While pure amnesic patients typically perform normally across the
whole range of implicit measures, other patients may show differential disruption. Hence
Huntingdon’s disease patients may show problems in motor learning while semantic priming
is intact, whereas patients suffering from Alzheimer’s disease show the opposite pattern (see
Chapters 26 and 27, this volume).

In contrast to the multifarious nature and anatomical location of implicit memory systems,
explicit memory appears to depend crucially on a system linking the hippocampi with the
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temporal and frontal lobes, the so-called Papez circuit (see Chapter 2, this volume). Tulving
(1972) proposed that explicit memory itself can be divided into two separate systems,
episodic and semantic memory, respectively. The term “episodic memory” refers to our
capacity to recollect specific incidents from the past, remembering incidental detail that
allows us in a sense to relive the event or, as Tulving phrases it, to “travel back in time”. We
seem to be able to identify an individual event, presumably by using the context provided by
the time and place it occurred. This means that we can recollect and respond appropriately
to a piece of information, even if it is quite novel and reflects an event that is inconsistent
with many years of prior expectation. Learning that someone had died, for example, could
immediately change our structuring of the world and our response to a question or need,
despite years of experiencing them alive.

Episodic memory can be contrasted with “semantic memory”, our generic knowledge of
the world; knowing the meaning of the word “salt”, for example, or its French equivalent,
or its taste. Knowledge of society and the way it functions, and the nature and use of tools
are also part of semantic memory, a system that we tend to take for granted, as indeed did
psychologists until the late 1960s. At this point, attempts by computer scientists to build
machines that could understand text led to the realization of the crucial importance of the
capacity of memory to store knowledge. As with other areas of memory, theory has gained
substantially from the study of patients with memory deficits in general, and in particular
of semantic dementia patients (see Chapter 14, this volume).

While it is generally accepted that both semantic and episodic memory comprise ex-
plicit as opposed to implicit memory systems, the relationship between the two remains
controversial. One view suggests that semantic memory is simply the accumulation of
many episodic memories for which the detailed contextual cue has disappeared, leaving
only the generic features (Squire, 1992). Tulving, on the other hand, suggests that they
are separate. He regards the actual experience of recollection as providing the crucial hall-
mark of episodic memory (Tulving, 1989). It is indeed the case that subjects are able
to make consistent and reliable judgements about whether they “remember” an item, in
the sense of recollecting the experience of encountering it, or simply “know” that it was
presented, and that “remember” items are sensitive to variables such as depth of process-
ing, which have been shown to influence episodic LTM, while “know’ responses are not
(for review, see Gardiner & Java, 1993). If one accepts Tulving’s definition, then this
raises the further question of whether there are other types of non-episodic but explicit
memory.

Once again, neuropsychological evidence is beginning to accumulate on this issue, par-
ticularly from the study of developmental amnesia, a rather atypical form of memory deficit
that has recently been discovered to occur in children with hippocampal damage (Vargha-
Khadem et al., 2002; Baddeley et al., 2001). This is discussed in Chapter 24, this volume,
on development of memory. Such evidence, combined with a reanalysis of earlier neuropsy-
chological data, coupled with evidence from animal research and from neuroimaging, makes
the link between semantic and episodic memory a particularly lively current area of research
(see Baddeley et al., 2002, for a range of recent papers on this topic).

Despite considerable controversy over the details, Figure 1.3 shows what would rather
broadly be accepted as reflecting the overall structure of long-term memory. It should be
adequate for navigating through the subsequent chapters. If you are unfamiliar with memory
research, however, there are one or two other things that you might find useful, which are
discussed in the sections below.
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[Image not available in this electronic edition.]

Figure 1.3 The fractionation of long-term memory proposed by Squire (1992). Reproduced
by permission from Squire (1992)

STAGES OF MEMORY

Itis often useful to separate out three aspects of any memory system: encoding, the processes
whereby information is registered; storage, the maintenance of information over time;
and retrieval, which refers to the accessing of the information by recognition, recall or
implicitly by demonstrating that a relevant task is performed more efficiently as a result
of prior experience. Encoding is typically studied by varying the nature of the material
and/or the way that it is processed during learning. The effect of levels of processing is a
good example of this, where processing the visual characteristics of a word leads to a much
poorer subsequent recall or recognition than processing it in terms of meaning.

Storage is measured through forgetting. Somewhat surprisingly, although learning is in-
fluenced by a wide range of factors that compromise brain function temporarily or perma-
nently, rate of loss of information from memory appears to be relatively insensitive to either
patient type, or encoding procedures (Kopelman, 1985). While there have been suggestions
that patients whose amnesia stems from damage to the temporal lobes forget at a different
rate from those with hippocampal damage (e.g. Huppert & Piercy, 1979), this has not been
borne out by subsequent research (Greene et al. 1996; Kopelman, 1985), although it would
certainly be premature to conclude that patients never forget more rapidly (see e.g. Kapur
etal., 1997).

Given that information has been stored, if it is to be used then it must be retrieved, directly
in the case of explicit memory, or indirectly in the case of implicit memory, to have an impact
on subsequent performance. The two principal methods of memory retrieval involve recall,
in which case the subject is required to reproduce the stimulus items, or recognition. This
requires the subject to say whether a given item was presented or not (yes/no recognition) or
to choose the previously presented item from a set of two or more alternatives (forced-choice
recognition). Yes/no recognition performance will be influenced by the degree of caution
the subject applies. By saying “yes” to everything he/she can, of course, correctly categorize
all the targets while not necessarily indicating any memory. Such a subject would of course
be discounted, but more subtle differences in the level of caution applied in deciding on
whether an item was presented before (“old”), or has just been presented (“new”) may also
markedly influence performance.
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There are a number of procedures for dealing with different degrees of caution among
subjects. One is to apply a guessing correction, which assumes that the subject guesses on a
proportion of the items that are not remembered. On the assumption that the guess is equally
likely to be right or wrong, there are likely to be as many items correctly guessed (‘“hits”)
as those erroneously classed as “old” (“false alarms”). A guessing correction can then be
applied by simply deducting the total number of false alarms from the total hit score. An
alternative and slightly more complex way of dealing with the criterion is to utilize signal
detection theory, which yields two measures, one representing the hypothetical strength of
the memory trace, and the other the criterion of degree of caution employed by that subject
(Lockhart, 2000). With forced-choice procedures, all subjects are required always to choose
one item from each set, with the result that degree of caution does not become relevant. In
general, recognition is assumed to place a less heavy load on the retrieval processes than
recall, where it is necessary not only to discriminate “new” and “old” items but also to
produce them.

Probably the simplest recall measure is free recall, in which a sequence of items, typically
words, is presented, and the subject is required to recall as many as possible in any order
he/she wishes. When recall is immediate, the probability of a word being recalled correctly
is typically highly dependent on its serial position during presentation, with the first one
or two words enjoying a modest advantage (the primacy effect), the middle items showing
a relatively flat function, and the final words showing the best recall (the recency effect).
Even though recall is immediate, apart from the recency effect, overall performance in free
recall is principally dependent on LTM, with variables such as the imageability, frequency
and semantic associability of the words all influencing performance.

A frequent variant of free recall is to use groups of words from the same semantic
category; e.g. a 16 item list might have four animals, four flowers, four colours and four
professions. Even when they are presented in scrambled order, subjects tend to recall the
words in semantic clusters, indicating that they are using meaning as a basis for encoding
and retrieval. Such effects become stronger when the same list is repeated for several trials.
Indeed, even totally unrelated words will tend to be chunked into clusters that are seen as
meaningfully related to the person learning (Tulving and Patkau, 1962). In the case of prose,
initial level of recall performance tends to be set in terms of the number of word clusters or
chunks, rather than the absolute number of words recalled (Tulving & Patkau, 1962).

The recency effect tends to follow a very different pattern, being insensitive to a wide
range of variables that typically enhance LTM, but to be very sensitive to disruption by a
brief subsequent delay filled by an activity such as counting (Glanzer, 1972). The recency
effect was, and in some models still is, regarded as representing STM. However, recency
effects that broadly follow the same principles can occur over periods of minutes or even
days or weeks, as for example in the recall of rugby games played, or parking locations over
multiple visits to a laboratory (Baddeley & Hitch, 1977; da Costa Pinto & Baddeley, 1991).
It is also the case that a concurrent STM task, such as digit span, leaves the recency effect
intact, again suggesting the need for a more complex model (Baddeley & Hitch, 1974). One
view is that recency represents an implicit priming mechanism which may operate across
a range of different stores, some involving STM, others LTM (for discussion of this view,
see Baddeley & Hitch, 1993).

A slightly more complex LTM task involves serial recall, whereby the subject is presented
with a sequence of items, typically well beyond memory span, and required to recall them
in the order of presentation, with testing continuing either for a standard number of trials
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or until the subject has completely mastered the sequence. The serial position curve in this
case tends to be bowed, with maximum errors somewhere just beyond the middle. It was
used extensively in the 1940s and 1950s, but is less common now.

A popular method of testing LTM is through paired associate learning, whereby the
subject is required to link together a number of word pairs (e.g. “cow-tree”) and is tested
by being presented with the stimulus word “cow” and required to produce the response
“tree”. This technique forms a part of many clinical memory tests, which may contain pairs
that fit together readily, such as “cow-milk”, together with more arbitrary pairs, such as
“dog—cloud”. A particular variant of this of course is involved in learning a new vocabulary
word in one’s own (e.g. “lateen”, a kind of sail), or a second language (e.g. “hausrecker”,
grasshopper). Finally, more complex and realistic material may be used, as in the recall of
prose passages or complex visual scenes. These have the advantage of being closer to the
environment in which a patient might typically need to use memory. This leads on to a final
topic, namely that of everyday memory.

EVERYDAY MEMORY

For over 100 years there has been a tendency for memory research to be pulled in two
somewhat different directions. Ebbinghaus (1885) initially demonstrated that memory can
be studied objectively by simplifying the remembering task to that of rapidly repeating back
sequences of unfamiliar pseudowords, nonsense syllables. On the other hand, a more natural-
istic approach to psychology was advocated by Galton (1883) and subsequently developed
by Bartlett (1932), who required his subjects to recall complex prose passages, often involv-
ing unfamiliar material, such as legends from North American Indian culture. Open conflict
between these two approaches surfaced more recently with the claim by Neisser (1978) that
none of the interesting aspects of memory were being studied by psychologists, evoking
a counter-blast from Banaji & Crowder (1989), who claimed that most studies of everday
memory were trivial and uninformative. To some extent the controversy was an artificial one,
as unfortunately they often are in contemporary psychology. There is no doubt that investi-
gating the detailed nature of memory and producing precise testable models is most readily
pursued within the laboratory, with its degree of experimental control. On the other hand,
the everyday world and the clinic provide a fruitful source of problems, and a way of testing
the generality of laboratory-based theories. A model that can elegantly predict which of two
simple responses the subject will make in the laboratory may be of interest to the modelling
enthusiast, but unless it can be generalized to more ambitious and important questions, it
is unlikely to advance the study of memory. On the other hand, merely observing complex
and intriguing phenomena is equally unlikely to generate constructive scientific theory.

There have been two constructive responses to the real world—laboratory dilemma, one
being to attempt to generalize laboratory findings to complex real-world situations, and the
other being to identify phenomena in everyday life that are not readily accounted for by
current memory models. Examples of the first type include the previously described work
studying recency effects in the recall of parking locations or rugby games. The attempt to
extend laboratory-based recall studies from lists of unrelated words to the oral tradition of
memory for songs and poems is another such example (Rubin, 1995).

A good example of identifying a problem in the world that requires solution is that of
prospective memory, our capacity to remember to do something at a given time or place. It
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is typically when we forget to do things that we complain that our memories are terrible.
But despite its practical importance, it is far from clear how prospective memory works.
It certainly does require memory, since amnesic patients tend to be appallingly bad at it,
but young intelligent people are often not particularly good at remembering to do things at
the right time either. There is clearly an element of motivation, and almost certainly one of
strategy, in successful prospective memory. Elderly people tend to forget fewer appointments
than the young, partly because they know their memory is vulnerable and find ways to
support it, e.g. by writing things down, or by concentrating on the need to remember and
constructing internal reminders. Hence, despite making more prospective memory errors
than the young under laboratory conditions, in real life they may often make fewer errors.

For long a neglected topic, prospective memory is now a very active one, with studies
based on observational and diary measures now supplemented with a range of laboratory-
based methods. There is, I suspect, a danger that the more tractable laboratory tasks may
come to dominate this area, suggesting the need for a continued attempt to check their
validity outside the laboratory. My current suspicion is that prospective memory represents
a type of task that we require our memory system to perform, rather than itself reflecting
a single memory system or process. That does not, of course, make it any less important
or interesting, but does suggest that we are unlikely to reach any simple unitary theoretical
solution to the problems it raises.

One area in which the laboratory-based and everyday approaches to memory appear to
work effectively together is in the assessment of memory deficits. Traditional measures of
memory have tended to rely on classical laboratory techniques, such as paired associate
learning and the recall of complex figures, with measures tailored to patient use and then
standardized against normal control subjects. However, patients sometimes complain that
their problem is not in learning to associate pairs of words or remember complicated figures,
but rather in forgetting appointments and failing to remember people’s names, or the way
around the hospital. Sunderland et al. (1983) decided to check the validity of such standard
laboratory-based memory tests against the incidence of memory errors reported by patients
and their carers. They tested a group of head-injured patients and subsequently a group of
normal elderly subjects (Sunderland et al., 1983, 1986). They found that head injury and
age both led to a clear reduction in performance on the standardized tests, together with an
increase in memory complaints. However, there was no reliable association between reports
of memory errors by the patients or carers and performance on most of the objective tests,
with the only task showing a significant correlation being the recall of a prose passage.

Concerned with this problem herself, Barbara Wilson devised a memory test that at-
tempted to capture the range of problems reported most frequently by her patients, whose
memory deficits typically resulted from some form of brain injury, most frequently result-
ing from head injury or cardiovascular accident. She developed the Rivermead Behavioural
Memory Test (RMBT), which comprises 12 subcomponents, testing such features as the
capacity to memorize and recall a new name, recognition of previously presented unfamiliar
faces, and of pictures of objects, recalling a brief prose passage immediately and after a de-
lay, and the immediate and delayed recall of a simple route. The test also involves measures
of orientation in time and place, and some simple tests of prospective memory. The RMBT
proved sensitive to memory deficits and, in contrast to more conventional methods, corre-
lated well with frequency of memory lapses, as observed by therapists working with the
patients over a period of many hours (Wilson et al., 1989). In a study following up a group
of amnesic patients several years later, Wilson (1991) found that level of performance on the
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test accurately predicted capacity to cope independently, in contrast to more conventional
measures, such as the Wechsler Memory Scale—Revised.

The strength of the RBMT and of other tests using a similar philosophy, such as the
Behavioural Assessment of the Dysexecutive Syndrome Test (Wilson et al., 1996), typically
stems from their attempting to provide sensitive objective measures that simulate the real-
world problems typically confronting a patient. They are excellent for predicting how well
a patient will cope, but should not be regarded as a substitute for tests that attempt to give
a precise estimate of the various types of memory function. Such theoretically driven tests
are likely to be crucial in understanding the nature of the patient’s problems, and hence in
providing advice and help (see Chapter 28 on treatment, this volume). It is typically the
case, however, that patients feel more comfortable with material that appears to relate to
their practical problems, and this has led to a development of a number of theoretically
targeted tests that use naturalistic materials. The Doors and People Test of visual and verbal
recall and recognition (Baddeley et al., 1994) and the Autobiographical Memory Inventory
(Kopelman et al., 1990) are two examples.

CONCLUSION

The psychology of memory has developed enormously since the days when memory was
regarded as a single unitary faculty. The study of patients with memory deficits has played
a major role in this development, and seems likely to continue to do so.
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Neurobiological Foundations
of Human Memory

Daniel Tranel
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Memory refers to knowledge that is stored in the brain, and to the processes of acquir-
ing, consolidating and retrieving such knowledge (see Chapter 1). Memory is, arguably,
the most basic and important operation of the brain. Few cognitive processes, including
recognition, language, planning, problem-solving, decision-making and creativity, can op-
erate effectively without a contribution from memory. One only needs to see the tragedy of
Alzheimer’s disease, in which an impairment of memory reduces an individual to a com-
plete dependence on others, to appreciate how critical memory is for nearly every aspect of
our lives. And memory is just as pervasive in terms of its neural underpinnings—one could
say that virtually the entire brain is devoted to memory, in one way or another.

This chapter is built around the following organizing questions: What are the neurobi-
ological foundations of memory? Which neural structures play a role in memory? How
are different structures specialized for different kinds of memory and for different sub-
components of memory processes? In addressing these questions, our focus is on neural
systems, i.e. articulated collections of neuroanatomical units, such as varied cortical regions
and subcortical nuclei, each containing myriad neurons operating in concert to perform a
psychological function. The investigation of memory has proceeded along different levels
in neuroscience, ranging from the systems/cognitive level to cellular and molecular mech-
anisms. We begin with a brief review of some of the main findings from molecular and
cellular studies of memory, although a full review of this topic is outside the scope of this
chapter (see Chen & Tonegawa, 1997; Hawkins et al., 1998; Kandel et al., 2000; Martin
et al., 2000b; Micheau & Riedel, 1999; Shors & Matzel, 1997).

MOLECULAR AND CELLULAR BASIS OF MEMORY

Learning is generally defined as a relatively permanent change in performance caused by
experience. Investigations of memory at the level of molecules and cells have focused on
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the issue of what events occur in the brain when an organism learns something. Is there
some kind of modification in neurons, or in the connections between neurons, that takes
place as a result of learning? How is it that two stimuli can be associated with each other?
What types of signaling mechanims are used for such processes?

One of the most important early attempts to address these questions came from Donald
Hebb, who proposed in 1949 that the co-activation of connected cells would result in a
modification such that when a presynaptic cell fires, the probability of a postsynaptic cell
firingisincreased. In Hebb’s words, “When an axon of cell A is near enough to excite cell B or
repeatedly or persistently takes part in firing it, some growth or metabolic change takes place
in both cells, such that A’s efficiency, as one of the cells firing B, is increased” (1949, p. 62).
Hebb could not, at the time, specify exactly what was meant by “growths” or “metabolic
changes”, but the principle served as a very useful starting point and in fact it has become one
of most widely cited heuristics for neurobiological investigations of learning and memory.

At the molecular level, some important advances in the understanding of learning and
memory have come from the work of Eric Kandel and his colleagues (e.g. Kandel &
Schwartz, 1982; Hawkins et al., 1983). Kandel noted that the marine mollusc Aplysia califor-
nica had arelatively simple nervous system (containing approximately 10 000 neurons, com-
pared to the 10'2 or so neurons that are present in the human brain). Moreover, the neurons
are unusually large and easily identifiable, making Aplysia far more amenable to molecular-
and cellular-level studies than are vertebrates with infinitely more complex nervous systems.

The work in Aplysia was complemented by another set of investigations, which capitalized
on genetic manipulations to investigate the molecular and cellular bases of memory. The bulk
of the early studies in this domain focused on the organism Drosophila melanogaster (a fruit
fly), which is easy to culture, is prolific, has a short generation cycle, and makes hundreds
of single-gene mutations affecting varied traits, such as enzyme kinetics and neuronal
ion channel function. These features allowed many important discoveries regarding the
genetic dissection of learning and memory (e.g. Dudai, 1988; Tully, 1991). More recently,
investigations have focused on gene targeting and transgenic technologies in mutant mice, to
extend the understanding of the genetics of mechanisms that underlie synaptic plasticity and
the relationship of these synaptic mechanisms to activity-dependent neural development,
learning and megmory (e.g. Chen & Tonegawa, 1997).

Kandel’s work provided direct evidence that alterations of synaptic efficacy play a causal
role in learning, supporting the principle articulated by Hebb. Specifically, Kandel’s group
discovered that the behavioral habituation of the gill and siphon withdrawal reflex (areliable
behavioral preparation in Aplysia) was mediated by a reduction in transmitter release at a
defined synaptic locus (Castellucci & Kandel, 1974; Pinsker et al. 1970). Subsequently,
it was shown that habituation was accompanied by alterations in the morphology of elec-
trophysiologically identified synapses (Bailey & Chen, 1983). Modern work has identified
some of the signal transduction pathways that subserve plasticity in neuronal systems, and
that appear to play pivotal roles in the formation of memories. For example, it has been
shown that a learning event induces activation of a variety of kinases with specific time
courses; the early phase of memory formation appears to be dependent on the calcium
calmodulin-dependent protein kinase II, whereas the transformation of information from
short-term to long-term storage may depend on activation of both protein tyrosine kinases
and mitogen-activated protein kinases (for review, see Micheau & Riedel, 1999).

A critical discovery concerning the neurobiology of memory came in 1973, when the
phenomenon of long-term potentiation (LTP) was first reported (Bliss & Lomo, 1973).
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LTP is typically defined as a long-lasting increase in synaptic efficacy following high-
frequency stimulation of afferent fibers—in other words, an increase in a postsynaptic cell’s
excitability that lasts for hours, or even days or weeks, after a related presynaptic cell has
been stimulated with a high-frequency volley of pulses (known as a tetanus). As a specific
example, when the primary afferents of dentate granule cells in hippocampus are stimulated
with a tetanic stimulus, the depolarization potential of the postsynaptic cell is enhanced, and
this potentiation lasts for a considerable period of time. Investigation of the mechanisms
underlying LTP has been one of the most active areas of research in neuroscience over the
past two decades (for reviews, see Martin et al., 2000b; Shors & Matzel, 1997).

LTP was initially discovered in the hippocampus, which was already believed, based
on earlier studies in patient H.M. (see below), to serve a crucial role in memory. Along
with several other characteristics of LTP, including its rapid induction, persistence, and
correlation with natural brain rhythms, this led to wide acceptance of the notion that LTP
serves as a basic mechanism for learning in the mammalian brain. This idea received
additional support from a series of experiments by Richard Morris and colleagues (e.g.
Morris et al. 1990). Previously, most experiments investigating LTP had been done in vitro,
i.e. in a slice of hippocampal tissue kept alive in a nutrient bath. Morris et al. conducted their
experiments in awake, behaving animals. First, it was established that the hippocampus was
important for the learning of spatial information, e.g. in order for a rat to learn successfully
to swim to a submerged platform through an opaque water solution (known as the “water
maze test”), the rat must have an intact hippocampus (e.g. Morris et al., 1982). Then, Morris
et al. applied various doses of a substance known as AP5 (or APV), which blocks induction
of LTP in slice preparations, to rats performing the water maze test. This application blocked
the learning curve at the behavioral level, i.e. rats failed to acquire spatial knowledge about
the location of the submerged platform. Furthermore, the relationship was dose-dependent,
meaning that the more APS5 reached the hippocampus, the more diminished was the learning
curve. Morris et al. also demonstrated that the retardation of the behavioral learning curve
in the water maze task was directly congruent with the extent to which LTP was blocked in
the hippocampus. In other words, less LTP was correlated with poorer learning, and more
LTP was correlated with better learning. These results provided strong behavioral evidence
supporting the role of LTP in the cellular basis of learning.

Work on the molecular and cellular bases of memory has led to three general principles.
First, the findings suggest that information storage is intrinsic to sensorimotor pathways
mediating a particular learned behavior. Second, information storage is an alteration in the
efficacy of existing neural pathways. A corollary of this second principle is that overall
synaptic throughput can be enhanced by having more presynaptic terminals available to
release neurotransmitter. A third principle is that the detection of contiguity in classical
conditioning is a biological property of neurons. This property arises out of a capacity for
dual activation of adenylate cyclase, by a G-protein, which is believed to represent the
unconditioned stimulus in classical conditioning paradigms, and by calcium calmodulin,
which is believed to represent the conditioned stimulus. The consequence of the “allosteric”
modification of the adenylate cyclase is that its subsequent activation by unconditioned
stimuli will result in greater production of cAMP and, in turn, enhanced phosphorylation of
presynaptic K+ channels. Later conditioned stimuli will then cause even greater transmitter
release than occurs after presynaptic facilitation on its own.

Another important discovery at the molecular level includes the finding that glutamate
is an important neurotransmitter released by hippocampal afferents. It is an excitatory
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neurotransmitter for most pyramidal neurons, and it binds to three different receptor types
on the postsynaptic cell. One of them is known as the NMDA receptor, because it is activated
by the glutamate analog, N-methyl-D-aspartate. The NMDA receptor is a protein that has
binding sites for both glutamate and glycine, and also has a channel that opens to extracellu-
lar ions only when the cell is depolarized from its resting level by about 30 mV or more. This
property (i.e. a dual requirement for both receptor-site binding and previous depolarization
of the cell) implies that the NMDA receptor may act as a sort of conjunction detector. In other
words, the NMDA receptor might be one important cellular mechanism for LTP and associa-
tive learning. Convergent evidence comes from molecular studies showing that AP5, which
was alluded to earlier, blocks LTP in CA1 pyramidal cells by acting as an antagonist for
glutamate, competing for specific receptor sites on the NMDA receptor. Also, blocking ac-
tivation of the NMDA receptor with gene knockouts blocks LTP in CA1 (Tsien et al., 1996).
Finally, there is recent evidence indicating that nitric oxide (NO) is an important retrograde
messenger during LTP in hippocampus (e.g. Hawkins et al., 1998). Another molecule that
may serve arole as a retrograde messenger is carbon monoxide (CO) (e.g. Zhuo et al., 1993).

A few additional comments regarding research on the molecular and cellular basis of
memory are warranted. For one thing, it is important to note that, even with the intense
research efforts over the past few decades, many of the ideas in this domain remain open
to debate and most of the fundamental mechanisms have yet to be fully clarified. Even the
phenomenon of LTP, for example, which is widely accepted as a basic learning mechanism,
has been critically evaluated in regard to its role in learning; it has been proposed, for
example, that LTP may serve as a neural equivalent to an arousal or attention device in the
brain (Shors & Matzel, 1997), rather than as a learning mechanism per se. Shors & Matzel
note that there is little empirical evidence that directly links LTP to the actual storage of
memories, although it is probably true that no better mechanism has yet been postulated.
This position is elaborated by Martin et al. (2000b), who note that there are many data
supporting the notion that synaptic plasticity is necessary for learning and memory, but
very few data that support the notion of sufficiency.

TERMS AND DEFINITIONS

As outlined by Baddeley in Chapter 1, the process of memory formation is generally consid-
ered to have three basic steps: (a) acquisition; (b) consolidation; and (c) storage. Acquisition
refers to the process of bringing information into the brain and into a first-stage memory
“buffer”, via sensory organs and primary sensory cortices (e.g. visual, auditory, somatosen-
sory). Consolidation is the process of rehearsing knowledge and building a robust represen-
tation of it in the brain. Storage refers to the process of creating a relatively stable “memory
trace” or “record” of knowledge in the brain. It is important to note that the brain uses
dynamic records, rather than static, immutable memory traces. Moreover, such records can
be modified to reflect evolving experience. In a general sense, these records can be thought
of as sets of neuronal circuit changes which can be reactivated (see section on Theoretical
Framework, below).

Conscious remembering is the process of retrieving or reactivating knowledge in such
a way that it can become a mental image (as in recall and recognition). Another form of
“remembering” involves reactivation of knowledge in such a way that it can be translated into
amotor output, as in the movement of limbs or the vocal apparatus, or in autonomic activity.
These two forms of remembering have been distinguished both theoretically and empirically
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(Squire, 1992): declarative memory refers to knowledge such as facts and events that can
be brought into consciousness (and inspected in the “mind’s eye”), whereas nondeclarative
memory refers to knowledge that cannot be deliberately brought into consciousness and,
instead, is a collection of various motor skills, habits and conditioning.

PARADIGMS

The neurobiology of memory at systems level moved into the center stage of neuropsychol-
ogy and neuroscience about four decades ago, when the now-famous case of H.M. was first
described (Scoville & Milner, 1957). Following a bilateral resection of the mesial temporal
lobes that was done to control his seizures, H.M. developed a profound inability to learn
new factual (declarative) knowledge (Corkin, 1984; Milner, 1972; Milner et al., 1998). An-
other important case was the patient known as Boswell (Damasio et al., 1985). Following
herpes simplex encephalitis that damaged nearly all of the mesial and anterolateral parts
of his temporal lobes, Boswell developed one of the most profound amnesic syndromes
that has ever been described. Not only could Boswell not learn any new factual knowledge,
but he was also incapable of retrieving factual knowledge from his past. This latter feature
distinguishes Boswell from patient H.M., whose retrieval of knowledge acquired prior to
the time of his operation was deemed mostly intact.

Careful investigations of H.M. and Boswell, and of other patients with brain damage who
have been described over the years, have furnished a wealth of information about the neuro-
biology of memory. These studies exemplify what is known as the lesion method, in which
a documented area of brain damage is related to a carefully studied impairment of cogni-
tive function (Damasio & Damasio, 1989, 1997). The lesion method has been used with a
variety of patient populations, such as patients with herpes simplex encephalitis, cerebral
anoxia/ischemia and Alzheimer’s disease (Tranel et al., 2000b), and these investigations
have yielded many key discoveries about the neural basis of memory. Recently, findings
from lesion studies have been confirmed and expanded by investigations using functional
imaging techniques, including positron emission tomography (PET) and functional mag-
netic resonance imaging (fMRI). These techniques allow the monitoring of large neuronal
populations while subjects engage in various cognitive tasks (for review, see Cabeza &
Nyberg, 2000). In PET, regional blood flow is measured by marking the blood with a ra-
dioactive tracer (e.g. H,'>0); fMRI allows the measurement of local changes in the oxygen
levels of neural tissue. In this chapter, we review findings derived primarily from work us-
ing the lesion method, and incorporate new findings from the functional imaging literature
wherever pertinent. For some topics—working memory being a prime example—most of
the available evidence has been derived from functional imaging studies.

MEMORY SYSTEMS IN THE HUMAN BRAIN
Hippocampus and Related Structures
Anatomy

The mesial temporal lobe contains a number of structures that are critical for memory,
including the hippocampus, the amygdala, the entorhinal and perirhinal cortices, and the
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Figure 2.1 A dissection of the left cerebral hemisphere from the lateral aspect, revealing
the hippocampus (marked with an H) and related structures deep within the temporal lobe
(highlighted in white shading). Adapted by permission from Gluhbegovic & Williams (1980)

portion of the parahippocampal gyrus not occupied by the entorhinal cortex (Figures 2.1
and 2.2). Following the recommendations outlined by Zola (1997), the term “hippocampus”
is used to refer to the cell fields of the hippocampus proper and the dentate gyrus; the
term “hippocampal region” includes the hippocampus proper, the dentate gyrus, and the
subicular region; and the term “hippocampal formation” includes the hippocampal region
and the entorhinal cortex. This entire set of structures can be referred to conveniently as
the “hippocampal complex”, and collectively it comprises the key component of the mesial
temporal lobe memory system.

The different components of this system are highly interconnected by means of recur-
rent neuroanatomical circuits, e.g. the perirhinal and parahippocampal cortices provide
approximately two-thirds of the cortical input to the entorhinal cortex (Insausti et al. 1987;
Suzuki & Amaral, 1994), and the entorhinal cortex in turn provides the primary source
of cortical projections to the hippocampus and dentate gyrus (Suzuki & Amaral, 1994,
Van Hoesen & Pandya, 1975). The higher-order association cortices of the temporal lobe
receive signals from the association cortices of all sensory modalities, and also receive
feedback projections from the hippocampus. Some of these relationships are diagrammed
in Figure 2.3. The diagram illustrates how structures in the hippocampal complex have
access to, and influence over, signals from virtually the entire brain. Thus, the hippocampal
complex is situated strategically, from a neuroanatomical point of view, to create records
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Figure 2.2 The hippocampus (1-4; highlighted in gray overtones) and related structures
(5-10). Adapted by permission from Duvernoy (1988)

that bind together various aspects of memory experiences, including visual, auditory and
somatosensory information.

As alluded to earlier, the importance of the hippocampal complex for the acquisition of
new factual knowledge was discovered several decades ago, when the case of H.M. was
initially described, and in a general sense this can be considered the principal function of the
hippocampal complex. In short, the hippocampal complex is essential for creating records
of interactions between the organism and the world outside, as well as records of thought
processes, such as those engaged in planning. However, the precise computational operations
performed by the hippocampus remain to be fully clarified (Cohen & Eichenbaum, 1993;
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Eichenbaum, et al., 1992; Mishkin, 1978; Squire, 1992), and this remains an area of intense
scientific inquiry. It is still unclear, for example, to what extent and in what ways the
hippocampal complex participates in processes such as consolidation (McGaugh, 2000)
and encoding and retrieval (e.g. Gabrieli et al., 1998).

The case of H.M. also had some other lessons: because H.M. could hold information in
mind briefly (e.g. for a few seconds), it was clear that mesial temporal structures were not
necessary for “immediate” memory. It was shown, for example, that up to delays of about
40 s, H.M. could perform accurately in a delayed matching to sample paradigm (Sidman
et al., 1968). Also, H.M. was able to retrieve at least some information about his past,
suggesting that these structures were not the repository of all older memories. These ideas
have proved remarkably robust, and many of the general conclusions proposed by Milner and
colleagues many years ago (Milner, 1972; Milner et al., 1968) remain correct in their essence.
These principles and several related themes are developed in more detail immediately below.

Immediate Memory

Immediate memory refers to a type of memory that has a short duration (a minute or so) and
limited capacity (about 7 & 2 “chunks” of information); it is also known as “primary” or
“short-term” memory (see Chapter 1). (There is some new evidence for a kind of memory
termed “medium-term” memory, which may have a somewhat larger capacity than short-
term memory but still be “disposable”; see Melcher, 2001). The notion that the mesial
temporal lobe memory system is not crucial for immediate memory has been demonstrated
in compelling fashion in our patient Boswell, whose neuropsychological and neuroanatomi-
cal profiles have been published elsewhere (Damasio et al., 1985, 1989; Tranel et al., 2000b).
Despite complete bilateral temporal lobe damage and a profound amnesic syndrome that
prevents learning of any type of factual knowledge, Boswell has a completely intact im-
mediate memory, which covers about 45 s. That is, Boswell can retain information for up
to about 45 s; after that, the information disappears without a trace. If he is prompted to
rehearse repeatedly—say, every several seconds or so—he can continue to “hold” infor-
mation in his immediate memory span, but after enough time passes (and this need only
be a minute or so), whatever information he had “in mind” is completely gone; it is not
even possible to find evidence of priming, and extensive cuing is of no benefit. We have
probed this manifestation repeatedly over the 25 years that we have been studying this
patient, and the phenomenon is robust and completely reliable. Coupled with the original
observations of this effect in patient H.M. mentioned above (Sidman et al., 1968), these
findings provide definitive support for the idea that the hippocampal complex is not involved
in immediate memory. In fact, there is a remarkable similiarity between H.M. and Boswell
in terms of the time window that appears unaffected by their bilateral hippocampal lesions;
both patients can hold information for about 40-45 s, whereafter, without rehearsal, it will
vanish.

Retrograde Memory

The idea that the hippocampal complex is not the repository of old memories, and is not
crucial for retrieving knowledge that had been acquired and consolidated prior to the onset
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of brain damage, was advanced initially by Milner and colleagues on the basis of studies
of H.M. (Milner, 1972). This idea has been refined over the years, in light of additional
evidence, but its essence remains a cornerstone in most published accounts of models
of memory (in a careful consideration of the key evidence available to date, Nadel &
Moscovitch, 1997, challenged this idea, pointing out that the hippocampus and related
structures probably are required for recovering remote memories, especially autobiograph-
ical ones. Nadel & Moscovitch acknowledged that various types of semantic knowledge
retrieval may be relatively independent of hippocampal function). What can be said for
sure is that the hippocampal complex is not necessary for permanent memory storage and
retrieval of all types of knowledge, since extensive damage to this system does not prevent
patients from retrieving old, remote memories of many types, e.g. the hippocampal system
appears to have only a temporary role in the formation and maintenance of at least some
aspects of declarative memory (Alvarez & Squire, 1994; Squire, 1992; Zola-Morgan &
Squire, 1993); permanent memory is established in other brain regions, most likely the neo-
cortices (see below). These conclusions are supported by data showing that some patients
with bilateral hippocampal damage have a temporally-graded defect in retrograde memory
(Rempel-Clower et al., 1997; Victor & Agamanolis, 1990; but see Nadel & Moscovitch,
1997, for alternative interpretations of these data); i.e. there may be a defect for memo-
ries acquired close in time to the onset of the brain injury, but the farther back one goes
in the autobiography of the patient, the more intact memory will become. Circumscribed
hippocampal damage may produce no retrograde amnesia whatsoever (Zola-Morgan et al.,
1986). Studies in nonhuman animals have also provided consistent support for this idea,
showing in nearly all cases a clear temporal gradient in retrograde amnesia, whereby mem-
ory performance steadily improves the farther back in time one goes from surgical removal
of mesial temporal structures (for review, see Milner et al., 1998).

Amnesia Severity is Correlated with Extent of Damage
to Mesial Temporal Lobe

The importance of mesial temporal lobe structures for factual learning is also supported by
the fairly robust relationship between the degree of structural damage in these structures
and the extent of memory impairment (e.g. Corkin et al., 1997; Squire & Zola, 1996; see
also Bachevalier & Meunier, 1996). Studies in patients with anoxia/ischemia have been
particularly informative in this regard (Tranel et al., 2000b). When damage is limited to the
hippocampal region, and even to specific subregions within the hippocampus (particularly
the CAL field), the degree of amnesia is relatively mild and circumscribed. Lesions that affect
more of the mesial temporal region, e.g. the hippocampus plus entorhinal cortex, produce a
more severe memory impairment. And even more extensive damage, that affects structures
such as the perirhinal cortex and more of the parahippocampal gyrus in addition to the
entorhinal cortex and hippocampal region, tends to produce an even more severe amnesia.
This relationship holds for both the human cases and for monkeys with surgically-induced
mesial temporal lesions (for review, see Squire & Zola, 1996). In the post mortem studies
available to date, it has been shown that the critical region affected by anoxia/ischemia is
the CAL field of the hippocampus (Rempel-Clower et al., 1996; Zola-Morgan et al., 1986).
As noted, the extent of neuronal damage in this region tends to be well correlated with the
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degree of memory impairment, and in cases of relatively limited anoxia/ischemia this may
be the only region that shows cell loss.

Material-specific Memory Impairments

Another strong consensus regarding the mesial temporal lobe memory system is that there is
a laterality effect, whereby the left-sided system mediates memory for verbal material, and
the right-sided system mediates memory for nonverbal material (Milner, 1971). That is, the
left- and right-sided hippocampal complexes, although roughly comparable in anatomical
terms, have major differences in their functional roles, differences which parallel the typi-
cal functional arrangement of the brain, whereby most individuals develop left-hemisphere
specialization for language, and right-hemisphere specialization for spatial and nonlinguis-
tic abilities. Thus, unilateral damage to the left hippocampal complex will tend to produce
disproportionate impairments in the learning of verbally-coded material (e.g. names, verbal
facts), whereas unilateral damage to the right hippocampal complex will tend to produce
disproportionate impairments in the learning of nonverbal material, such as faces, geo-
graphical routes, melodies and spatial information (e.g. Barrash et al., 2000; Milner, 1971;
Tranel, 1991). These patterns are known as “material-specific memory impairments”, and
the basic findings have now been replicated in functional imaging studies (Brewer et al.,
1998; Wagner et al., 1998), although there is some indication from the functional imaging
literature that mesial temporal lobe activations are left-lateralized for verbal material and
bilateral for nonverbal material (Grady et al., 1998). Also, it has been shown that mesial
temporal lobe activation is especially pronounced for spatial material (e.g. Maguire et al.,
1998), such as route-finding and spatial location, a result that is consistent with recent
findings from lesion work (Barrash et al., 2000). There is some evidence that the poste-
rior aspect of the mesial temporal lobe region may be more involved in memory encoding
processes, while the anterior aspect is more involved in memory retrieval processes (for
reviews, see Gabrieli et al., 1998; Schacter & Wagner, 1999; Wagner et al., 1999); however,
this is not a well-established finding, and other conclusions have been reached on the basis
of meta-analyses of the available evidence (e.g. Lepage et al., 1998).

Declarative vs. Non-declarative Memory

As noted earlier, the hippocampal complex is crucial for the learning of material that is
declarative in nature, i.e. information that can be “declared” and “brought to mind”. This
includes items such as words, names and faces; in essence, material that comprises the
conscious recollection of facts and events, and that is propositional—it can be either true
or false. The hippocampal system, however, does not appear to be critical for learning
that is of the type known as “nondeclarative”. Nondeclarative memory refers to changes
in performance that result from experience, but which are not accessible to, or available
in, conscious recall. Thus, acquisition of motor skills, habits and certain forms of condi-
tioned responses and priming effects are largely independent of hippocampal function, and
can proceed successfully even when the mesial temporal lobes are extensively damaged
(exceptions to this general statement have been reported; e.g. Ostergaard, 1999; see also
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Figure 2.4 The diagram indicates various neural structures thought to be important for differ-
ent types of declarative and nondeclarative memory. Reproduced by permission from Milner
etal. (1998)

Gooding et al., 2000, who noted that word priming does not represent a type of memory
function that is spared in amnesia). With regard to the independence of motor skill learn-
ing from the hippocampal system, the phenomenon was first reported by Milner (1962) in
patient H.M., using a mirror drawing task, and it has been replicated in many other patients
with mesial temporal damage and severe amnesia for declarative information (e.g. Cohen &
Squire, 1980; Gabrieli et al. 1993; Tranel et al., 1994; Warrington & Weiskrantz, 1968).
The independence of nondeclarative memory from the mesial temporal lobe system has also
been supported in functional neuroimaging studies (for review, see Gabrieli et al., 1998).
The neuroanatomical and behavioral distinctions between declarative and nondeclarative
memory are diagrammed in Figure 2.4.

Other Temporal Lobe Structures
Anatomy

Temporal lobe structures outside the mesial temporal region also play important roles in
memory, albeit different from the role played by the hippocampus and related mesial tem-
poral structures. These structures include anatomical units in anterior, inferior and lateral
portions of the temporal lobes (Figure 2.5), which we refer to collectively as the “nonmesial
temporal region”. Included are cortices in the temporal pole (Brodmann area 38), the in-
ferotemporal region (Brodmann areas 20/21, 36, part of 37) and the region of transition
between the posterior temporal lobe and the inferior occipital lobe (Brodmann area 37).



NEUROBIOLOGICAL FOUNDATIONS 29

Figure 2.5 Lateral (A, left hemisphere; B, right hemisphere) and inferior (C) views of the
cerebral hemispheres of a normal brain (reconstructed in three dimensions from MR data, using
Brainvox, as described in Frank et al., 1997). The regions shaded in white, which we refer to
collectively as the “nonmesial” temporal region, are of particular importance for retrograde
memory

Retrograde Memory

It was noted earlier that mesial temporal lobe structures are probably not the repository of
all types of older memories, i.e. information that was acquired at remote points in time, prior
to the onset of brain injury (Figure 2.6). In many respects, nonmesial temporal structures
can be considered to comprise such a repository, i.e. these structures appear to hold records
for knowledge that was learned previously and that has been stored as part of long-term
memory, what is commonly known as retrograde memory. Evidence from lesion studies has
supported this notion, e.g. when nonmesial temporal lobe structures are damaged bilaterally,
patients demonstrate severe impairments in retrieval of retrograde memory (e.g. Kapur
et al., 1992, 1994; Kopelman, 1993; Markowitsch et al., 1993a, 1993b; O’Connor et al.,
1992). When such lesions spare the mesial temporal region, the patients may demonstrate
preservation of anterograde memory, thus displaying a pattern that is a sort of cognitive
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Figure 2.6 The diagram shows the distinction between retrograde memory (so-called “old”
memories) and anterograde memory (so-called “new” memories), which is demarcated by the
time point of onset of brain injury. Reproduced by permission from Markowitsch (2000)

and neuroanatomical mirror image to that of patient H.M. (e.g. Kapur et al., 1994; for
review, see Hodges, 1995). The comparison of cases H.M. and Boswell also supports this
notion: as noted earlier, Boswell has, unlike H.M., a severe deficit in retrograde memory,
and this deficit has been attributed to Boswell’s nonmesial temporal lesions (which H.M.
lacks). We hasten to add, though, that this picture is quite complex, and it cannot be claimed
that there is a simple isomorphic relationship, whereby the hippocampal system is linked
with anterograde memory whilst the nonmesial temporal system is linked with retrograde
memory. Infact, in a recent review of the relevant literature, Kopelman (2000) noted that
there is very little convincing evidence for “focal” retrograde amnesia.

We recently had an opportunity to conduct a strong test of this notion in a patient who
sustained partially “reversible” bilateral temporal lobe lesions (Jones et al., 1998). The
patient was a 70 year-old woman with limbic encephalitis. Shortly after the onset of her
condition, neuropsychological investigation revealed severe multimodal anterograde and
retrograde memory impairments. An ['®F] fluorodeoxyglucose (FDG) resting PET scan at
this same epoch revealed cortical hypometabolism that was especially pronounced in right
anterolateral temporal structures. Two years later, the patient showed marked resolution of
her retrograde memory defect, with persistent anterograde memory impairment. A repeat
FDG resting PET showed improved metabolism in the anterolateral temporal cortex, but
metabolism in both mesial temporal regions had declined markedly. In sum, striking re-
covery of retrograde memory, but not anterograde memory, occurred in conjunction with
improvement in anterolateral temporal metabolism and despite reduction in mesial tempo-
ral metabolism. These findings provide further support for the notion that mesial temporal
structures are not the repository of retrograde factual knowledge, and for the idea that antero-
lateral temporal lobe structures are critical for the retrieval of retrograde factual knowledge.

The Left- and Right-sided Systems

Lesion studies have generally supported a conventional laterality effect in regard to non-
mesial temporal lobe structures, whereby left-sided structures are more important for
verbally-coded material, whereas right-sided structures are more important for nonverbal,
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visuospatial material (e.g. O’Connor et al., 1992; for review, see Markowitsch, 1995). Two
HSE cases published recently by our group also support this idea: one patient had a unilateral
left anterolateral temporal lesion and impaired retrieval of verbal information (particularly
names of concrete entities), with spared retrieval of nonverbal knowledge; a second pa-
tient had a unilateral right anterolateral temporal lesion and impaired retrieval of nonverbal
knowledge, with relative sparing of retrieval of verbal information (see cases LR488 and
FR1465, respectively, in Tranel et al., 2000b).

The weight of the available evidence also points to another asymmetry in the roles played
by nonmesial temporal structures in retrograde memory, especially memory for episodic,
unique, autobiographical information. Specifically, there is consistent support for the idea
that structures on the right are more critical for this type of knowledge than are structures
on the left. Moreover, the evidence suggests that right-sided nonmesial temporal structures
operate in concert with interconnected right prefrontal cortices to subserve the retrieval of
unique, factual memories, especially for autobiographical knowledge. This idea has received
impressive support from both lesion and functional imaging studies (Calabrese et al., 1996;
Fletcher et al., 1997; Jones et al., 1998; Kroll et al., 1997; Levine et al., 1998; Nyberg et al.,
1996; O’Connor et al., 1992; Tranel et al., 2000b). It remains an open question as to what
the specific contributions of temporal vs. frontal structures may be—one suggestion is that
frontal cortices may play an important role in the “connectedness” or “interrelatedness” of
unique memories in space and time, and in the methods of memory search utilized in effortful
retrieval, whereas temporal cortices are more important for “holding” specific knowledge
of facts and events (Calabrese et al., 1996; Jones et al., 1998; Markowitsch, 1995).

Unique and Nonunique Knowledge

An important principle regarding the organization of memory in nonmesial temporal struc-
tures is that there is a gradient of specialization that corresponds to the level of specificity
of material, i.e. its uniqueness. In general, this gradient follows a posterior—anterior axis,
along which there is an increasing level of specificity associated with more anterior parts of
the nonmesial temporal cortices. Specifically, material that is acquired, stored and retrieved
at a nonunique level is supported predominantly by structures situated more posteriorly
in the nonmesial temporal region, whereas material that is acquired, stored, and retrieved
at a unique level is supported predominantly by structures situated more anteriorly in the
nonmesial temporal region.

This principle can be illustrated by taking the example of name retrieval. Retrieval of
names for nonunique entities, such as animals or tools, is associated with structures in the
inferotemporal region (IT), formed primarily by the lateral and inferior aspects of Brodmann
areas 20/21,36, and 37 (see Figure 2.5). These items are normally learned and remembered at
nonunique level, or what is known as the “basic object level”. Hence, one learns to recognize
and to name animals, e.g. “raccoon” or “pig”; normally, there is no requirement to identify
a specific example of one individual raccoon or pig. The same applies to the category
of tools/utensils: we use and name artifacts such as pencils, hammers and spoons with no
demand for recognition of such items as specific, unique exemplars. By contrast, the retrieval
of names for unique entities, such as persons or landmarks, is associated with structures
in the anteriormost aspect of the nonmesial temporal region, especially the temporal pole
(TP; Brodmann area 38). Consider, for example, the category of unique persons: here, there



32 D. TRANEL & A.R. DAMASIO

is typically a requirement for recognition and naming at a specific, unique level. Thus, we
identify known individuals as unique exemplars, e.g. “Bill Clinton”, “Tiger Woods”, “Eric
Kandel”. As another example, we recognize and name many geographical entities at unique
level, e.g. “Iowa”, “the Sear’s Tower”, “Old Faithful”. In these categories—unique persons
and places—it is insufficient to operate at a more superordinate level, e.g. it does not suffice
to recognize one’s boss as simply “a man” or one’s hometown as simply “a mid-western
city”.

The association of name retrieval with structures in the left IT and TP regions, and
the gradient of specialization related to level of uniqueness articulated above, have been
supported by lesion studies (Damasio et al., 1996; Tranel et al., 1997a, 1998), and also
by studies using electrophysiological (Nobre et al., 1994; Ojemann, 1991) and functional
imaging (Damasio et al., 1996; Grabowski et al., submitted; Martin et al., 1995; Raichle
et al., 1994; Silveri et al., 1997) techniques. The retrieval of conceptual knowledge for
concrete entities—i.e. knowledge about what things are, or their meaning, independent of
what they are called—has also been associated with neural units in the IT and TP regions
and with structures in the vicinity of these regions, especially in the occipitotemporal region.
Moreover, there is considerable evidence supporting a certain degree of category-specificity
in regard to which neural regions correspond to particular categories of entities. In a lesion
study, for example, we demonstrated that the retrieval of concepts for unique persons is
associated with right temporal polar structures, the retrieval of concepts for animals is
associated with right mesial occipital/ventral temporal structures, as well as the left mesial
occipital region, and the retrieval of concepts for tools is associated with structures in
the left occipital-temporal-parietal junction (Tranel et al., 1997b). Many of these findings
have been reviewed in recent publications (Caramazza, 2000; Forde & Humphreys, 1999;
Gainotti et al., 1995; Humphreys & Forde, 2000; Martin et al., 2000a).

Modality-specific Early Sensory Cortices

Each of the cortices related to primary sensory modalities (e.g. visual, auditory, somatosen-
sory) has associated with it a band of adjacent cortex that is termed a “primary association
area”, and these association cortices appear to play an interesting supportive role in mem-
ory. Take, for example, the visual modality. Cortices in the lingual and fusiform gyri,
immediately adjacent to primary visual cortex in the inferior mesial occipital lobe, contain
important neural units for the processing of color and form, as shown by both lesion (e.g.
Rizzo et al., 1993) and functional imaging (e.g. Chao & Martin, 1999; Clark et al., 1997)
studies. Moreover, it has been shown that within these sectors, the processing of different
components of visual information, e.g. color and motion, can be segregated (e.g. Cavanagh
et al., 1998; Heywood et al., 1998; for review, see Tranel, 2001a).

These regions have an intriguing functional design feature. Specifically, it appears that
the same association cortices used for the perception of information are used for the recall
of the information, e.g. when that information is retrieved via mental imagery (e.g. Kosslyn,
1994). The basic idea is that when vivid remembering occurs—e.g. when you bring into your
“mind’s eye” the visual image of a highly familiar face or place, or into your “mind’s ear”
the auditory image of one of your favorite songs—the same cortices are utilized as are used
when you perceive these stimuli from the world outside. This notion is not new (cf. James,
1893) and it has remained somewhat controversial (e.g. Farah, 1988; Goldenberg, 1998).
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However, the weight of recent experimental findings points strongly to the correctness of
the basic principle, e.g. in an elegant fMRI study by Wheeler et al. (2000) it was shown that
the retrieval of vivid visual images activated cortices in the left ventral fusiform region that
are associated with the perception of object properties, such as shape, color and texture,
and bilateral dorsal regions near the precuneus that are associated with the perception of
spatial properties of objects. A similar effect was obtained for the retrieval of vivid auditory
images: this task activated regions near the superior temporal gyrus that are known to be
involved in the perception of auditory stimuli. Wheeler et al. interpreted their findings as
suggesting that the retrieval of vivid visual and auditory information can be associated with
a reactivation of some of the same sensory regions that were activated during perception of
that information, a conclusion that is consistent with other recent studies of this issue (e.g.
D’Esposito et al., 1997; Kreiman et al., 2000a; Kosslyn et al., 1999; Zatorre et al., 1996).

Amygdala

The role of the amygdala in memory has been equivocal. Lesion studies in nonhuman
primates yielded conflicting results—some studies reported that that amygdala is critical
for normal learning (e.g. Mishkin, 1978), while others indicated that the amygdala does
not play a critical role in learning (e.g. Murray & Gaffan, 1994; Zola-Morgan et al., 1989).
Studies in humans failed to resolve this issue, as it remained unclear to what extent memory
impairments could be reliably and unequivocally associated with amygdala damage (e.g.
Nahm et al., 1993; Tranel & Hyman, 1990). While there is considerable circumstantial
evidence that the amygdala ought to have a role in memory—e.g. the demonstration of
LTP in the amygdala (Clugnet & LeDoux, 1990), its connectivity (Amaral et al., 1992)
and its clear role in associative learning in nonhuman animals (e.g. Davis, 2000; Gallagher,
2000)—the literature on human subjects with amygdala damage revealed an impressive
absence of memory impairments in most of the relevant cases (e.g. Aggleton, 1992). In
short, in humans there is a remarkable paucity of convincing evidence that the amygdala
plays a key role in learning and memory for conventional declarative types of knowledge.

There is, however, one theme that has received considerable empirical support in recent
years, and that helps clarify the role of the amygdala in memory: specifically, the amygdala
has an important role in emotional memory. This literature was accumulated first in nonhu-
man animals, where a large number of studies demonstrated that the amygdala is critically
important for the acquisition and expression of emotional memories (Bianchin et al., 1999;
Cahill & McGaugh, 1998; McGaugh et al., 1992). Moreover, the amygdala appeared to
play a critical role during a narrow and highly specific time window, viz. immediately after
acquisition and for a short duration of time thereafter, and these findings have been inter-
preted as supporting the idea that the amygdala has a specific role in consolidation processes
of motivated learning that are influenced by emotional arousal (Cahill & McGaugh, 1998;
McGaugh, 2000). Other studies indicated that the amygdala exerts a modulatory effect
on secondary structures, including the hippocampus, that are directly involved in memory
consolidation (McGaugh et al., 1996; Roozendaal et al., 1999).

Building on this background, recent studies in humans have also begun to yield convergent
evidence that the amygdala plays a key role in emotional memory. These studies capitalized
on a basic and robust memory effect that had been previously established in experimental
psychological studies of normal individuals. Specifically, when subjects are asked to learn
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various types of material, there is normally a marked enhancement of recognition and recall
when the material comprises highly aversive, emotionally arousing stimuli (e.g. Burke
et al., 1992), an effect that fits well with naturalistic observations that memory for salient
information is often enhanced by emotional arousal (Winograd & Neisser, 1992). In several
case studies of subjects with bilateral amygdala damage, it has been shown that these subjects
fail to demonstrate this effect of memory enhancement with aversive, highly arousing
stimuli, i.e. the subjects do not remember emotionally charged stimuli any better than
stimuli that are emotionally neutral (e.g. Adolphs et al., 1997; Cahill et al., 1995; Phelps
et al., 1998). Convergent evidence was provided by functional imaging studies, which
showed that amygdala activation at the time of stimulus acquisition correlated positively
with how well those same stimuli were remembered at a later juncture, but only in those
cases where the stimuli were emotionally highly arousing (Cahill et al., 1996; Hamann
etal., 1999). In sum, several lines of evidence converge on the conclusion that the amygdala
aids in the potentiation of memory traces for emotionally arousing stimuli during their
acquisition and consolidation into long-term declarative memory.

The influence of emotion on declarative memory, and the role of the amygdala in this
process, have been clarified further in other recent studies, e.g. we showed that emotionally
arousing stimuli were remembered better than neutral stimuli, but only after a significant
time delay (Adolphs et al., 2000). Specifically, memory performance after a 30 min delay
failed to reveal any effect for emotionally arousing stimuli; after a 24 h delay, however, the
effect emerged clearly, in that there was clear superiority of memory for emotional stimuli.
This finding is intriguing in light of other evidence that has shown that the amygdala is
especially active during REM sleep (Maquet et al., 1996), a state that may play a key role in
memory consolidation (Stickgold, 1999). Also, there is an emerging picture suggesting that
both the left and right amygdala participate substantially in mediating the effect of emotional
arousal on memory; however, the specific contributions or mechanisms of each amygdala
may differ (Adolphs et al. 2000; Cahill et al., 1996; LaBar & Phelps, 1998; Lane et al., 1997)
and bilateral amygdala damage may be required to abolish the effect altogether (Adolphs
et al., submitted). Finally, it should be noted that the basic theme in this literature—that the
amygdala plays an important role in declarative memory when the material is emotionally
charged—is quite consonant with another series of lesion studies demonstrating a key role
for the amygdala in the recognition of emotional facial expressions, especially negative
ones (Adolphs et al., 1994, 1995, 1996, 1999a; Calder et al., 1996; Young et al., 1996), in
recognizing emotional arousal (Adolphs et al., 1999b) and in processing affective and social
cues from facial expressions and other visual stimuli (Adolphs & Tranel, 1999; Adolphs
etal., 1998; for review, see Adolphs & Tranel, 2000). The notion of an important role for the
amygdala in processing emotion—especially unpleasant emotion—has received additional
support from functional imaging studies, which have shown that visual (e.g. Breiter et al.,
1996; Morris et al., 1998; Whalen et al., 1998), auditory (Phillips et al., 1998), olfactory
(Zald & Pardo, 1997), and gustatory (Zald et al., 1998) stimuli all appear to engage the
amygdala when signaling unpleasant and arousing emotions.

Frontal Lobes

Traditionally, the frontal lobes have not been considered to contain neuroanatomical sys-
tems essential for basic forms of memory, and it is true that many patients with frontal
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Figure2.7 Lateral views of the left (A) and right (B) cerebral hemispheres, showing dorsolateral
prefrontal regions (shaded in white) that have been associated with working memory (verbal
working memory for left-hemisphere structures; spatial working memory for right-hemisphere
structures) and with processes involved in encoding and retrieval

lobe damage are free of conventional memory deficits. Nonetheless, frontal lobe systems
clearly play at least a secondary role in various types of memory, via their involvement in
processes such as attention, encoding and problem-solving (cf. Shimamura et al., 1991).
Also, a rapidly growing body of literature based largely on functional imaging proce-
dures has now demonstrated quite compellingly that certain sectors of the frontal lobes
are of primary importance for one particular type of memory, viz. working memory. Some
of the main conclusions regarding the role of the frontal lobes in memory are reviewed
below.

Dorsolateral Prefrontal Region

The dorsolateral prefrontal sector includes the expanse of cortex and attendant white matter
on the convexity of the hemispheres in the frontal lobes (Figure 2.7). The dorsolateral
prefrontal region plays an important role in working memory. “Working memory” refers
to the ability to hold a limited amount of information in an active state (“on-line”) for a
brief period of time, and to manipulate that information (Baddeley, 1992). The amount of
information that can be kept active in working memory is generally considered to comprise
up to about 10 items, and the duration of working memory covers up to about 1 min of
time. Working memory is used to bridge temporal gaps, i.e. to hold representations in a
mental workspace long enough, so that we can make appropriate responses to stimulus
configurations or contingencies in which some, or even all, of the basic ingredients are no
longer extant in perceptual space. Typical everyday examples of working memory include
the process of looking up a phone number and holding it “in mind” while you cross the
room, pick up the phone, and dial the number; another example is the construction of
a geographical “mental map” when you listen to someone give you multistep directions
to a particular destination on the other side of town. Working memory is important not
only as a basic memory ability (e.g. to bridge temporal gaps) but also as a fundamental
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building block for higher-order cognitive processes, such as reasoning, decision-making
and problem solving (e.g. Jonides, 1995). Conceptually, working memory has at least some
overlap with the construct of short-term (or immediate) memory, as both notions emphasize
limited storage capacity and a brief duration of processing (see Chapter 1).

Although the articulation of working memory as a psychological construct has been in
place for some time (cf. Baddeley, 1986), most of the earlier work regarding the neural
substrates of working memory was conducted in nonhuman animals, using the well-known
delayed nonmatching (or matching) to sample paradigms (for review, see Goldman-Rakic,
1992, 1995). In these studies, it was shown that dorsolateral prefrontal lesions impaired the
ability of the animal to “hold” information for brief periods of time, e.g. for the moment
or two during which the animal had to remember which location or which object might be
associated with a food reward. Curiously, lesion studies in humans failed to make much of a
contribution to this literature, and it is difficult to find compelling examples of human cases
who developed profound working memory impairments in connection with dorsolateral
prefrontal lesions (for some partial exceptions, see Bechara et al., 1998). In sharp contrast,
functional imaging studies have generated a rich and rapidly expanding body of evidence
linking working memory to dorsolateral prefrontal structures, e.g. in the recent review by
Cabeza & Nyberg (2000) more than 60 such studies were summarized. We summarize here
some of the main findings from this literature (for recent reviews, see D’Esposito, 2000;
Smith & Jonides, 1998; Smith et al., 1998).

A typical paradigm for the investigation of working memory in functional imaging studies
is the “n-back” task, in which subjects must indicate whether or not each item in a continuous
stream of items matches an item that occurred one, two or n items back in the series. A
specific example of this type of task is illustrated in Figure 2.8, taken from Smith et al.
(1996). The investigators presented subjects a continuous stream of single letters, which
appeared at random locations around an imaginary circle centered on a fixation cross. Two
conditions were utilized: in the verbal memory condition (lower part of Figure 2.8), subjects
were asked to decide whether or not each letter matched the letter presented three stimuli
previously, i.e. “3-back” (and regardless of location). In the spatial memory condition (top
part of Figure 2.8), subjects were asked ot decide whether or not the position of each letter
matched the position of the letter presented three stimuli previously, again “3-back” (and
regardless of letter identity).

Two main conclusions have emerged from studies of this type. First, in functional imag-
ing studies, performance of working memory tasks consistently activates structures in the
dorsolateral prefrontal cortex, including areas Brodmann 6, 44, 9, and 46. Second, there is a
fairly consistent laterality effect in many of the studies: the left dorsolateral prefrontal sec-
tor is preferentially activated by verbal working memory tasks, while the right dorsolateral
prefrontal sector is preferentially activated by spatial working memory tasks, e.g. in the task
illustrated in Figure 2.8, Smith et al. (1996) found left-sided dorsolateral prefrontal activa-
tion in the verbal condition and right-sided dorsolateral prefrontal activation in the spatial
condition. The literature also contains some hints regarding other subdivisions within the
dorsolateral sector, e.g. activations in Brodmann areas 9 and 46 seem to occur most consis-
tently with tasks that require manipulation of the contents of working memory (such as the
n-back task), whereas tasks requiring simple maintenance or “holding” of information over
a short time interval may be more related to areas Brodmann 6 and 44 (e.g. D’Esposito et al.,
1998). Smith & Jonides (1998) and Smith et al. (1998) have discussed these and related
issues at some length, and have addressed distinctions between, for example, storage and
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Figure 2.8 The drawing shows a typical working memory task paradigm requiring spatial
(top) or verbal (bottom) processing. G, 00; P, 00; d, 00; L, 00; g, 00. Reproduced by permission
from Smith et al. (1996)

rehearsal processes, and “executive” functions that are believed to regulate the processing
of working memory contents (see also Prabhakaran et al., 2000).

Before leaving the topic of the dorsolateral prefrontal sector and memory, it is worth men-
tioning one other line of investigation that has received considerable attention in the recent
literature (again, primarily from functional imaging studies), specifically, distinctions be-
tween episodic and semantic memory, and between the processes of encoding and retrieval.
Different sectors of the dorsolateral prefrontal region have been associated with different
aspects of these processes. For example, Tulving and colleagues (Nyberg et al., 1996, 1998;
Tulving et al., 1994, 1996) have suggested that left prefrontal structures are specialized
for the retrieval of general knowledge (semantic memory) and for the encoding of novel
aspects of incoming information into episodic memory (specific unique events), and that
right prefrontal structures are specialized for episodic memory retrieval and, in particular,
for retrieval “attempts” that occur in episodic mode (as when one attempts to remember
a specific, unique episode, e.g. “Where did you watch the Super Bowl last year?””). These
ideas have been explored at some length in recent functional imaging studies (for review,
see Cabeza & Nyberg, 2000) and have received considerable empirical support. As was the
case for working memory reviewed above, lesion studies have contributed very little to this
literature, perhaps as a consequence of the fact that separating the processes of encoding
and retrieval using the lesion method (especially in humans) is very difficult (although this
criticism has also been leveled at functional imaging studies; Rugg & Wilding, 2000). In any
event, it is interesting to note that prefrontal structures in right dorsolateral sectors (e.g. areas
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47, 10) that have been associated with episodic retrieval in functional imaging studies, are
highly connected to right anterior temporal structures (e.g. Pandya & Yeterian, 1985) that
have been implicated in lesion studies as being important for retrograde, autobiographical,
unique-level knowledge, material that is very much akin to episodic memory (see section
on Temporal Lobes above).

The dorsolateral prefrontal region has also been associated with the capacities of judging
the recency and frequency of events (e.g. Milner et al., 1991, Smith & Milner, 1988).
Conceptually, recency and frequency judgments probably share some features with the
notions of working memory and episodic retrieval, which could help explain the common
neuroanatomical substrate. For example, consider the following question: “When was the
last time you talked to your mother on the telephone?” To arrive at an answer, which may
be anywhere from a few minutes ago up to many years ago, you engage in a memory
search that requires complex co-activations and associations between retrieval of various
interrelated memories, especially episodic ones, and allows you to make a judgment of
recency. A similar process occurs when one is asked to judge the frequency of events, e.g.
“How many times was the overnight low temperature below zero last winter?”. Laboratory
studies have suggested some degree of hemispheric specialization for recency and frequency
judgments, with the left dorsolateral prefrontal region being relatively more important for
verbally-coded information and the right being relatively more important for visuospatial
information, an arrangement that would be in keeping with the gist of the laterality effects
associated with working memory, reviewed above. The dorsolateral prefrontal sector has
also been linked to other types of “cognitive estimations” that require rough approximations
rather than retrieval of rote knowledge, such as ballparking the number of swine that live in
Towa, or the number of folk singers who have recording contracts, or the number of e-mails
you received during the past year (Shallice & Evans, 1978; for an exception, see Taylor &
O’Carroll, 1995).

Ventromedial Prefrontal Region

The ventromedial prefrontal sector, which comprises the mesial part of the orbital cortices
(parts of areas 11 and 12) and the lower mesial sector formed by parts of areas 32 and 10
(Figure 2.9), does not appear to play a significant role in conventional forms of memory,
neither does it appear to be involved in working memory. In fact, patients with extensive
bilateral damage to ventromedial prefrontal cortices are usually entirely free of conven-
tional memory impairments (i.e. learning and recall are normal) and they have also been
shown to have normal working memory (Bechara et al., 1998). However, the ventromedial
prefrontal region plays a critical role in behavioral regulation and response selection, which
depend in turn on the ability to learn and retrieve certain types of “emotional” informa-
tion in connection with different types of factual knowledge. This idea, which has been
termed the “somatic marker hypothesis” (Damasio, 1994; Damasio et al., 1990), has been
investigated in detail with a series of studies in our laboratory (e.g. Bechara et al., 2000;
Tranel et al., 2000a). The basic notion is that the ventromedial prefrontal region contains
neural units which help link factual knowledge to pertinent emotions and feelings (somatic
markers); specifically, learning associations between complex situations and the types of
bioregulatory states associated with such situations in prior experience. In a sense, then, the
ventromedial prefrontal region performs a memory function: it establishes linkages between
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dispositions for aspects of various situations (especially complex, socially-oriented ones),
and dispositions for the types of emotion that, in the individual’s experience, have been
associated with those situations.

Our experiments have shown that these linkages are critical for advantageous decision-
making and proper behavioral guidance (e.g. Bechara et al., 2000; Damasio et al., 1990;
Tranel, 2001b; Tranel et al., 2000a). Damage to the ventromedial prefrontal region produces
a pattern of maladaptive social behavior and poor decision-making. Patients with such
damage behave as if they have no regard for the future consequences of their behavior; in
fact, they may act like psychopaths. Moreover, damage to this region sustained early in life
may preclude the development of normal socialization and reward/punishment sensitivity,
yielding a lifelong pattern of sociopathic behavior (Anderson et al., 1999, 2001). The
idea that the ventromedial prefrontal region has a special type of “memory” function has
received support from other studies as well, e.g. Rolls and colleagues have advanced the idea
that the orbitofrontal region contains representations of primary reinforcers from different
sensory modalities (touch, taste, smell), which help shape learning of reward and punishment
contingencies (Francis et al., 1999). Rolls (2000) has suggested that the orbitofrontal cortex
is crucial for learning associations between various stimuli and these primary reinforcers,
and for controlling and modifying reward- and punishment-related behavior in response
to such associations. Relatedly, neurophysiology studies have shown that neurons in the
orbitofrontal cortex are especially sensitive to motivational aspects of response outcome
expectancies (Hikosaka & Watanabe, 2000; Watanabe, 1998). This is compatible with our
idea that the ventromedial prefrontal cortices are important for the integration of cognitive
and motivational information for the purposes of goal-directed behavior.

Basal Forebrain

Situated immediately behind the posterior extent of the ventral frontal lobes is a hetero-
geneous set of structures that collectively form what is known as the basal forebrain. The
nucleus accumbens, septum, diagonal band nuclei and substantia innominata are the key
components of this region. These basal forebrain nuclei contain many cholinergic neurons
which innervate large sectors of the cerebral cortex. Also, a number of important fiber path-
ways, including the fornix, stria terminalis, diagonal band of Broca, medial forebrain bundle
and ventral amygdalofugal pathway, traverse the basal forebrain en route to the cerebral
cortex and deliver monoamines to varied cortical regions. Thus, a critical function of the
basal forebrain is to provide neurotransmitters such as acetylcholine to the hippocampus and
many regions of the cerebral cortex (Everitt & Robbins, 1997; Sarter & Bruno, 1997) and
dopamine, norepinephrine, and serotonin to various parts of the cerebral cortex. When deliv-
ery of these neurotransmitters is disrupted by basal forebrain damage, memory is frequently
impaired. The basal forebrain is very difficult to image with functional imaging approaches
such as PET and fMRI; hence, most of what is known about the role of the basal forebrain
in memory has been derived from lesion studies (see Tranel et al., 2000b, for review).

The amnesia typical of patients with basal forebrain dysfunction has a number of intrigu-
ing features:

1. Patients are able to learn separate modal stimuli, but cannot learn properly the relation-
ships and integrations of those stimuli.
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2. Relatedly, patients cannot develop a time-tag for the separate stimuli they learn; i.e. they
fail to learn the temporal relationship between a particular stimulus and other related
information.

3. The patients confabulate freely, and this occurs spontaneously, rather than in response
to a need to “fill in” gaps when questioning leads to obvious memory problems.

4. Cuing is helpful in facilitating recall and recognition, for both anterograde and retro-
grade memories.

We have proposed that the amnesia of basal forebrain patients is, in part, a consequence of
dysfunction in mesial temporal lobe structures such as the hippocampus proper, amygdala
and parahippocampal gyrus, caused by the basal forebrain lesion. For example, the disrup-
tion of delivery of acetylcholine and perhaps other neurotransmitters to the hippocampus
and other regions of the cerebral cortex might provide the mechanism whereby patients can
continue to learn modal pieces of information, but not the temporal relationships of those
items (Tranel et al., 2000b).

In sum, a key role of the basal forebrain is to support neural processes by which temporal
and spatial linkages, crucial in the process of acquiring and retrieving knowledge that must
be bound together in time and space in order to form accurate “episodes”, are developed. The
key anatomical correlate in the confabulation typical of basal forebrain patients may be dam-
age to the septal nuclei, diagonal band nuclei, medial parts of the substantia innominata, or
nucleus accumbens (see Goldenberg et al., 1999). Projection pathways, such as the precom-
missural fornix, medial forebrain bundle, diagonal band of Broca and ventroamygdalofugal
tract may also be damaged. Most of the basic “memory-making” structures, including the
mesial temporal region, the dorsolateral, anterior and nonspecific midline thalamic nuclei,
and the dorsolateral prefrontal cortices, are structurally intact in basal forebrain patients,
which could explain why the patients can continue to learn modal pieces of information. In
sum, the key deficit in basal forebrain amnesia appears to involve a deprivation of cholin-
ergic innervation to the hippocampus and cerebral cortex and, in addition, interruption of
cortically-bound projections of such neurotransmitters as norepinephrine, dopamine and
serotonin.

Basal Ganglia

The basal ganglia are a set of grey-matter nuclei that include the caudate nucleus, putamen,
globus pallidus and subthalamic nucleus. The basal ganglia have been linked to various
forms of nondeclarative memory, particularly “procedural” types of memory that depend
on a motor act for their realization, e.g. riding a bicycle, skating, skiing. One recent proposal
is that the basal ganglia have learning and memory functions that derive from their influence
on motor and cognitive pattern generators (Graybiel, 1998). In the lesion literature, much of
the evidence for this conclusion is indirect, and derives from the well-replicated finding that
patients with damage to memory systems in the mesial temporal lobe (the hippocampus and
related structures) often show remarkable sparing of nondeclarative memory (as reviewed
earlier). Since the basal ganglia are typically intact in such patients, these findings have been
interpreted as consistent with the idea that the basal ganglia play a role in nondeclarative
memory. More direct evidence has been furnished in studies that demonstrate impairments
of the learning and retrieval of nondeclarative forms of memory in patients with basal ganglia
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dysfunction, such as patients with Parkinson’s or Huntington’s disease (e.g. Heindel et al.,
1989; Koenig et al., 1999). Also, it has been shown that procedural learning is impaired by
neostriatal lesions (e.g. Saint-Cyr & Taylor, 1988).

The caudate nucleus, which together with the putamen forms the striatal component of
the basal ganglia, may be particulary important for a type of nondeclarative memory that
has to do with the development of habits and other “nonconscious” response tendencies.
The tendencies we develop to respond to certain situations in certain ways, behaviors such
as following the same route home each day, or repeatedly seeking out a particular person for
moral support and encouragement, are examples of habits and response tendencies that we
engage on a fairly automatic basis, with little or no conscious deliberation. It has been shown
that damage to the caudate nucleus can impair habit learning in experimental animals (e.g.
Packard et al., 1989) and humans (e.g. Knowlton et al., 1996; for review, see White, 1997).
Evidence consistent with these findings comes from a study we conducted in patient Boswell,
in which we demonstrated that, despite his profound amnesia for declarative knowledge,
Boswell could learn to discriminate between individuals who had treated him kindly in
the past vs. those who had not, as evidenced by his tendency to approach or to avoid
such individuals, even though he had no conscious knowledge of who those individuals
were (Tranel & Damasio, 1993). In a detailed empirical study of this phenomenon, we
reasoned that Boswell’s preserved—albeit non-conscious—ability to learn “good guys”
from “bad guys” may rely on intact caudate function (Tranel & Damasio, 1993). This finding
is especially interesting in light of new neurophysiological evidence that has suggested that
the caudate nucleus plays a role in connecting motivational values to sensory (e.g. visual)
stimuli (Kawagoe et al., 1998).

Cerebellum

The cerebellum, along with the basal ganglia, has been shown to participate in various
forms of procedural learning and memory (e.g. Glickstein, 1993; Thompson, 1986, 1990).
In fact, studies using the eyeblink conditioning paradigm in experimental animals have
provided compelling evidence that the cerebellum and related brainstem circuitry contain
the essential memory traces that are formed during classical conditioning (e.g. Thompson &
Krupa, 1994; Thompson et al., 1998). This effect has also been found in humans, in whom
it has been shown that cerebellar lesions abolish delay eyeblink conditioning (Daum et al.,
1993), and more recently, functional imaging studies have provided convergent evidence
(Gabrieli et al., 1998; Kawashima et al., 1995). The cerebellum is also known to have a role
in learning movement coordination (Thach, 1998).

Thalamus

Some structures in the diencephalon also play an important role in memory. In particular,
the dorsolateral and anterior nuclei of the thalamus, the mammillary bodies, and two related
fiber tracts—the mammillothalamic tract, which connects the mesial hippocampal complex
to the anterior nuclei of the thalamus, and the ventroamygdalofugal pathway, which con-
nects the amygdala to the dorsomedial thalamic nuclei—have been linked to memory. In
general, these structures appear to support memory capacities in a way that supplements
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the mesial temporal system (Butters & Stuss, 1989), in particular, by providing important
contributions to the acquisition of factual knowledge (declarative memory). In fact, damage
to these structures can produce a severe anterograde amnesia that resembles the amnesia
associated with mesial temporal damage. Characteristically, there is a major defect in the
acquisition of declarative knowledge, with sparing of learning of non-declarative infor-
mation. However, more so than with the amnesia associated with mesial temporal lesions,
diencephalic amnesia may involve the retrograde compartment as well. The retrograde am-
nesia tends to have a temporal gradient—retrieval of memories acquired closer in time to
the onset of the lesion is more severely affected, while retrieval of more remote memories
is better preserved (although there is considerable variability in this pattern across various
cases and studies). Severe alcoholism (Butters & Stuss, 1989) and stroke (Graff-Radford
et al., 1990) are two frequent causes of damage to the diencephalon. The amnesia that
develops after prolonged alcoholism is part of a distinctive condition known as Wernicke—
Korsakoff syndrome, which has been extensively studied from both neuroanatomical and
neuropsychological perspectives (e.g. Victor et al., 1989).

Anterior parts of the thalamus may make important contributions to the temporal sequenc-
ing of memories, i.e. situating memories in correct temporal context. Also, the thalamus
appears to have material-specific functions that parallel those of the mesial temporal mem-
ory system: left-sided thalamic nuclei are specialized for verbal information and right-sided
nuclei are specialized for nonverbal, visuospatial material. The diencephalon gives rise to
a number of important neurochemical systems that innervate widespread regions of cere-
bral cortex. Thus, structures such as the mammillary bodies and certain thalamic nuclei
may provide to the cortex important neurotransmitters that are needed for normal mem-
ory function. It follows that damage to the diencephalon may disrupt not only important
neuroanatomical connections between limbic regions (including the hippocampal complex)
and the neocortex, but also memory-related neurochemical influences on the cortex. There
is also evidence from a recent case study that damage to the mammillary bodies alone can
produce memory impairment (Tanaka et al., 1997).

A THEORETICAL FRAMEWORK

The neurobiological foundations of memory at systems level can be understood in the
context of a theoretical framework presented in prior publications (Damasio, 1989a, 1989b;
Damasio & Damasio, 1993, 1994). The framework posits an image space and a dispositional
space. The image space is made up of mental images of all sensory types (e.g. visual,
auditory, somatosensory). Some of those images constitute the manifest mental contents
that we experience consciously, and others remain nonconscious. The dispositional space
is that in which dispositions contain the knowledge base and the mechanisms with which
(a) images can be constructed from recall, (b) movements can be generated, and (c) the
processing of images can be facilitated. The contents of the dispositional space are implicit,
i.e. they are nonconscious and exist in latent form. The engagement of dispositions can
produce a wide variety of outcomes, e.g. they hold records for an image that was actually
perceived on a previous occasion, and they participate in the attempt to reconstruct a similar
image from memory. In this view, all of our memory, including that which is inherited
from evolution and available at birth and that acquired through learning thereafter, exists in
dispositional form (implicitly, covertly, nonconsciously), with the potential to become an



44 D. TRANEL & A.R. DAMASIO

explicit image or action. Dispositions, though, are not words; they are abstract records of
potentialities. Words, which can signify entities, events and relationships, and the rules with
which we put words together, also exist as dispositions, and become expressed as images
and actions, e.g. as in speech.

The bridge between the notions of mental and dispositional space and the brain is as fol-
lows. The areas of cerebral cortex located in and around the cortical arrival points of visual,
auditory and other sensory signals (the early sensory cortices), as well as parts of limbic
structures and some noncortical structures, support explicit neural patterns. These neural
patterns of maps continuously change under the influence of internal and external inputs,
and are likely to be the bases for images. Dispositions are held in higher-order cortices, parts
of the limbic cortices, and numerous subcortical nuclei (e.g. amygdala, brainstem nuclei).
When disposition circuits are activated, they signal to other circuits and cause images or ac-
tions to be generated from elsewhere in the brain. The framework proposes that dispositions
are held in neuron ensembles called convergence zones. To the partition between an image
space and a dispositional space, then, corresponds a partition in (a) explicit neural pattern
maps, activated in early sensory cortices, in limbic cortices, and in some subcortical nu-
clei; and in (b) convergence zones, located in higher-order cortices and in some subcortical
nuclei.

When we evoke the concept of a concrete entity, we activate sensory and motor patterns
in cerebral cortices appropriate to represent pertinent features (e.g. shape, color, sound,
motion) of the concept. These patterns are generated from dispositions contained in con-
vergence zones. We assume that on different occasions, different combinations of features
might be retrieved at different levels of strength and with different degrees of automaticity,
depending on prevailing situational and autobiographical factors. We also believe that the
anatomical placement of convergence zones is suited for the most efficient interaction with
the cortical regions that contain the relevant dispositions, and with sensory cortices where
the dispositions can be reactivated. The placement of convergence zones is due primarily to
biological evolution, is transmitted genomically and is secondarily shaped by learning, thus
affording considerable individual neuroanatomical and neurophysiological differences.

Convergence zones operate as intermediary (or mediational) systems for both concept
retrieval and word retrieval. To illustrate, consider first an example of concept retrieval:
when a stimulus depicting a given tool is shown to a subject and the visual properties of
that stimulus are processed, a particular intermediary region becomes active and promotes
the explicit sensorimotor representation of knowledge pertaining to that tool, which occurs
in the appropriate early sensory cortices and motor structures. The evocation of some part
of the potentially large number of such images, over a brief lapse of time and in varied
sensorimotor cortices, constitutes the conceptual evocation for the tool. When a concept
from another category is evoked, say that of an animal or of a person, different intermediary
regions are engaged.

The intermediary systems process preferentially certain physical characteristics, features
and contexts of entities, and because entities within a given conceptual category tend to
share more of those characteristics and features than entities outside of it (Humphreys
et al., 1997; Tranel et al., 1997c¢), lesions at a particular site are more likely to impair the
recognition of stimuli from that category, rather than another. This account also explains
why certain neural regions are preferentially activated by stimuli from certain conceptual
categories in functional imaging studies (for review, see Martin et al., 2000a) and why there
might even be category specificity at the single neuron level (Kreiman et al., 2000b).
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The same design applies to word retrieval. When a subject is shown a picture of a tool
and asked to name it, the processing will activate an appropriate “concept” intermediary
region—which will promote concept retrieval as outlined above—and in turn, the concept
intermediary region will activate the corresponding “word” intermediary, which will
promote the retrieval of lexical knowledge (e.g. the phoneme structures of the appropriate
morphemes) required for word production. Thus, word-form production (including retrieval
of linguistic knowledge) is dependent on three kinds of neural structures: (a) structures that
support conceptual knowledge; (b) structures that support the implementation of word-
forms in eventual vocalization (the classical language areas located in the left perisylvian
region, including Broca’s area); and (c) word intermediary structures, which are partially
separable from the other two kinds of structures, and which are engaged by the structures
in (a) to trigger and guide the implementation process executed in (b). Word intermediary
structures are located outside the classical language-related areas; examples include, for the
case of concrete entities, areas in inferotemporal (IT) and temporopolar (TP) cortices. We
note that this neural account has a counterpart in some cognitive linguistic models, which in-
clude the notion of an intermediary unit (termed “lemma”) interposed between “semantics”
(conceptual knowledge) and output phonology (e.g. Gordon, 1997; Levelt et al., 1999).

The architecture we propose is not constituted by rigid “centers” and “pathways”, but
rather by flexible neuron ensembles interconnected by flexible bidirectional pathways. The
operation of this neural architecture is probability-driven and depends on the circumstances
of the organism, e.g. the demands of a given task and the experimental conditions of a given
subject. The ensembles and pathways hypothesized to comprise this architecture are seen as
“preferred systems” rather than as “single-and-only” systems, i.e. we presume that certain
systems support the most efficient, effective and complete version of a certain performance,
but we imagine that there are other systems that can support parts of the performance, albeit
not necessarily as efficiently.

The available evidence suggests the existence of multiple functional systems operating to
hold records of, and support retrieval of, concepts and words. The systems have some sepa-
rable neuroanatomical components, segregated by both evolutionary and individual learning
selections. Nonetheless, some components may be shared or be so anatomically close as to
make experimental separation difficult or impossible. So far, the available evidence suggests
that there is a preferred system, involving ventral occipitotemporal cortices bilaterally and
anterolateral temporal cortices on the right, that excels at supporting conceptual knowledge
for concrete entities such as persons and animals. A different preferred system, located at
the left temporal-occipital-parietal junction, excels at supporting conceptual knowledge for
concrete entities such as tools.

There is also evidence for systems involved in the retrieval of words denoting concrete
entities, all of which are located in left hemisphere. In regard to tools, the system is located
in the vicinity of the system related to concept retrieval, and whether or not these regions
are one and the same, or closely contiguous, is an open question. For persons and animals,
the preferred systems for word retrieval include the left temporal polar and anterior infer-
otemporal regions, respectively. Finally, there is preliminary evidence that there is another
preferred system, comprising networks in the dorsal component of temporo-occipital and
parietal cortices and the ventrolateral premotor/prefrontal region, that excels at process-
ing concepts of actions and spatial relationships and their corresponding words (Damasio
et al., in press; Tranel et al., in press); again, whether there are neuroanatomically separable
subparts for concepts and for words remains an open question.
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In conclusion, the retrieval of words denoting concrete entities would occur when in-
termediaries for concepts trigger intermediaries for words, which leads, in turn, to the
activation of sensory and motor cortices of the acoustic, kinesthetic and motor patterns
necessary to experience the words mentally, and implement them vocally or in written
form. Both the concept and the word components of the overall system operate on the
basis of intermediaries. Concept intermediaries can activate word intermediaries, and vice
versa. Intermediaries also interact bidirectionally with sensory and motor cortices. An au-
ditory sensory pattern can thus engage a word intermediary and, in turn, engage a concept
intermediary and link to concept evocation in the appropriate sensory and/or motor cortices.

CONCLUDING COMMENTS

Detailed neuropsychological and neuroanatomical investigations of brain-damaged patients,
and more recently, functional imaging studies, have progressively both expanded and refined
the roster of cortical and subcortical structures that are critical for learning and memory. As
far as declarative knowledge is concerned, the roster includes at cortical level the early asso-
ciation cortices, the higher-order association cortices of the temporal, frontal and occipital
regions, and the limbic-related cortices of the temporal lobe (entorhinal cortex, Brodmann
area 38, and the posterior parahippocampal gyrus). At subcortical level, the roster includes
the hippocampus proper, the amygdala, the basal forebrain nuclei and projection systems,
the thalamus and hypothalamus, and neurotransmitter nuclei in the brainstem. Also, the
evidence suggests that structures critical for the learning and memory of nondeclarative
knowledge include the primary somatomotor cortices, the neostriatum, some thalamic nu-
clei and the cerebellum. Lesion and functional imaging studies have paved the way for the
development of detailed theoretical accounts in which the contents and processes of mem-
ory can be related to specific neural systems (e.g. Cohen & Eichenbaum, 1993; Damasio,
1989a, b; Edelman, 1987; Fuster, 1995; Kosslyn & Koenig, 1995; Squire, 1987).
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CHAPTER 3

Functional Neuroimaging
of Memory

Michael D. Rugg

Institute of Cognitive Neuroscience, University College London, UK

This chapter is concerned with how functional neuroimaging methods have been used
to study the functional organization and neural bases of memory, and the practical and
conceptual limitations of these methods. Throughout the chapter, “functional neuroimaging”
will be used to refer to the non-invasive measurement of brain activity as indexed by
changes in haemodynamic variables detected with positron emission tomography (PET) and
functional magnetic resonance imaging (fMRI). The chapter focuses primarily on studies
published since the late 1990s; more comprehensive reviews of the earlier literature can be
found in Fletcher et al. (1997), Desgranges et al. (1998), and Schacter & Buckner (1998).

There are two principal applications of functional neuroimaging to the study of memory.
First, functional neuroimaging can be employed to identify the neural substrates of specific
memory functions. In this case, the identity of the functions is assumed, and the question
addressed is purely an anatomical one. Second, functional neuroimaging can be employed
to dissociate different memory functions. This application of neuroimaging is based on the
assumption that the neural substrates of cognitive functions, such as memory, are invariant,
i.e. the same function has only a single neuroanatomic basis. Under this assumption, if
two experimental conditions are associated with qualitatively different patterns of brain
activity, it can be assumed that the conditions engaged cognitive operations that were at
least partially distinct (Rugg, 1999).

In both of the applications noted above, the rationale for using functional neuroimaging
to study memory is closely related to the “lesion—deficit” approach, in which the identity
and neural bases of different memory functions are inferred from the effects of localized
lesions. Functional neuroimaging complements and extends lesion data in three main ways.
First, it permits hypotheses derived from lesion studies to be tested in normal subjects.
Second, functional neuroimaging permits investigation of the function of brain regions that
are damaged selectively in humans only rarely, e.g. circumscribed lesions to the precuneus
are very rare, but evidence from functional neuroimaging strongly suggests a role for this
region in memory retrieval (see below).

A third way in which functional neuroimaging goes beyond lesion data is in its capacity to
provide information about different stages of memory processing. An enduring problem in
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the interpretation of neuropsychological findings is in distinguishing the effects of lesions
on encoding from those on retrieval, permitting the brain structures necessary for these
functions to be independently identified. Functional neuroimaging methods are well suited
to addressing this question and, as will be seen in the section on Episodic Memory, below,
a large number of studies have investigated the neural correlates of encoding and retrieval
in episodic memory.

Together with advantages over the lesion method, functional neuroimaging has a sig-
nificant disadvantage. Functional neuroimaging data provide information about the neural
correlates of cognitive operations, but offer no means for determining which of these cor-
relates are necessary for the operations to occur. To establish a causal role for, say, the
left prefrontal cortex in memory encoding (see below), it is necessary to demonstrate not
only that the region is active during encoding, but that disruption of its function leads to an
encoding impairment. Although methods exist for the reversible disruption of some brain
regions in neurologically intact subjects (e.g. transcranial magnetic stimulation), the lesion—
deficit approach remains the most important means of investigating the consequences of
focal disruption of brain function. Thus, despite the advantages of functional neuroimaging,
evidence from lesion studies will continue to have a central role in understanding the neural
bases of cognitive function. Indeed, one consequence of the employment of functional neu-
roimaging to study memory has been the identification of several regions for which a role
in memory had previously been unsuspected, and where converging evidence from lesion
studies is now required.

In the following section, the methods of PET and fMRI are described, and issues relating
to experimental design and data interpretation discussed briefly. While these issues are
not specific to memory research, some appreciation of them is necessary for an informed
interpretation of findings from functional neuroimaging studies of memory.

METHODS

As employed in “cognitive activation” studies, PET and fMRI both depend on the fact that
there is a close coupling in the normal brain between changes in the activity of a neuronal
population and changes in its blood supply, such that an increase in activity is associ-
ated with an increase in supply and vice versa (Raichle, 1987). Neither the physiological
mechanisms underlying this coupling, nor its functional significance, are fully understood.
Nevertheless, the coupling allows methods sensitive to haemodynamic variables to be used
to detect differences in local neural activity. In the case of PET, the haemodynamic vari-
able is regional cerebral blood flow (rCBF), indexed by the accumulation over time of a
radiotracer introduced into the bloodstream (usually'>O,). fMRI detects changes in blood
oxygenation, taking advantage of the facts that the blood draining from a neuronal popula-
tion is more oxygenated when the population is relatively active than when it is less active,
and that oxygenated and deoxygenated haemoglobin differ in their magnetic susceptibility
and hence the MR signal they return.

The fact that functional neuroimaging methods rely on indirect measures of neural activ-
ity leads to two important caveats in data interpretation. First, a change in the activity of a
neural population can have a haemodynamic correlate only if it causes a change in metabolic
demand, e.g. a change solely in the timing of the activity of a pool of neurons may have
little or no metabolic consequence, and hence go undetected. Thus, negative findings for
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a particular brain region in, say, an fMRI study need not mean that neural activity in the
area was not sensitive to the experimental manipulation; merely that any change in activity
did not have a metabolic correlate on a spatial scale detectable by the fMRI method. The
second caveat concerns the interpretation of findings from subject populations in whom
cerebrovascular function may be compromised, e.g. stroke patients. In the absence of care-
fully designed control conditions, it may be impossible to determine whether a difference
between a patient and a control group in a task-related haemodynamic measure reflects a
difference in neural activity, or merely in its vascular correlates.

Until the mid-1990s, PET was the preeminent method for localizing the neural correlates
of cognitive function in normal subjects, and was employed in a substantial number of
memory studies. Compared with fMRI, the PET method suffers from a number of disad-
vantages and PET studies of memory are now relatively rare. Among the more important
of PET’s disadvantages are its relatively low spatial resolution, and the limited number of
observations that can be made on an experimental subject before coming up against radia-
tion dosimetry limits. A further disadvantage stems from the relatively long interval that is
needed to acquire PET data (>30 s). This limits the temporal resolution of the method and
necessitates the use of blocked experimental designs, where data are accumulated over a
succession of trials which together constitute a single experimental condition. Such designs
make it very difficult to distinguish between experimental effects that are stimulus-related
(i.e. which reflect changes in neural activity associated with processing of individual ex-
perimental items) and effects that reflect tonic, “state-related” changes in activity (e.g. due
to changes in “task set” or arousal level). A second disadvantage of blocked designs is
that they do not allow data associated with different experimental trials to be sorted and
analysed post hoc. This constraint is especially restrictive when the neural correlates of
behavioural variability (e.g. accurate vs. inaccurate recognition judgements) are the focus
of experimental interest.

In early fMRI studies experimental designs tended to be rather simple, often comprising
alternating blocks of two conditions (e.g. task vs. baseline). Such designs suffer from many
of the same disadvantages as those already noted for the blocked designs employed with PET.
Even with such simple designs, however, fMRI offers a number of significant advantages
over the PET method. These include an unrestricted number of observations per subject,
and greater spatial resolution. Furthermore, the speed with which fMRI data can be acquired
(typically <3 s for a whole brain volume) means that the length of trial blocks is flexible,
and with no need to impose an interval of ~10 min between successive blocks (required
in PET studies to allow decay of the radiotracer), different experimental conditions can be
administered in a counterbalanced order in the course of a single experimental run.

More important, the speed of fMRI data acquisition makes it possible to obtain data on a
trial-wise basis—so-called “event-related” fMRI (Josephs et al., 1997; Zarahn et al., 1997).
The development of the event-related method has had a major impact on functional neuro-
imaging studies of memory. Using this method, it is possible both to dissociate stimulus-
and state-related effects (e.g. Donaldson et al., 2001) and to segregate data post hoc on the
basis of performance. In addition, event-related fMRI provides some information, albeit
limited, about the time course of stimulus-elicited neural activity. The maximum temporal
resolution that can be achieved has still to be determined, but for whole brain data it seems
likely to be around 0.5 s.

Against the advantages of fMRI over PET must be set one major disadvantage. Whereas
PET detects activity in all brain regions with roughly equal sensitivity, the sensitivity of
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fMRI is variable across regions. Intracranial inhomogeneities in the applied magnetic field
give rise to “susceptibility artefact”, which results in signal “drop-out”. Because suscep-
tibility artefact is most marked in the vicinity of air—bone boundaries, basal temporal and
ventromedial frontal regions are affected particularly badly. When these regions are of
primary interest, PET currently remains the technique of choice.

EXPERIMENTAL STUDIES

The following sections give an overview of findings from functional neuroimaging studies
of long-term memory. They focus on two areas—priming and episodic memory—which
have attracted much attention in the neuropsychological literature, and in which sufficient
studies have been conducted to allow some general conclusions to be drawn. Readers are
referred to Chapters 1, 12 and 13 of the present volume for discussion of the voluminous
literature on working memory. In discussing findings from studies in these areas, the location
of the regions responding to experimental manipulations will be described in broad terms
only, by reference to major landmarks and, when appropriate, Brodmann area(s) (BA) as
inferred from standard brain atlases (e.g. Talaraich & Tournoux, 1998; Duvernoy, 1999).

Priming

“Priming” refers to facilitation of the identification or production of an experimental item fol-
lowing prior experience with the item. Priming effects are typically studied with “indirect”
memory tests, employing instructions which stress “on-line” processing and make no refer-
ence to a past study episode. Priming has received considerable attention in the experimental
and neuropsychological literature, both because performance on indirect and direct memory
tests (when explicit, intentional retrieval of study items is required) can be dissociated in
normal subjects (Roediger & McDermott, 1993), and also because amnesic patients show
normal or near-normal priming on a range of indirect tests (Moscovitch et al., 1993; but
see Ostergaard & Jernigan, 1993). These observations have led many authors to conclude
that priming is a form of implicit memory that relies on a memory system distinct from that
supporting explicit or “declarative” memory (Tulving & Schacter, 1990).

Several functional neuroimaging studies have investigated the neural correlates of prim-
ing with indirect memory tasks similar to those employed in the behavioural research
mentioned above. Studies have been conducted using both blocked and, more recently,
event-related designs. The earliest such study (Squire et al., 1992) employed PET and ex-
amined the neural correlates of word stem completion. In different experimental blocks
subjects were scanned while they gave completions to three-letter word stems belonging to
either experimentally novel or previously studied words. The key finding was that blocks
containing stems belonging to previously studied words were associated with lower activ-
ity in the ventral occipitotemporal cortex (BA 19/37) than were blocks containing novel
stems (a similar though smaller effect was also observed in a cued recall version of the task
where the stems were used as explicit retrieval cues). Subsequent studies have reported such
“repetition-suppression effects” in a variety of indirect memory tests, including, in addition
to visual word stem completion, auditory stem completion (e.g. Badgaiyan et al., 1999),
word fragment completion (Blaxton, 1989), object identification (Buckner et al., 1998b)
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and semantic decision (Demb et al., 1995). The general finding from these studies was that
primed items were associated with lower levels of activity than unprimed items, both in
extrastriate regions thought to support perceptual identification, and in other regions, such
as left prefrontal cortex, activated by specific combinations of item and task.

Several studies have sought to relate the repetition suppression effects in different regions
to distinctions drawn in the behavioural literature between different classes of priming. One
such distinction is between perceptual (or “data-driven”) priming, held to depend on overlap
between study and test processing in “early”, modality-specific perceptual operations, and
conceptual (conceptually-driven) priming, resulting from processing overlap at the semantic
level (Blaxton, 1989). On the basis of its specificity for tasks requiring lexical/semantic
processing (Demb et al., 1995; Wagner et al., 1997, 2000), it has been suggested (Schacter &
Buckner, 1998) that the suppression effect observed in the left inferior prefrontal cortex is
a reflection of conceptual priming, a suggestion consistent with the proposed role of this
structure in high-level language processing (Gabrieli et al., 1998). The suggestion gains
further support from the finding that word stem repetition was associated with reduction in
left prefrontal activity regardless of whether the stems were presented visually or auditorily
(Buckner et al., 2000), implying that the left frontal region subserves amodal aspects of word
processing. Preliminary evidence of left frontal repetition suppression effects in amnesic
patients (Gabrieli et al., 1998; Buckner & Koutstaal, 1998) is also consistent with the view
that these effects reflect a form of memory for relatively abstract stimulus features that is
distinct from explicit memory.

Evidence linking suppression effects in extrastriate cortex to perceptual priming comes
from studies of word stem completion, which found suppression to be present only when
study and test items are presented in the same sensory modality (Badgaiyan et al., 1999;
Schacter et al., 1999). Along with the reduction in repetition suppression, these studies
reported that cross-modal priming was associated with increased activity in the anterior
prefrontal cortex. Consistent with the hypothesis that the prefrontal effects reflected the
engagement of explicit memory for items repeated across modality (Jacoby et al., 1993),
Badgaiyan et al. (2001) reported that divided visual attention during study (a manipulation
held selectively to impair explicit memory) abolished the effects.

Further evidence pointing to the perceptual specificity of extrastriate repetition suppres-
sion effects comes from an event-related fMRI study of Koutsaal et al. (2001). These authors
employed as stimuli pictures of visual objects, and compared the effects of repeating the
same stimulus (e.g. the same picture of an umbrella as was first presented) with those of
presenting a different exemplar of the same object (picture of a different umbrella). In most
of the regions demonstrating suppression effects for repetition of the same stimulus, effects
were attenuated for repetition at the exemplar level. Within extrastriate areas, the attenuation
was greater in the right than the left hemisphere. This finding led the authors to suggest that,
in accord with evidence from behavioural studies (e.g. Marsolek et al., 1992), form-specific
priming effects depend primarily on right occipitotemporal regions, the corresponding re-
gions of the left hemisphere supporting priming at a more abstract level of representation.

Findings from the PET studies of word stem completion by Badgaiyan et al. (1999,
2001) are also consistent with the idea that repetition suppression effects in the left ventral
extrastriate cortex reflect processing overlap at a relatively abstract level of representation.
These authors reported that some of the regions that showed suppression effects on visual
word stem completion tasks showed similar effects when the task was presented auditorily,
suggesting that this region supports word processing at the supramodal level. It is currently
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unclear, however, how this suggestion can be reconciled with the finding (noted above) that
the same region fails to exhibit repetition suppression when priming is across-modality.

Another distinction that has been drawn in the behavioural literature is between priming
for items that are pre-experimentally familiar (e.g. words, pictures of known objects) as
opposed to those that are novel (e.g. non-words, nonsense objects). Whereas familiar items
have pre-existing memory representations, novel items, especially if their constituent parts
are themselves unfamiliar, do not. So to the extent that priming is supported by activation of
pre-existing memory representations (Bowers, 2000), priming effects should be greater for
familiar than for unfamiliar items. Whereas studies of healthy subjects provide a somewhat
mixed picture of whether, and in what circumstances, priming effects for familiar and novel
items differ in their magnitude or longevity, Gooding et al. (2000) have argued that priming
effects in amnesic patients are reliably greater for familiar than for novel items. According to
these authors, priming for novel material is supported at least partially by memory processes
that are compromised in amnesia.

Two functional neuroimaging studies in particular are relevant to this issue. Using PET,
Schacter et al. (1995) investigated brain activity while subjects made possible/impossible
decisions about line drawings of pre-experimentally novel objects. In different blocks, stim-
uli consisted predominantly of possible or impossible objects presented for the first or the
second time. Blocks containing repeated possible objects were associated with greater ac-
tivity in inferior temporal/fusiform cortex (BA 21/37) than were first presentations (i.e.
a “repetition enhancement effect”). Henson et al. (2000a) used event-related fMRI to
study short-term repetition effects of faces and symbols, in each case separated accord-
ing to whether the items were pre-experimentally familiar (e.g. famous vs. unknown faces).
Repetition effects in a right fusiform region (the so-called “fusiform face area”; Kanwisher,
2000) showed a crossover interaction, in that suppression was observed for familiar items
whereas unfamiliar stimuli were associated with repetition enhancement. Together, the find-
ings from these two studies add weight to the suggestion (Gooding et al., 2000) that the neural
bases of repetition effects differ according to an item’s pre-experimental familiarity. The
relevance of these findings to behavioural priming effects observed with pre-experimental
unfamiliar materials remains to be elucidated, however.

Finally, it should be noted that in the majority of priming studies cited above the study—test
interval was relatively brief, at most a matter of minutes. In an exception to this pattern, van
Turennout et al. (2000) compared the effects of object repetition over study—test periods
of 30 s and 3 days, and reported that in the ventral extrastriate cortex repetition elicited
suppression effects that barely differed across the two delays. This finding suggests that a
single encounter with an item can give rise to long-lasting changes in the cortical regions
thought to support object processing, and is consistent with evidence of long-lasting priming
effects on behavioural measures of visual object processing (e.g. ~3 months in the picture-
naming task of Cave, 1997).

Interpretation of Repetition Suppression Effects

Squire et al. (1992) noted that their finding of a repetition suppression effect suggested
a possible neural mechanism for behavioural priming: namely, that primed items require
fewer neural resources for their processing than unprimed ones, and therefore are processed
with greater efficiency. Wiggs & Martin (1998) drew a direct analogy between the repetition
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suppression effects observed in functional neuroimaging studies and the effects observed
on single neuron firing rates in monkey inferotemporal visual cortex, where the repetition of
a visual object is associated with reduction in the activity of some of the neurons activated
by the object on its first presentation (Li et al., 1993). Wiggs & Martin proposed that
suppression effects in both neuroimaging and single unit data (along with priming effects
on behaviour) were a reflection of the development of a “sparser”, more selectively tuned
stimulus representation, a process involving “drop-out” of neurons coding inessential or
non-discriminating stimulus features.

Wiggs & Martin’s proposal, and others like it, encounters a number of difficulties. First,
it is not clear how the proposal can account for the finding that the repetition of pre-
experimentally novel items (analogous to the items employed in single neuron studies with
monkeys) can elicit enhanced responses. Second, it is unclear how analogous in other re-
spects the single neuron results in monkeys are to findings from human studies. In particular,
it is not presently known whether neuronal repetition suppression effects reported in the
monkey reflect priming. Brown and colleagues (e.g. Brown & Xiang, 1988), for example,
have argued that these effects are a neural substrate of recognition memory. Furthermore,
the neuronal effects onset early (ca. 90-100 ms) and almost certainly reflect modulation of
initial perceptual processing. The onset latency of the neuronal activity reflected in human
repetition suppression effects is not known for certain. On the basis of findings from a study
in which event-related fMRI was combined with magnetoencephalography, however, it has
been claimed (Dale et al., 2000) that suppression effects in extrastriate cortex onset relatively
late (ca. 300 ms), at about the same time as suppression effects are also seen in prefrontal
cortex. If confirmed, this finding would suggest that the extrastriate repetition suppression
observed with functional neuroimaging is not a direct correlate of the neuronal effects seen
in the monkey. Of course, this conclusion would not mean that repetition suppression as
revealed by functional neuroimaging does not underlie repetition effects on behaviour. It
would suggest, however, that priming of familiar items involves modification of processes
“downstream” of the items’ initial perceptual analysis.

Conclusions

PET and fMRI studies employing the kinds of indirect memory tests used to assess be-
havioural priming effects have led to the identification a robust neural correlate of such ef-
fects: repetition suppression. The studies have also had some success in correlating suppres-
sion effects in different regions with different forms of priming identified at the behavioural
level, although difficulties remain (e.g. see Badgaiyan et al., 2001). Somewhat suprisingly,
however, the functional neuroimaging literature on priming contains few attempts to demon-
strate rigorously that the effects observed in indirect tests are indeed correlates of implicit
memory, rather than reflections of incidental or even intentional explicit memory. Thus,
while some studies have contrasted the effects of stimulus repetition in indirect and direct
versions of otherwise similar tests (e.g. Squire et al., 1992; Schacter et al., 1996), none has
followed the behavioural literature in crossing a task manipulation with variables thought
to have dissociative effects on priming and explicit memory (variables such as depth of
study processing, divided attention, modality change, etc.). Indeed, relatively few studies
employing indirect tests alone have employed variables capable of dissociating implicit
and explicit memory of study items (a notable example of such a study being Badgaiyan
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et al., 2001), researchers often seemingly content to assume that the employment of an
indirect test is sufficient to ensure that explicit memory is not engaged (cf. Jacoby & Kelley,
1992; Rugg et al., 1997). Until a significant number of such experiments are performed,
the full picture of the neural activity specific to priming, as distinct from activity shared or
specifically associated with explicit memory, will not be clear.

Episodic Memory

Episodic memory refers to memory processes supporting the recollection of specific events
and the context in which they occurred. It is usually assessed with direct tests, such as
recall and recognition, which have in common the requirement intentionally to retrieve
information about a specific past processing episode.

Evidence from lesion studies indicates that episodic memory depends upon a network
of cortical and subcortical structures, prominent among which are the hippocampus and
adjacent medial temporal cortex, and the prefrontal cortex. The effects of lesions to these
regions differ. As detailed in Chapters 4, 8 and 9 of the present volume, bilateral damage
to the medial temporal lobe causes a severe, generalized impairment in the acquistion
of new episodic memories, and a more variable impairment in the recollection of events
experienced premorbidly. By contrast, lesions of the prefrontal cortex have only a limited
effect on many tests of episodic memory, unless highly elaborate encoding or retrieval
strategies are required. The effects of prefrontal lesions are, however, prominent on tests
that emphasize the retrieval of contextual features of prior events, such as when and where
they occurred (Chapter 17; Stuss et al., 1994).

Encoding

Functional neuroimaging studies of encoding have taken several approaches. A number
studies employed designs in which encoding was operationalized as the contrast between
two study conditions, known a priori to give rise to different levels of performance on direct
memory tests. A consistent finding was that the task promoting relatively good memory
performance was associated with greater activity in the ventral and dorsal regions of the
left inferior frontal gyrus (BAs 44/45/47; for review, see Buckner et al., 1999). Differences
in left frontal activity were found, for example, in contrasts between intentional learning
vs. reading (Kapur et al., 1996), semantic vs. nonsemantic classification (Kapur et al.,
1994; Demb et al., 1995; Wagner et al., 1998b), and full vs. divided attention (Shallice
et al., 1994). These and similar findings were taken by Tulving et al. (1994) as evidence
for a key role for left prefrontal cortex in episodic encoding. They proposed that engage-
ment of this region occurs whenever semantic information is retrieved about a study item,
and thus is available for incorporation into the episodic representation that includes the
item.

The bulk of the early encoding studies employed verbal material (for an exception see
Haxby et al., 1996), making it difficult to establish whether the left-sided lateralization of
the frontal “encoding” effects was specific for verbal material. Findings from later studies,
in which nonverbal as well as verbal items were employed, add further weight to the
proposal that the prefrontal cortex is engaged during episodic encoding, and indicate that
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the lateralization of encoding-related prefrontal activity is material-dependent (e.g. Kelley
et al., 1998; Wagner et al., 1998a; McDermott et al., 1999). The finding that encoding
of non-verbal material, such as unfamiliar faces, activates right prefrontal regions (Kelley
et al., 1998) suggests that the role of the prefrontal cortex in encoding goes beyond those
aspects of semantic processing held to be supported by the left prefrontal cortex.

Whereas the findings from these early studies consistently point to the involvement of
the prefrontal cortex in episodic encoding, findings for the medial temporal lobe have been
more variable. Several of the aforementioned studies failed to report any effect at all (e.g.
Shallice et al., 1994), whereas others did find effects in the vicinity of the hippocampus (e.g.
Kelley et al., 1998). The inconsistency of the findings is perhaps surprising in light of the
key role proposed for the hippocampus in episodic memory. The inconsistency may reflect
the failure to employ contrasts which sufficiently emphasize encoding-related differences
in medial temporal activity, e.g. “shallow”, non-semantic encoding tasks may give rise to
poor subsequent memory, not because there is a failure to engage hippocampally-mediated
encoding operations but because the encoded information is difficult to access in subsequent
memory tests.

In this respect, it is noteworthy that it is widely held that a key role for the hippocampus
during encoding is in some sense to “bind” together in memory disparate elements of a study
episode (e.g. Eichenbaum et al., 1992). According to this view, differential activation of
the hippocampus at encoding should be revealed by contrasts that compare conditions that
vary the extent to which study items are processed associatively rather than independently.
Consistent with this prediction, studies that have contrasted tasks requiring the explicit
formation of inter-item associations with tasks emphasizing item-specific processing have
reported more activity in the vicinity of the hippocampus during the associative condition
(Henke et al., 1997, 1999; Montaldi et al., 1998; the imaging method employed in this latter
study was single photon emission tomography, a method similar in some respects to PET
but with lower spatial resolution).

Another approach to the investigation of memory encoding has been to contrast a con-
dition in which the same item or items are presented repeatedly with one in which items
are trial-unique. Studies adopting this approach (Stern et al., 1996; Gabrieli et al., 1997,
Rombouts et al., 1997, 1999; Constable et al., 2000) have consistently reported activation
in medial temporal regions in the vicinity of the parahippocampal cortex and hippocampus.
These findings suggest that, at least for complex visual material (no study employed ex-
clusively verbal material), the medial temporal lobe is sensitive to relative novelty. To the
extent that novel stimuli engage episodic encoding operations more than experimentally
familiar items, the findings indicate a role for the medial temporal regions in the support of
these operations. An alternative explanation, however, is that the findings reflect repetition
suppression effects analogous to those discussed in the section on Priming, above. By this
argument, the findings are a reflection of the facilitated processing that accompanies stimu-
lus repetition, rather than processes associated specifically with the encoding of unrepeated
items.

More generally, findings from studies that use across-task or across-block contrasts to
reveal activity related to memory encoding all suffer from a common difficulty of interpre-
tation. Whereas some of the effects revealed by such contrasts may indeed reflect neural
activity responsible for differences in the effectiveness with which information is encoded
into memory, other effects may arise because of differences between conditions that have
nothing to do with memory-encoding operations.
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This problem can be overcome by employing only a single encoding task, and searching
for regions where activity correlates with subsequent memory performance. This approach
was adopted in several studies (Cahill et al., 1996; Alkire et al., 1998; Fernandez et al., 1998,
1999), all of which reported that the amount of medial temporal activity during encoding
correlated with subsequent memory performance, either across (Cahill et al., 1996; Alkire
et al., 1998) or within (Ferndndez et al., 1998, 1999) subjects. Because the data in these
studies were obtained over blocks of items, the findings are ambiguous with respect to
whether the medial temporal activity “predicting” subsequent memory was state- or item-
related.

Insight into regions supporting the encoding of individual study items can be obtained
by using event-related fMRI. By adapting a procedure employed in event-related potential
studies of memory encoding (for reviews, see Rugg, 1995; Wagner et al., 1999), activity
elicited by study items can be contrasted according to whether the items are remembered
or forgotten in a subsequent memory test, allowing identification of regions in which activ-
ity at the time of encoding predicts subsequent memory performance. Regions exhibiting
such “subsequent memory effects” are good candidates as ones playing a role in episodic
encoding.

This approach has been employed in several studies (with words, Wagner et al., 1998b;
Baker et al., 2001; Buckner et al., 2001; Kirchhoff et al., 2000; Otten et al., 2001: with non-
verbal material, Brewer et al, 1998; Kirchhoff et al., 2000). In most of the studies employing
words, subsequently remembered items elicited greater activity in the inferior prefrontal
cortex, especially on the left, than did words that were subsequently forgotten. Subsequent
memory effects were also reported in the medial temporal lobe, in parahippocampal cortex
in the study of Wagner et al. (1998b), and in the vicinity of the hippocampus proper in Otten
et al. (2001). Results from the studies employing nonverbal material were consistent with
these findings. Subsequent memory effects in the prefrontal cortex were right-lateralized,
while subsequent memory effects in the parahippocampal cortex were observed bilaterally
in both studies and in the right hippocampus in Kirchoff et al. (2001).

The event-related findings are broadly consistent with the findings from the blocked exper-
iments discussed earlier. This consistency is highlighted by the study of Otten et al. (2001),
when regions exhibiting item-specific subsequent memory effects could be compared di-
rectly with the regions demonstrating greater activity for semantic relative to non-semantic
study tasks—the contrast at the heart of the original proposal that the left prefrontal cortex
plays a key role in episodic encoding (Tulving et al., 1994). Otten et al. (2001) employed
two different encoding tasks, requiring judgements about semantic and letter-level features,
respectively. The left frontal and anterior hippocampal regions that exhibited subsequent
memory effects in the semantic study task were, in the main, a subset of the regions iden-
tified by the between-task contrast. These regions seem likely, therefore, to support the
processes responsible for conferring the mnemonic advantage on the semantically stud-
ied items. Subsequent memory effects were, however, found in only a small fraction of
the regions identified by the between-task contrast, emphasizing that such contrasts con-
flate processes related to encoding with other processes that may have nothing to do with
memory. Interestingly, Otten et al. (2001) found that subsequent memory effects for their
non-semantic task were located in a subset of the left frontal and hippocampal regions
exhibiting subsequent memory effects in the semantic task. They suggested that memory
for these items was supported by “incidental” semantic processing, rather than processing
engaged specifically by the non-semantic discrimination task.
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Interpretation of Findings from Encoding Studies

Prefrontal cortex. The findings from both blocked and event-related studies suggest that
episodic encoding of verbal material depends on processes supported by the left inferior
prefrontal cortex, as was originally proposed by Tulving et al. (1994). The prefrontal cortex
also appears to play an important role in the encoding of non-verbal material, when a
bilateral or right-lateralized pattern of prefrontal activity is observed.

What are the cognitive operations associated with these prefrontal effects? Whereas little
can be said at present about the operations engaged by nonverbal material and supported
by the right prefrontal regions, there is more evidence about the possible role of the left
prefrontal cortex. The overlap between regions activated by “depth of processing” manip-
ulations and those identified by event-related, “subsequent memory” experiments suggests
the existence of cognitive operations that are engaged differentially both by semantic vs.
nonsemantic processing, and by effective vs. less effective encoding within semantic pro-
cessing tasks. It has been suggested that the operations supported by the regions of the
left inferior prefrontal cortex identified in contrasts between semantic and non-semantic
tasks might contribute to “semantic working memory” (Gabrieli et al., 1998)—the tempo-
rary storage, manipulation and selection of an item’s semantic attributes. According to this
hypothesis (see also Buckner & Koutstaal, 1998; Wagner et al., 1998b, 1999), the more a
study item engages semantic working memory, the more likely it is that its semantic fea-
tures will be incorporated into a representation of the study episode and, therefore, the more
likely it is that the episode will be accessible in a subsequent memory test (an idea very
similar to the original proposal of Tulving et al. 1994). It is easy to see how this hypothesis
can encompass the findings from between-task comparisons. Additional assumptions are
needed, however, to allow the hypothesis to account for subsequent memory effects. In at
least one subsequent memory experiment (Otten et al., 2001), study task performance, as
assessed by accuracy and RT, was equivalent for subsequently remembered and forgotten
items. Thus, there was no evidence that the two classes of items differentially engaged
the cognitive operations supporting the semantic judgment task. It is therefore necessary
to assume that the engagement of semantic working memory in such tasks goes beyond
what is required to perform the task itself, and it is the extent of this additional processing
that is particularly important for memory encoding. This raises the intriguing question of
exactly what causes some items to receive “additional” processing? Presumably this is de-
termined by a combination of subject and item variables that is likely to prove difficult to
disentagle.

Medial temporal lobe. Given the strength of the evidence of a key role for the medial
temporal lobe in episodic memory, it is unsurprising that studies have found greater medial
temporal lobe activity for study items or conditions associated with good, as opposed to poor,
subsequent memory. There is, however, considerable variation between studies with regard
to the specific medial temporal regions differentially engaged by encoding manipulations.
This variability persists even if consideration is restricted to studies of subsequent memory
effects, arguably the “purest” way to identify regions where activity correlates specifically
with encoding. For example, in two studies that were in many ways similar, subsequent
memory effects were observed in the posterior parahippocampal gyrus (extending into the
fusiform gyrus) in one case (Wagneret al., 1998b), and in anterior and posterior hippocampus
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in the other (Otten et al., 2001; see Lepage et al., 1998; Schacter & Wagner, 1998, for further
discussion of the possible significance of anterior vs. posterior hippocampal activations).
While these and similar findings are consistent with the widely held view that the medial
temporal lobe plays an important role in memory encoding, they give little clue as to what
roles might be played by the different parts of this region.

Concluding Comments

With few exceptions, encoding studies have focused on tasks requiring semantic analysis
of study items, with many studies actually operationalizing encoding in terms of a contrast
between semantic and non-semantic study tasks. The emphasis on semantically mediated
encoding operations is understandable in light of the large literature, much of it conducted
within the “levels of processing” framework (Lockhart, 1992), that highlights the benefit
of semantic encoding for subsequent episodic retrieval. However, this emphasis is at the
expense of other research, conducted within the “transfer appropriate processing” frame-
work (e.g. Morris et al., 1977; Roediger et al., 1989), which indicates that the advantage
of semantic relative to non-semantic encoding is diminished if memory is tested with tests
that recapitulate the processing engaged during study, e.g. by testing memory for items
encoded in a phonological study task with phonological cued recall. It will be of interest to
determine whether regions identified as playing a key role in semantically-mediated encod-
ing are the same as those engaged during successful encoding in non-semantic study tasks,
especially when memory is assessed with tests that maximize overlap between study and
test processing.

Retrieval

To an even greater extent than for encoding, neuroimaging studies of episodic retrieval
have focused on memory for pre-experimentally familiar words. While some studies have
investigated retrieval using free recall, most have employed memory tests that involve
the presentation of cues in some way related to the studied items, as in cued recall and
recognition. Whereas an understanding of free recall is undoubtedly important, this test is
arguably not ideal for studies that aim to dissociate and characterize the different processes
engaged during episodic retrieval. Unlike tests that employ discrete retrieval cues, free recall
provides little basis for controlling the frequency and timing of retrieval attempts (although
see Fletcher et al., 1998).

One consideration when interpreting findings from functional imaging studies of mem-
ory retrieval arises from the argument that few, if any, retrieval tasks are “process pure”
(Jacoby & Kelley, 1992 ). A well-known example of this problem is the influence of ex-
plicit memory on indirect memory tests intended to assess implicit memory (cf. section on
Priming, above). But as pointed out by Jacoby and his associates, performance on direct
memory tests used to assess explicit memory can also be influenced by more than one kind
of memory. The most common retrieval task in neuroimaging studies of episodic memory—
recognition memory—is a task on which performance is almost certainly determined by
multiple processes (e.g. Yonelinas, 1994).
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Blocked Retrieval Studies

As in studies of priming and encoding, early PET and fMRI studies of episodic retrieval
employed blocked designs. The interpretation of findings from such designs is particularly
difficult in the case of retrieval tasks. First, the confounding of state- and item-related
effects makes it very difficult to distinguish processing elicited by a specific cue (e.g. a
recognition memory test item) from more tonic processes associated with mere engagement
in the retrieval task; second, as noted previously, blocked designs do not permit separate
assessment of activity associated with different classes of response (e.g. recognition hits vs.
misses).

In an attempt to overcome the first of these problems, several studies have varied the
ratio of “old” and “new” retrieval cues across different test blocks (e.g. Rugg et al., 1996;
Stark & Squire, 2000a), on the assumption that effects that co-vary with the proportion of
old items will reflect item-specific consequences of successful retrieval. This approach has
two problems. First, even when the assumption is warranted, it is not possible to dissoci-
ate state-related activity from item-related activity that is common to old and new items.
Second, contrary to the assumption, variation in the old: new ratio may not be sufficient
to dissociate item- and state-related correlates of retrieval success; state-related activity
might also co-vary with the old: new ratio, e.g. as a consequence of different expectancies
induced about the structure of the stimulus sequence. This possibility is highlighted by the
findings of Wagner et al. (1998c), who obtained differences in prefrontal activity between
two identically structured test blocks, merely by informing subjects that the old: new ratios
in each block were different.

Problems of interpretation notwithstanding, findings from blocked studies of retrieval are
summarized briefly below, focusing on those regions where retrieval-related activity has
been reported most consistently.

Prefrontal cortex. ~Activation of the prefrontal cortex has been reported in the majority of
functional neuroimaging studies of episodic retrieval (for review, see Fletcher & Henson,
2001). Surprisingly, even when the experimental material was verbal, these retrieval-related
effects were often right-lateralized. Thus, right-lateralized prefrontal activation (relative to
appropriate control tasks) has been reported for free recall (e.g. Fletcher et al., 1998), word-
stem cued recall (e.g. Squire et al., 1992), recall of paired associates (e.g. Shallice et al.,
1994) and recognition memory (e.g. Nyberg et al., 1995).

The consistency with which right prefrontal activation has been reported in studies of
episodic retrieval contrasts with the diversity of views that have been put forward as to its
functional significance (e.g. Nyberg et al., 1995, vs. Rugg et al., 1996). One issue that arose
early on concerns whether retrieval-related activity in the right prefrontal cortex is state- or
item-related (Fletcher et al., 1997). This issue has proved difficult to settle; as already noted,
the findings from blocked studies leave it uncertain whether the right prefrontal activations
reflect state-related effects, item-related effects or some mixture of the two.

A second issue is whether right prefrontal activity during retrieval can be dissociated
neuroanatomically. It has been suggested, for example, that a distinction should be drawn
between the retrieval functions supported by dorsolateral (BA46/9), ventrolateral (BA 47)
and anterior (BA10) regions (Fletcher & Henson, 2001; see also Christoff & Gabrieli,
2000). A further anatomical dissociation, in the form of differential lateralization, has been
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proposed in light of the fact that activation of the right prefrontal cortex is accompanied in
many studies by activity in one or more left prefrontal regions. Nolde et al. (1998) suggested
that left prefrontal activity reflects the engagement of what they termed “reflective” retrieval
processes, contrasting these with the “heuristic” processes supported by the right prefrontal
cortex.

Parietal cortex. Medial and lateral parietal regions have been consistently identified dur-
ing episodic retrieval, usually including the region known as the precuneus (medial BA7).
There is evidence from experiments manipulating the relative proportions of old and new
items that activation of the precuneus is associated with successful, as opposed to unsuc-
cessful, retrieval (Kapur et al., 1995; Rugg et al., 1996).

Another parietal region consistently activated during episodic retrieval lies on the lateral
surface of the parietal lobe and includes both inferior (BA 39/40) and superior (BA7) regions
(e.g. Cabezaetal., 1997). Like the medial parietal region noted above, there is evidence that
lateral parietal activation is associated with successful retrieval. Unlike the medial parietal
cortex, however, activation of the lateral parietal regions seems to exhibit an element of task
specificity, in that it has been found to be more prominent during recognition memory than
cued recall (Cabeza et al., 1997; Rugg et al., 1998).

Medial temporal lobe. Retrieval-related medial temporal lobe activity has been reported
in numerous blocked studies (for review, see Lepage et al., 1998; Schacter & Wagner, 1998),
albeit with much less consistency than in the case of prefrontal and parietal regions (see
Buckner et al., 1995, experiments 2 and 3; Rugg et al., 1996, 1998, for examples of negative
findings). Medial temporal activation has been reported both for task-wise contrasts (e.g.
Squire et al., 1992) and also in studies where the contrast was within-task and involved
manipulation of the old: new ratio (Stark & Squire, 2000a, 2000b; but see also Rugg et al.,
1996, 1998). These latter findings are important, as they suggest that the medial temporal
regions contribute to, or are at least sensitive to, the outcome of a successful retrieval attempt
(although it is important to bear in mind the caveats about interpretation of such studies that
were discussed earlier). As noted by Schacter & Wagner (1998), it is difficult to discern any
pattern among studies reporting retrieval-related medial temporal effects in the location of
the activity (e.g. hippocampal vs. extra-hippocampal; anterior vs. posterior); neither is it
easy to see what distinguishes studies reporting positive findings from those failing to find
an effect.

Event-related Studies

The majority of event-related studies of episodic retrieval have employed variants of yes/no
recognition memory, and have focused on the neural correlates of retrieval success, i.e.
patterns of brain activation associated with the retrieval of information from memory
(Rugg & Henson, in press).

Processing common to old and new items. One event-related study assessed activity
separately for cues corresponding to studied and unstudied items. In Ranganath et al. (2000)
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two test tasks were contrasted. In the “general” task, yes/no recognition judgements were
required, whereas in the specific task, subjects judged whether test items were new, or larger
or smaller than at study. The intertask contrast showed increased activity from left anterior
prefrontal cortex (BA 10) in the more specific task, an effect that was apparent for both
old and new test items. This finding is consistent with blocked studies contrasting source
and recognition judgements (Henson et al., 1999a; Rugg et al., 1999), and suggests that the
left anterior prefrontal cortex supports operations engaged when a retrieval task requires
recovery of a high level of perceptual detail. Crucially, the findings of Ranganath et al.
(2000) indicate that these operations are not necessarily associated with retrieval success,
and may instead reflect differential engagement of pre-retrieval processes.

Retrieval success. Two early event-related fMRI studies of recognition memory (Buckner
et al., 1998a; Schacter et al., 1997) failed to find reliable differences between responses
elicited by correctly classified old and new words. Later studies, however, consistently
reported differences in activity elicited by old and new items, e.g. Konishi et al. (2000)
reported greater activity for old items in inferior and lateral parietal cortex bilaterally,
in medial parietal cortex (BA 7/31) and in several prefrontal regions, including bilateral
anterior (BA 10) and left ventral/dorsolateral (BA 45/47/46) areas.

Donaldson et al. (2001) investigated both item- and state-related activity during recog-
nition memory. State-related effects, which were identified by interrupting the recognition
task by regular “rest” periods, were found in a number of regions, some of which overlapped
those exhibiting item-related effects. Because Donaldson et al. did not include a control
condition in which words were presented in the context of a task imposing no demands on
memory, it is not possible to assess which, if any, of these regions exhibited activity tied
specifically to the requirement to engage in recognition memory, rather than to more gen-
eral aspects of word processing. The same problem of interpretation does not exist for the
contrast between responses elicited by old and new words. The findings from this contrast
agreed well with those described by Konishi et al. (2000).

Henson et al. (1999b, 2000) employed recognition memory tests in which subjects were
required not only to judge whether a word was old or new, but also to provide information
about the subjective experience accompanying the judgement. In the first study subjects
signalled whether each test word was new, whether it was judged old on the basis of rec-
ollection of some aspect of the study episode (a Remember response; Tulving, 1985), or
judged old solely on the basis of an acontextual sense of familiarity (a Know response).
Relative to new words, Remembered old words elicited enhanced activity in a network sim-
ilar to that identified by Konishi et al. (2000) and Donaldson et al. (2001). Direct contrasts
between the two classes of old items revealed relatively greater activity for Remembered
items in the left dorsal anterior prefrontal (BA 8/9), inferior and superior lateral parietal
cortex (BA 40/19) and posterior cingulate (BA 24), whereas items assigned a Know judge-
ment elicited relatively more activity in the right dorsolateral prefrontal (BA 46), anterior
cingulate (BA 9/32) and dorsal medial parietal (BA 7) regions. These findings were broadly
replicated in a similar study by Eldridge et al. (2000), with the important additional finding
that “Remembered” words elicted greater activity in the left hippocampus than did either
new words or old words given a “Know” judgement.

Henson et al. (1999b) proposed that their finding of greater right dorsolateral frontal
activity for Know judgments reflected the role of this region in monitoring the products of a
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retrieval attempt (Burgess & Shallice, 1996). They tested this proposal (Henson et al., 2000b)
with a recognition memory test employing confidence judgements, predicting that noncon-
fident decisions would be associated with greater right dorsolateral activity than confident
decisions. The prediction was borne out; the same region responsive to Know judgements
in Henson et al. (1999b) was more active when correctly classified items (whether old or
new) were assigned a nonconfident than a confident decision. The study of Henson et al.
(2000b) also provided an opportunity to investigate effects related to retrieval success. The
findings for the old minus new contrast revealed greater activity in much the same network
identified in other studies, as well as a late-onsetting effect (old > new) in the right anterior
prefrontal cortex (BA 10).

In two studies event-related activity was investigated in “false memory” paradigms (see
Roediger, 1996, and accompanying articles). In McDermott et al. (2000), subjects studied
compound words such as “nosebleed” and “skydive”. Attest, yes/no recognition judgements
were made on new words, studied words, and new words formed by recombining the
component parts of some of the study words (e.g. nosedive). Recombined items attract
considerably more false alarms than do new items formed from unstudied words and, it has
been proposed (Jones & Jacoby, 2001), are rejected as old when they elicit recollection of
one or both of the original study words, allowing the sense of familiarity engendered by
the items to be successfully “opposed”. Consistent with this interpretation, relative to new
items, correctly rejected recombined words activated many of the same regions as were
activated by truly old items. In addition, recombined items elicited greater dorsolateral
prefrontal activity than did truly old words.

Cabeza et al. (2001) employed test items consisting of new and old words, along with
“related lure” items—new words strongly related semantically to study items. The majority
of the related lures were incorrectly classified as old. Relative to the activity elicited by
new items, Cabeza et al. reported that a region of the anterior temporal lobe bilaterally,
including the hippocampus, was more active for both old and misclassified related lures,
a finding they took to reflect the role of this structure in retrieval of relatively abstract
episodic information. Other areas showing greater activity for both old and related lure
items relative to new words were bilateral dorsolateral prefrontal cortex (BA 46), bilateral
inferior parietal cortex (BA 39/40) and the precuneus (BA 7/19/31). Among areas showing
relatively greater activity for related lures was a region of orbitofrontal cortex on the right
(BA 11).

In the final study to be mentioned in this section, Maratos et al. (2001) required sub-
jects to study words embedded in sentences that varied in their rated emotionality (neutral,
negative or positive). At test, the requirement was merely to discriminate between studied
and unstudied words, without regard to the studied words’ encoding contexts. Relative to
new items, recognized studied words gave rise to a pattern of activity very similar to that
observed in previous studies. More interestingly, relative to recognized test words from
emotionally neutral contexts, words from negative contexts activated the left amygdala and
hippocampus, and the right dorsolateral prefrontal cortex. In the analogous comparison,
items from positive contexts activated the orbitofrontal cortex. Maratos et al. (2001) at-
tributed these findings to the incidental retrieval of the emotional contexts. They argued that
the hippocampal and right dorsolateral effects reflected the fact that emotionally negative
contexts were associated with a richer and more salient episodic content than were the
neutral and positive contexts.
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Functional Significance of Retrieval-related Activity

Prefrontal cortex. The prefrontal region most consistently associated with retrieval suc-
cess in event-related studies is the anterior prefrontal cortex (BA 10). In marked contrast
with the findings from blocked studies, these anterior prefrontal effects were observed more
often on the left than on the right. Dorsolateral prefrontal activations (BA 9/46)—both left-
and right-sided—were also sometimes detected.

What processes are supported by left prefrontal cortex during episodic retrieval? The
finding of Henson et al. (1999b) that the left anterior cortex was more active for recognized
items accorded Remember rather than Know judgements, is consistent with a role in the
processing of retrieved information with a relatively high level of episodic content. A similar
conclusion can be drawn from the finding of McDermott et al. (2000), when left anterior
prefrontal cortex was activated both by recognized old items and by correctly rejected
related lures (items which, it is assumed, elicited recollection of the study episode). An
important question is how to reconcile the proposed role for this region in recollection
with the finding of Ranganath et al. (2000), that left anterior prefrontal cortex can also be
activated by retrieval cues corresponding to unstudied items, when little or no recollection
is possible.

As already noted, the question of whether activation of right anterior prefrontal cortex
during episodic retrieval reflects state- or item-related processing has been much debated.
According to Tulving and colleagues, the functional role of right prefrontal cortex is to
support “retrieval mode”, a mental state in which environmental events are treated as retrieval
cues, and retrieved episodic memories are experienced “autonoetically” (Tulving, 1983;
Wheeler et al., 1997). From this viewpoint, right prefrontal activity should be state- rather
than item-related and, critically, should not vary according to whether a retrieval attempt
is successful or unsuccessful. An alternative viewpoint (e.g. Rugg et al., 1996) posits that
right prefrontal activity is item-related and associated specifically with retrieval success.
The findings from event-related studies do not clearly distinguish these two positions; while
the findings indicate that there are circumstances under which the right prefrontal cortex
exhibits item-related activity, no study has satisfactorily addressed the question of whether
this region also demonstrates task-dependent, state-related activity. There is no reason in
principle why this issue cannot be resolved using designs that allow concurrent measurement
of both classes of activity (cf. Donaldson et al., 2001).

The other prefrontal region activated in some event-related studies is dorsolateral pre-
frontal cortex. Dorsolateral prefrontal activation seems most likely to be found when task
demands exceed those of simple recognition—whether by virtue of the requirement to
make an introspective judgement about the recognition decision (Eldridge et al., 2000;
Henson et al., 1999b, 2000b), or to discriminate between “true” and “false” recollections
(McDermott et al., 2000; Cabeza et al., 2001). As suggested previously (Fletcher et al.,
1998; Henson et al., 1999a), these demands may include the engagement of monitoring
processes that operate on the products of retrieval.

Parietal cortex. In the majority of studies reviewed, the lateral and medial parietal cortex
were found to exhibit greater activity for items eliciting successful rather than unsuccessful
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retrieval, regardless of the exact form of the retrieval task. In most of the studies, the lat-
eral parietal activations were lateralized to, or more extensive, on the left. The findings are
consistent with a number of previous studies in which retrieval success was investigated
with blocked designs and, broadly speaking, with two meta-analyses of studies employ-
ing such designs (Habib & Lepage, 1999; Lepage et al., 2000). The findings of Henson
et al. (1999b) and Eldridge et al. (2000), that left lateral parietal activity was greater for
items accorded Remember rather than Know responses, suggest that activity in this region
may be a function of the amount of episodic information retrieved in response to the test
item.

On the basis of the findings from event-related studies, the functional role of medial
parietal cortex in memory would appear to be similar to that proposed for lateral pari-
etal cortex. Activations related to retrieval success were found in both the precuneus
(e.g. Konishi et al., 2000) and more ventrally in the posterior cingulate (Henson et al.,
1999b). There was little evidence to suggest that activity in these two medial regions
could be dissociated from one another, or from activity in lateral cortex, although other
studies have demonstrated task-based dissociations between these regions (Rugg et al.,
1998; Shallice et al., 1994). A frequently cited role for the medial parietal cortex is in
the support of visual imagery (Fletcher et al., 1995). According to this argument, ac-
tivation of the medial parietal region during successful retrieval reflects the strong de-
mands placed on visual imagery by the representational demands of retrieved episodic
information.

Medial temporal lobe. Few event-related studies have reported retrieval-related activa-
tion in the hippocampus or adjacent medial temporal cortex. The positive findings that were
obtained (Eldridge et al., 2000; Cabeza et al., 2001; Maratos et al., 2001) were for test items
likely to have elicited strong episodic recollection and, as such, they are consistent with
the proposal that retrieval-related hippocampal activity is associated specifically with this
form of memory (Rugg et al., 1997; Schacter et al., 1996). The failure to find hippocampal
activation in other studies of recognition memory may to some extent reflect the fact that
recognition judgements can be made on the basis of an acontextual sense of familiarity
in the absence of the (hippocampally-mediated) retrieval of a study episode (Aggleton &
Brown, 1999). This possibility seems unlikely, however, to account fully for the inconsis-
tent findings noted above; two other studies in which contrasts were performed between
recollected and new items (Henson et al., 1999b; McDermott et al., 2000) failed to find
differential hippocampal activity.

It is unclear why medial temporal activity is not consistently detected during episodic
retrieval. One possibility is that the null findings are a consequence of the neural dy-
namics of the hippocampus, such that retrieval-related neural activity does not always
give rise to changes in metabolic demand on a spatial scale large enough to be detected
by current methods. Alternatively, the lack of positive findings may be a sign that the
contribution of the medial temporal lobe to retrieval is often overshadowed by encoding-
related activity. By this argument (e.g. Rugg et al., 1997; Stark & Squire, 2000b), the
failure to find differential activity for contrasts between responses to old and new items
reflects the fact that medial temporal structures are active both in support of retrieval of
old information and the encoding of new information associated with contextually novel
items.
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Conclusions

Event-related fMRI has allowed the neural correlates of memory retrieval to be dissociated
with a level of precision (in the functional, not the anatomical, sense) unavailable to blocked
designs. It is important, however, that the method is applied to tasks other than those based
around recognition memory. The neural correlates of episodic memory retrieval appear
in part to be task-dependent (Allan et al., 2000; Cabeza et al., 1997; Rugg et al., 1998),
and hypotheses formulated on the basis of the existing, rather narrow dataset need to be
challenged by findings from a much wider range of tasks.

GENERAL CONCLUSIONS

The findings from functional neuroimaging studies stengthen and refine conclusions drawn
on the basis of neuropsychological evidence, but go beyond this evidence in a number of
significant ways. Findings from studies of indirect and direct tests are consistent with the
widely-held view that priming and explicit memory (for familiar items at least) rely on
qualitatively different kinds of memory. And evidence of involvement of the hippocampus
and adjacent regions of the medial temporal lobe during episodic encoding and retrieval is
unsurprising, given the range of other evidence about the importance of these structures for
episodic remembering (what is more surprising, perhaps, is the lack of consistency across
studies as to the circumstances and location in which medial temporal activation is found).

Of more interest are findings identifying regions not previously recognized as playing
an important role in episodic memory. Chief among these is the prefrontal cortex; lesion
studies gave little clue that different prefrontal regions might be involved selectively in
encoding or retrieval, or that lateralization of memory processing in the prefrontal cortex
might be anything other than material-dependent. In the case of other regions—notably, the
medial and lateral parietal areas consistently activated during episodic retrieval—it is little
exaggeration to say that their involvement in memory was completely unsuspected before
the advent of functional neuroimaging.

Thus, the principal contribution of functional neuroimaging to the understanding of
human memory has not been in respect of the brain area—the medial temporal lobe—
recognized above all others for its contribution to episodic memory. Instead, it has been
to identify other regions which, along with the medial temporal lobe, might belong to dis-
tributed networks supporting encoding and retrieval operations. Among the many questions
arising out of the findings reviewed above, one is paramount—which of the many regions
implicated by functional neuroimaging studies support operations that are necessary for,
rather than mere correlates of, normal memory function? For the reasons noted at the opening
of this chapter, this question is best addressed by investigating the sequelae of focal lesions.
It is to be hoped, therefore, that it will motivate the study of a more diverse range of lesion
locations than those conventionally investigated in neuropsychological studies of memory.
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The hippocampus, together with anatomically related structures in the medial temporal lobe
and diencephalon, supports the capacity for conscious recollection. This capacity, termed
declarative memory, can be contrasted with a collection of nonconscious (nondeclarative)
memory abilities that are expressed through performance rather than recollection and that
are supported by structures outside the medial temporal lobe. The distinction between
declarative and nondeclarative memory is based on studies of humans, monkeys, and ro-
dents (Eichenbaum & Cohen, 2001; Gabrieli, 1998; Schacter & Tulving, 1994; Squire,
1992). More recently, attention has been directed towards the question of how the different
anatomical components of the medial temporal lobe memory system contribute to declar-
ative memory. The medial temporal lobe memory system is composed of the hippocampal
region (CA fields, dentate gyrus, and the subicular complex) and the adjacent perirhinal,
entorhinal, and parahippocampal cortices (Squire & Zola-Morgan, 1991).

The purpose of this chapter is to consider to what extent separate functions can be ascribed
to the hippocampal region and the adjacent cortices. The discussion draws on studies of both
experimental animals and humans. Because anatomical information is critical, the human
studies draw especially on those cases for which radiological information (from structural
magnetic resonance imaging) or neurohistological information is available.

Recent discussions of the function of medial temporal lobe structures make prominent
mention of the distinction between episodic and semantic memory (Cermak, 1984;
Kinsbourne & Wood, 1975; Schacter & Tulving, 1982; Tulving, 1991), and this distinction
can serve as a useful framework for the data reviewed here. Episodic and semantic memory
are two different forms of declarative memory (Tulving, 1983). “Episodic memory” refers
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to memory for specific events, including memory for when and where events occurred.
“Semantic memory” refers to memory for facts, including general knowledge about the
world.

Atleast three distinct ideas have been discussed concerning the medial temporal lobe and
episodic and semantic memory. One idea is that episodic memory depends on the integrity
of the medial temporal lobe but that semantic memory can be acquired independently of the
medial temporal lobe (Tulving, 1991). A second idea is that the hippocampus has a privi-
leged, perhaps even exclusive, role in episodic memory and that semantic memory depends
on medial temporal lobe structures adjacent to the hippocampus, such as the perirhinal
cortex (Aggleton & Brown, 1999; Nadel et al., 2000; Vargha-Khadem et al., 1997). Still a
third idea is that the hippocampus (and other medial temporal lobe structures) contribute
similarly to episodic and semantic memory (Squire & Zola, 1998; Verfaellie et al., 1995).

Another distinction, related to episodic and semantic memory, focuses on the idea that
recognition is composed of two processes: remembering (a recollective process akin to
episodic memory) and familiarity discrimination (akin to semantic memory) (Mandler,
1980). In parallel with the second of the three ideas outlined above, it has been suggested
that remembering might depend more on the hippocampus and that the ability to make
familiarity discriminations might depend more on adjacent cortex (Brown & Aggleton,
2001).

ANIMAL STUDIES

In nonhuman animals, bilateral medial temporal lobe lesions, as well as lesions restricted
to the hippocampal region (the CA fields of the hippocampus, dentate gyrus, and subicular
complex), cause anterograde amnesia. This impairment has been demonstrated by a wide
range of memory tasks, including tasks of recognition memory, such as trial-unique delayed
nonmatching to sample and the visual-paired comparison task. Such lesions also cause
retrograde amnesia, that is, loss of memory for information acquired before the lesion. In
the present context, the interesting questions with respect to both anterograde and retrograde
amnesia are whether the effects of medial temporal lobe lesions can be understood in terms
of the distinction between episodic and semantic memory, and how the effects of restricted
hippocampal lesions compare to the effects of lesions to adjacent cortex.

Anterograde Amnesia

One of the most widely used tasks for assessing declarative memory in monkeys is the
delayed nonmatching to sample (DNMS) task of recognition memory (Gaffan, 1974;
Mishkin & Delacour, 1975). In the DNMS task, a sample object is first presented to the
animal, and then after a delay the original object is presented together with a new object.
Different objects are used for each trial, and the animal is rewarded for selecting the new
object. Monkeys with selective bilateral damage to the hippocampal region produced by
ischemia (Zola-Morgan et al., 1992), radio-frequency (Alvarez et al., 1995) or ibotenic
acid (Beason-Held et al., 1999; Zola et al., 2000; but see Murray & Mishkin, 1998) are
impaired on this task (Zola & Squire, 2001). Lesions of the perirhinal cortex also impair
DNMS performance (Buffalo et al., 1999; Meunier et al., 1993), and large lesions of the
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adjacent cortex (perirhinal plus parahippocampal cortex) that substantially disconnect the
neocortex from the hippocampal region impair DNMS performance more severely than
restricted hippocampal lesions (Suzuki et al., 1993; Zola-Morgan et al., 1989, 1994). This
finding suggests that the hippocampal region is not uniquely important for this recognition
memory task and that the adjacent cortex also supports performance.

The DNMS task has also been adapted for the rat (Mumby et al., 1990). Although the
effects of bilateral damage to the hippocampal region have been mixed (see Brown &
Aggleton, 2001), the data suggest that an impairment of recognition memory is found when
the lesions are sufficiently large and when the delay interval is sufficiently long (> 30 s) (for
discussion of DNMS and related tasks, see Clark et al., 2001; Dudchenko et al., 2000). In
addition, as in the monkey, damage to the perirhinal cortex exacerbates the deficit in DNMS
associated with more restricted damage (in this case, fornix section; Wiig & Bilkey, 1995).

On the one hand, the DNMS task appears to assess episodic-like memory. That is, the
task requires that animals retrieve information from a single event (the sample object). On
the other hand, the task can be solved in the absence of a specific recollection of the sample
presentation. For example, the sample object could be recognized as familiar (and the novel
as unfamiliar) without specifically recollecting the learning event. That is, the choice of the
novel object could be guided by a simple judgment of relative familiarity. Indeed, it is diffi-
cult to prove that animals can recollect the past by episodic remembering (i.e. by mental time
travel; for a recent report of episodic-like memory in birds, see Clayton & Dickinson, 1998).
It has been suggested that animals can make judgments only about the factual information
at hand, and that the capacity for episodic memory is uniquely human (Tulving, 1993).

While a good deal of the work on declarative memory in experimental animals has de-
pended on the DNMS task, other tasks have also been used. In work with monkeys, the
visual paired-comparison (VPC) task measures how much time an animal spends looking
at a new picture and a recently presented (now familiar) picture when the two pictures are
presented together (Bachevalier, 1990). Normal animals prefer to look at the new picture, and
this spontaneous preference for novelty indicates that the familiar picture has been
recognized.

Monkeys with selective damage to the hippocampal region performed normally when the
delay between the first and second presentation of pictures was only 1 s but were impaired
at delays of 10 s, 1 min and 10 min (Zola et al., 2000). A rodent version of the VPC task
has also been developed that measures the time an animal spends exploring a novel object
when the novel object is placed in an arena together with a recently presented (familiar)
object (Ennaceur & Delacour, 1988). Rats with radio-frequency or ibotenic acid lesions of
the hippocampal region performed normally when the delay between the first and second
presentation of objects was short (10 s), but they performed poorly when the delay was
extended (Clark et al., 2000). Similar findings have been reported for rats with ischemic
damage to the CA1 region of the hippocampus (Wood & Phillips, 1991), rats with intrahip-
pocampal infusions of APV (Baker & Kim, 2002), and for mice lacking the NMDAR-1
subunit in the CA1 region (Rampon et al., 2000). Because the VPC task depends on spon-
taneous reactions to novelty, it would appear to be a task that could be performed without
relying on recollection of previous events. If so, then the finding that restricted hippocam-
pal lesions impair performance on the VPC task could be understood by supposing that
the hippocampus ordinarily contributes to simple judgments of familiarity. However these
tasks are performed, the available data from recognition memory tasks provide no evidence
for a separate or privileged role of the hippocampus relative to adjacent cortical structures.
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Performance on certain other tasks, including tasks of associative transitivity (Bunsey &
Eichenbaum, 1996), transitive inference (Dusek & Eichenbaum, 1997) and transverse pat-
terning (Dusek & Eichenbaum, 1998) was severely impaired by selective hippocampal
lesions. Because the impairment was so severe (performance was at chance), these find-
ings suggest that the hippocampus may be especially important for tasks like these, i.e.
tasks thought to emphasize the processing of relationships among stimuli and that result
in their representation as declarative memory (Eichenbaum & Cohen, 2001). At the same
time, lesions of adjacent cortex also produced severe, virtually maximal deficits (Dusek &
Eichenbaum, 1997). Accordingly, it is difficult to know whether the cortical lesions are
disrupting an essential contribution of the cortex itself, or whether they are simply discon-
necting the hippocampus from neocortex.

Retrograde Amnesia

Bilateral lesions of the hippocampal region can impair memory when training occurs a few
days before surgery but spare memory when training occurs remote to surgery (temporally-
graded retrograde amnesia). A recent review of retrograde amnesia in experimental animals
(Squire et al., 2001) identified 13 studies in which equivalent training was given at two or
more times before bilateral damage to the fornix, the hippocampal region or the entorhinal
cortex. Eleven of these studies found temporally-graded retrograde amnesia.

Some of the tasks that have been used in studies of retrograde amnesia appear to be tests
of semantic memory more than of episodic memory. For example, consider trace eyeblink
conditioning. Trace eyeblink conditioning requires that an animal respond appropriately to
a conditioned stimulus and does not depend on memory of a particular past event in any
obvious way. In the rabbit, hippocampal lesions abolished 1 day-old trace eyeblink condi-
tioning but did not affect 28 day-old trace eyeblink conditioning (Kim et al., 1995). This
result, among others from the 13 studies mentioned above, suggests that the hippocampus
is important for recently acquired semantic memory.

Similar retrograde effects (on what seem best understood as tasks of semantic memory)
have been found following lesions of adjacent cortex (see Squire et al., 2001). The available
data suggest that retrograde amnesia is more severe and more extensive after large me-
dial temporal lobe lesions than what is observed following restricted hippocampal lesions.
Thus, it appears that the hippocampal region is not uniquely involved in recovering past
(premorbid) memories and that the adjacent cortex is also important.

HUMAN STUDIES

This section considers studies of recognition memory, fact learning, and remote memory in
amnesic patients with medial temporal lobe lesions. The first two topics concern the nature
of anterograde amnesia, and the third topic concerns the nature of retrograde amnesia. In
the case of recognition memory, the question of interest is whether hippocampal lesions
impair or spare recognition performance, and if so, whether the processes of recollection
and familiarity are differentially affected. In the case of fact learning, the question of
interest is whether fact learning is impaired or spared in amnesic patients with restricted
hippocampal damage. In the case of remote memory, the question of interest is whether recall
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of past events after restricted hippocampal damage, or more extensive medial temporal lobe
damage, is as detailed and full of content as in intact individuals. As one examines the more
autobiographical and episodic-like aspects of remote recollections, can one find evidence of
impaired performance after restricted hippocampal lesions, or after more extensive damage?

Anterograde Studies

In humans, as with experimental animals, bilateral damage restricted to the hippocampal
region (CA fields, dentate gyrus, and subicular complex) impairs performance on standard
tasks of recognition memory (Manns & Squire, 1999; Reed & Squire, 1997). In one study
(Manns & Squire, 1999), damage limited to the hippocampal region impaired performance
on verbal and visual four-choice recognition memory tasks (the Doors and People Test).
Some effort has been directed toward isolating different aspects of recognition memory.
Tulving (1985) introduced the distinction between “remembering” and “knowing” to reflect
the operation of episodic and semantic memory, respectively. When a recently presented
item evokes a recollection of the learning episode itself, one is said to “remember”. By
contrast, when a recently presented item is experienced simply as familiar without evoking
source knowledge about the item, one is said to experience ‘“knowing”. In studies of
recognition memory that ask for judgments of remembering and knowing, amnesic patients
were found to be impaired at both remembering and knowing (Knowlton & Squire, 1995;
Yonelinas et al., 1998). Further, in one study (Knowlton & Squire, 1995), the five patients
whose damage appeared to be limited to the hippocampal formation were impaired on
both measures (p < 0.05) (Figure 4.1).

In a study of normal volunteers using functional magnetic resonance imaging (fMRI),
more hippocampal activation occurred when retrieval was associated with remembering
than when retrieval was associated only with knowing (Eldridge et al., 2000; for a related
report, see Maguire & Mummery, 1999). This difference could reflect a qualitative distinc-
tion between episodic and semantic remembering, or perhaps the fact that remembering
evoked more information content than did knowing. In another fMRI study, robust acti-
vation occurred in the hippocampal region during recognition memory testing (Stark &
Squire, 2000). Hippocampal activation was observed even when activity associated with
all the study items was compared to activity associated with all the foil items, regardless of
remembering or knowing.

Another study of recognition memory involved the case known as Jon, who developed
amnesia perinatally and appears to have damage restricted to the hippocampal region. Jon
performed as well as young adults on many recognition memory tests (Baddeley et al.,
2001), including the recognition portions of the Doors and People Test that are failed by
patients with adult-onset amnesia (Manns & Squire, 1999). Interestingly, Jon was described
as being unable to learn the distinction between remembering and knowing, and it was
suggested that he may specifically lack the capacity to recollect the contextual detail of
recent events sufficiently well to experience remembering. Thus, it was suggested that,
for Jon, restricted damage to the hippocampal region has resulted in a selective loss of
episodic memory (Vargha-Kadhem et al., 1997).

The authors considered two ways to understand these findings (Baddeley et al., 2001).
First, Jon’s restricted hippocampal damage may have spared recognition memory, at least the
component of recognition memory that is based more on familiarity and less on recollection.
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Figure 4.1 The d’ scores for items labeled “remember” or “know” for five amnesic patients
(AMN; A.B., J.L., L.J., P.H., and W.H.) and 12 controls (CON). Participants were tested 10 min
after the study phase. Brackets show SEM. Adapted from Knowlton & Squire (1995)

If so, then it becomes important to understand why other patients with restricted hippocampal
damage are typically impaired on both the episodic and semantic aspects of recognition
memory. Might Jon’s lesion differ in size or location from the lesions in other amnesic
study patients? Might Jon’s pattern of performance reflect a rather mild memory impairment
relative to the amnesic patients typically available for study? A second possibility is that
Jon’s pattern of performance might be based on the developmental nature of his deficit, and
therefore on the possibility of functional reorganization in the infant brain, as well as the
acquisition during childhood of alternative learning strategies. More tests with additional
adult-onset patients will be useful in order to sample across as wide as possible a range of
severity of memory impairment. (For reports of relatively spared recognition memory in a
mildly impaired patient [ Y.R.] with hippocampal damage, see Mayes et al., 2002; Holdstock
et al., 2002.)

Another approach to asking about episodic and semantic memory in amnesic patients
is to consider their capacity for the acquisition of new factual knowledge. In one study
(Hamann & Squire, 1995), two patients with damage thought to be limited to the hip-
pocampal region were impaired at learning novel three-word sentences (e.g. “Dentist cured
hiccup”) despite extended training across four weeks (Figure 4.2). Patients and controls
were trained in weekly sessions (two trials for each of the 20 sentences per session). The
first two words of the sentence were presented, and participants were asked to complete the
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Figure 4.2 Performance of two amnesic patients (AMN; A.B. and L.J.) and 11 controls on a
pretest of 40 two-word sentence frames and in weekly sessions in which 20 of the sentence
frames from the pretest were trained using a study-test procedure. Brackets show SEM. Adapted
from Hamann & Squire (1995)

sentence with the appropriate word. Inasmuch as the testing made no reference to the study
episodes, and training occurred on several sessions across several weeks, it seems unlikely
that participants relied much on specific, episodic memories from the training sessions. Ac-
cordingly, the data suggest that acquisition of semantic memory is to some extent dependent
on the hippocampal region. At the same time, it is difficult to rule out the possibility that
controls were advantaged by being able to retrieve the training episodes themselves, and
that the difficulty experienced by the patients was due to impaired episodic memory more
than to impaired semantic memory.

A different way to assess the ability of amnesic patients to learn new facts is to ask
to what extent amnesic patients acquire knowledge about the world after they become
amnesic. Figure 4.3 shows data for two patients with damage thought to be limited to the
hippocampal region (A.B. and L.J.), who became amnesic in 1976 and 1988, respectively
(Reed & Squire, 1998). Across eight different tests of information that could only have
been acquired after the onset of amnesia, the patients were impaired relative to the controls
(72% correct vs. 87% correct; t[9] = 2.28, p < 0.05). Yet it is also true that the patients
were able to acquire a considerable amount of information. Similar findings, i.e. a residual
albeit impaired capacity for learning new facts, have been reported by others (Kitchener
et al., 1998; Verfaellie et al. 2000).

A final example of human learning that appears to provide a test of semantic memory
capacity is trace eyeblink classical conditioning. As described earlier in this chapter, trace
eyeblink conditioning simply requires a response to a conditioned stimulus (CS) and does
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Figure 4.3 Performance for two amnesic patients (A.B. and L.J.; closed circles) and nine
controls (open circles) on eight tests of fact knowledge. The scores are group means based on
each subject’s median score for the eight tests. AA, anterograde amnesia. From Reed & Squire
(1998)

not depend on event memory. In the case of human studies, the finding of interest is that trace
eyeblink conditioning (but not delay eyeblink conditioning) is impaired in patients with
restricted damage limited to the hippocampal region (Clark & Squire, 1998, 2000). In addi-
tion, successful trace eyeblink conditioning requires that subjects become aware of the stim-
ulus contingencies, i.e. that the CS precedes the US (Clark & Squire, 1998; Manns, Clark, &
Squire, 2000). If trace conditioning is a form of semantic learning, then these findings sup-
port the idea that the hippocampal region is important for semantic memory.

While the data indicate that semantic learning is impaired in amnesic patients, it is
difficult to decide whether their capacity for semantic learning is impaired in proportion to
their impaired capacity for episodic learning, or whether semantic learning is partially and
disproportionately spared. The memory impairment associated with restricted hippocampal
damage is relatively mild, at least in comparison to what is found after larger lesions of the
medial temporal lobe (Stefanacci et al., 2000), and patients like A.B. and L.J. are capable
of a considerable amount of learning about both facts and events (Reed & Squire, 1998).
The question of interest is whether their capacity for fact learning (semantic memory)
exceeds what would be expected, given their capacity for event learning (episodic memory)
(for further discussion of this issue in the context of both adult-onset and developmental
amnesia, see Squire & Zola, 1998). Studies designed to compare the ability to learn facts
and the ability, for example, to acquire source memory about when and where the facts were
learned should be especially illuminating. On the basis of the data currently available, there
appears to be little positive evidence for the idea that episodic and semantic learning are
affected differently in adult-onset amnesia.

Retrograde Amnesia

Loss of premorbid memory (retrograde amnesia) following damage to the medial temporal
lobe has been documented extensively, and has also been discussed in the context of the
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distinction between episodic and semantic memory. However, a difficulty arises in the case
of past memory, especially remote autobiographical memory, because it is not easy to agree
as to when an individual is engaged in episodic retrieval of specific events and when an
individual is drawing on a well-rehearsed base of semantic knowledge. This point was
developed in some detail by Cermak (1984). Consequently, caution is merited when trying
to interpret the facts of retrograde amnesia in terms of episodic and semantic memory.
Regardless of uncertainties about definition, it remains important to assess the quantitative
and qualitative features of remote memory for facts and events in amnesic patients. Is remote
memory intact? Or is there some aspect of remote remembering that is lost after medial
temporal lobe lesions or restricted hippocampal lesions? The question of interest, then, is
how the capacity of amnesic patients to recollect past facts and events compares with the
capacity of intact individuals and how this capacity relates to neuroanatomy.

With respect to the recall of facts, patients with histologically-confirmed lesions limited
to the hippocampal formation (patients L.M. and W.H.; Rempel-Clower et al., 1996) were
found to be impaired at recalling news events and other factual information that occurred
a decade or more before the onset of their amnesia (Beatty et al., 1987, 1988; Rempel-
Clower et al., 1996; Squire et al., 1989). Information about more remote facts was intact. It
seems unlikely that normal individuals could consistently evoke the learning episode when
recollecting 10 year-old facts; and if individuals do not remember the learning episode, then
such recollections must be based on semantic memory. Accordingly, these findings suggest
that the hippocampal formation is important for retrieval of recently acquired semantic
memory (for additional evidence, see Schmidtke & Vollmer, 1997; Verfaellie et al., 1995).

Larger lesions of the medial temporal lobe also spare remote memory for factual knowl-
edge. E.P. became amnesic in 1992 at the age of 70, after an episode of herpes simplex
encephalitis. He has extensive, virtually complete bilateral damage to the hippocampus,
amygdala, entorhinal cortex and perirhinal cortex, as well as damage to the anterior parahip-
pocampal cortex and anterior fusiform gyrus (Stefanacci et al., 2000). E.P. grew up in the
Hayward-Castro Valley area of California during the 1930s and 1940s, moved away at the
age of 28, and has returned only occasionally. E.P. was age-matched to five controls who
attended his high school, lived in the area about as long as he did, and also moved away at
about the age that he did. All six individuals were given four tests of topographical mem-
ory to assess their spatial knowledge of the region where they grew up (Teng & Squire,
1999). They were asked to describe how they would navigate from their homes to different
locations in the area (familiar navigation), between different locations in the area (novel
navigation), and between these same locations when a main street was blocked off (alterna-
tive routes). They were also asked to imagine themselves in particular locations and facing
particular directions and then to point towards specific landmarks (pointing to landmarks).
E.P. performed well on all four tests (Figure 4.4). In contrast to E.P’s superb navigational
knowledge about where he grew up, he has no knowledge of his current neighborhood,
where he has lived since 1993 (after he became amnesic).

These findings indicate that factual (semantic) knowledge about the remote past is inde-
pendent of medial temporal lobe structures. It is also interesting that the cognitive abilities
that permit E.P. to reconstruct the layout of the neighborhood that he lived in 50 years ago
does not permit him to acquire similar knowledge about his current neighborhood. The
ability to acquire this new knowledge depends on the medial temporal lobe.

A different amnesic patient (K.C.) was able, like E.P., to answer questions about the
spatial layout of the neighborhood in which he grew up, and succeeded altogether at six
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Figure 4.4 Performance on four tasks of topographical memory for patient E.P. (open
circles) and five control subjects (closed circles). (A) Percentage correct score on three navi-
gation tasks within the neighborhood where participants grew up. The tasks required recalling
either familiar routes, novel routes, or alternative routes (when the most direct route was
blocked). (B) Median error in degrees on a task in which participants pointed to particu-
lar locations while imagining themselves oriented at other locations. (C) Percentage correct
score on a navigation task of participants’ current neighborhood. Adapted from Teng & Squire
(1999)

tests of remote spatial memory (Rosenbaum et al., 2000). However, K.C. was impaired at
recognizing pictures of houses and other landmarks in his neighborhood and at locating
cities on maps of Canada and the province of Ontario where he lived. This pattern of
performance is difficult to interpret in the context of medial temporal lobe function because
K.C’s amnesia is the result of a closed-head injury. Magnetic resonance imaging indicates
that the injury damaged not just the left medial temporal lobe and a small portion of the
right medial temporal lobe but also did substantial damage to the left frontal, left parietal,
left retrosplenial and left occipital corticies. A smaller lesion is also present in the right
parietal cortex. Accordingly, it is unclear what aspects of K.C.’s impaired performance are
attributable to medial temporal lobe pathology. In summary, patients with histologically-
confirmed lesions limited to the hippocampal formation (L.M. and W.H.), and a patient with
a radiologically-confirmed lesion limited largely to the medial temporal lobe (E.P.), have
good access to factual knowledge from their early life.

The ability of amnesic patients to retrieve autobiographical (episodic) memories from
their past has also been studied at some length. It has been useful to ask whether amnesic
patients can produce autobiographical recollections and to consider how their recollections
compare to those produced by normal individuals. The matter is of interest because of early
suggestions that amnesic patients may not be capable of true autobiographical remembering
(Cermak, 1984; Kinsbourne & Wood, 1975), and because patient K.C. reportedly cannot
produce specific event-based recollections (Tulving et al., 1988). More recently, this idea
has been applied to medial temporal lobe amnesia, and it has been suggested that the remote
autobiographical memories produced by patients with medial temporal lobe damage lack
the detail found in the recollections of normal individuals (Nadel & Moscovitch, 1997,
Nadel et al., 2000).
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Figure 4.5 (A) Total score for patient R.B. and six controls (CON) on 10 autobiographical
recollections when each recollection was scored on a 0-3 scale for content. From Zola-Morgan
et al., 1986). (B) Total scores for patients L.M. and W.H. and five controls (CON) on five
autobiographical recollections from childhood and adolescence when each recollection was
scored on a 0-3 scale for content. From MacKinnon & Squire (1989)

These issues have been investigated in patients whose lesions were subsequently identified
in the course of a detailed neurohistological examination. Patient R.B. became amnesic in
1978, at the age of 52, as the result of an ischemic event that occurred as a complication
of open heart surgery (Zola-Morgan et al., 1986). After his death in 1983, a circumscribed
bilateral lesion was found in the CA1 region of the hippocampus. Minor pathology was
found elsewhere (left globus pallidus, right postcentral gyrus, left internal capsule, patchy
loss of cerebellar Purkinje cells), but the only damage that could be reasonably associated
with the memory impairment was in the hippocampus. R.B. was given the Crovitz word-
probe test, which involves presenting single words (e.g. “bird”, “ticket”, “window”) as cues
and asking for an autobiographical recollection of a specific event from any period in the
past that involves the cue word (Crovitz & Schiffman, 1974). R.B. produced well-formed
episodic memories, and his score was as good as the average score obtained by six controls
(Figure 5A). Each of 10 recollections was scored on a 0-3 scale, and a score of 3 was
assigned when the recollection involved a specific, detailed memory of an episode. Thus,
despite a lesion that would be expected to markedly disrupt the function of the hippocampus,
R.B. could recollect autobiographical episodes as well as normal individuals.

Two other patients, L.M. and W.H., became amnesic at the age of 54 and 63, respectively.
They were subsequently found to have bilateral lesions involving all the cell fields of the
hippocampus (Rempel-Clower et al., 1996). There was also extensive loss of cells in the
dentate gyrus and some cell loss in the entorhinal cortex. In addition, W.H. had extensive,
patchy cell loss in the subiculum. The only damage detected outside the hippocampal forma-
tion was in the medial septum, right lateral occipitotemporal cortex and left medial temporal
sulcus (patient L.M.) and in the pons and striatum (patient W.H.). Both patients also had
patchy loss of cerebellar Purkinje cells, as frequently seen in cases of ischemia and anoxia.
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Figure 4.6 Time periods from which two patients (L.M. and W.H.) and five controls drew au-
tobiographical memories in response to 75 single-word cues. L.M. and W.H. became amnesic
in 1984 and 1986, respectively. From Rempel-Clower et al. (1996)

These two patients were given a number of tests of autobiographical remembering
(MacKinnon & Squire, 1989). Although both patients had difficulty producing recollec-
tions from their recent past, when the questions concerned their childhood and adolescence,
they performed well. For example, one test asked structured questions about common events
likely to have been experienced by most persons, e.g. “Tell me as much as you can about:
your most embarrassing moment in high school; the day you first got your driver’s license;
the day you learned to ride a bike”. Although only five questions were asked of each partici-
pant, L.M., W.H. and the controls performed similarly. Figure 4.5B shows their performance
when each recollection was scored on a 0-3 scale.

In another test, 75 single-word cues were given (Crovitz & Schiffman, 1974), and par-
ticipants attempted to recollect a specific episode from their lives that involved each word.
Control subjects, like typical middle-aged individuals (McCormick, 1979), drew their mem-
ories predominantly from the recent past and from the remote past, and less often from the
middle of their lives (Figure 4.6). L.M. and W.H. differed strikingly from the controls with
respect to the temporal distribution of their recollections. Specifically, they drew most of
their recollections from before 1950 and produced very few recollections from the period
after 1960. In 1960, L.M. was 30 years old, and W.H. was 37 years old. In summary, these
findings for L.M. and W.H. suggest that autobiographical recall of remote episodes is spared
in the presence of moderately severe amnesia and bilateral damage to the hippocampal
formation.

Although these findings are consistent with the idea that remote episodic remembering
is intact after damage to the hippocampal formation, it remains possible that more sensitive
tests or more sensitive scoring methods will reveal some abnormality. The importance of
these issues was underscored recently by a report in which five memory-impaired patients
attempted to produce two autobiographical recollections from each of five periods of life
(Moscovitch et al., 2000). The recollections were found to be abnormal when they were
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scored for the total number of details that were recounted as part of each recollection.
These findings are not relevant in any clear way to the facts of medial temporal lobe
amnesia. The five patients included patient K.C., a basal forebrain patient, a diencephalic
patient, an Alzheimer’s disease patient, and a post-encephalitic patient. Unfortunately, no
other anatomical information was provided. Nevertheless, the study raises an important
methodological point about the assessment of autobiographical recollections, namely, that
scoring the number of details may provide a better measure of remote memory capacity
than a simple 0-3 scale.

To consider this issue further, two amnesic patients (A.B. and L.J.) were given 24 single-
word cues and asked to recollect a specific episode from their first one-third of life be-
fore the onset of their amnesia (Bayley & Squire, 2001). L.J., aged 60 at the time of the
test, has a radiologically confirmed bilateral lesion confined to the hippocampal region
(Reed & Squire, 1998). A.B., aged 59 at test, is presumed to have hippocampal damage
because of his etiology (cardiac arrest), but this cannot be confirmed because he is ineligible
for magnetic resonance imaging. Overall, the two patients provided well-formed episodic
memories (score = 3.0 on a 0-3 scale) in response to 83.4% of the cue words (for con-
trols, 94.8% of the cue words). The number of unique details per 3.0 point memory was
29.1 for L.J. and 29.9 for A.B. (control mean = 27.8, range = 21.1-35.0). In addition,
the amnesic patients tended to repeat details during the testing session, presumably due to
their anterograde amnesia (patients = 4.0 repeats; controls = 0.9 repeats). These results
suggest, in keeping with what has been found with less thorough scoring methods, that the
hippocampal formation is not required to produce detailed episodic memories from early
life.

Continuing study of patient E.P. indicates that he also has considerable capacity for
detailed autobiographical remembering from early life (Bayley & Squire, 2001; Reed &
Squire, 1998). Thus, E.P. provided well-formed memories (score = 3.0) for 18 of 24 cue
words (75%), and provided 22.7 unique details for each of these memories (Bayley &
Squire, 2001). Because E.P.’s lesion extends laterally beyond the medial temporal lobe to
involve the fusiform gyrus, it is difficult to know whether his slightly reduced performance
is a consequence of medial temporal lobe damage. In any case, E.P. is capable of much more
autobiographical remembering than patient K.C. (Tulving et al., 1988) and also much more
than patient G.T., who has large temporal lobe lesions that involve the full lateral extent of
the anterotemporal cortex (Reed & Squire, 1998).

It is also of interest that E.P. has mildly impoverished knowledge about living and nonliv-
ing things (Stefanacci et al., 2000; their Figure 11). For example, when asked to point to a
drawing of a seal among seven other drawings of animals that live in the water, E.P. pointed
to a seahorse. Overall on this test, he pointed correctly to 43 out of 48 items (control range
= 47-48). On another test, E.P. performed just below the control range when asked eight
yes/no questions about each of 24 different items. For example, he answered affirmatively
when asked if a rhinoceros has antlers. Overall on this test, he was correct on all eight
questions for six of the 24 items (control range = 8-18), and provided 162 out of 192
correct answers (control range = 162—181). Thus, E.P.’s autobiographical remembering
occurs in the context of a mild impairment for some aspects of semantic knowledge (the
names of objects and their properties). There is no suggestion in the data available to date
that E.P.’s temporal lobe damage has affected his episodic memory more than his semantic
memory.
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CONCLUSION

Findings from experimental animals and amnesic patients with damage to the hippocam-
pus and related structures have illuminated the contribution of the medial temporal lobe to
memory for facts and events. First, patients with damage to the hippocampal region were
impaired relative to controls on a recognition test, regardless of whether the test words were
associated with “remembering” or “knowing” (Figure 4.1). Remembering and knowing
have been linked to episodic and semantic memory, respectively. Thus, the hippocampal
region appears to be important for memory, even in the absence of episodic remembering.
Second, patients with damage to the hippocampal region were impaired at learning novel
three-word sentences, despite extended training (Figure 4.2), indicating that the hippocam-
pal region is important in the learning of fact-like material. Third, patients with damage to
the hippocampal region acquired less knowledge about the world after the onset of amnesia
than controls did during the same time period (Figure 4.3). This finding shows directly
that the hippocampal region normally contributes to the acquisition of semantic memory.
Fourth, a profoundly amnesic patient (E.P.) with extensive and nearly complete damage to
the medial temporal lobe had intact remote topographical memory of his childhood neigh-
borhood (Figure 4.4) and a considerable capacity for autobiographical remembering. This
finding shows that the medial temporal lobe is not essential for aspects of remote factual
memory and that detailed recall of remote events is possible despite large medial temporal
lobe lesions. Fifth, a patient with histologically-confirmed damage restricted to the CAl
field of the hippocampus (R.B.) exhibited normal autobiographical recall (Figure 4.5A),
and two patients with histologically-confirmed damage to the hippocampal region and en-
torhinal cortex (L.M. and W.H.) exhibited normal autobiographical memory from early life
(Figure 4.5B and Figure 4.6). This result shows that the hippocampus and the entorhinal
cortex are not necessary for the recall of either remote factual knowledge or remote autobio-
graphical events. In contrast, these structures are important for recalling more recent factual
knowledge (Squire et al., 1989; and Figure 4.3) and more recent autobiographical events
(Figure 4.6).

The available data suggest that the hippocampus and related structures in the medial
temporal lobe are needed for acquiring and, for a limited time after learning, retrieving
memory for facts as well as memory for specific events. If the distinction between facts
and events (semantic and episodic memory) does not illuminate the function of the medial
temporal lobe or its anatomical components, it nevertheless seems likely that the different
components of the medial temporal lobe do make different and specialized contributions
to declarative memory. For example, the available data suggest that the parahippocampal
cortex contributes especially to spatial memory, and the perirhinal cortex contributes espe-
cially to visual memory (Suzuki & Amaral, 1994; Zola & Squire, 2000). The hippocampus
lies at the end of the processing hierarchy of the medial temporal lobe and is in a position
to extend and combine the processing accomplished by structures that lie earlier in the hier-
archy (Figure 4.7). It has been suggested that the hippocampus is especially well suited for
one-trial learning and for rapidly forming conjunctions between arbitrarily different stimuli
(for discussion, see Eichenbaum & Cohen, 2001; Squire, 1992). If so, it is possible that
adjacent cortex might contribute more to other kinds of tasks (e.g. when learning is less
explicitly associative or when learning is gradual).

It is of interest that in the rat lesions of hippocampus plus subiculum and lesions of
perirhinal, entorhinal, and postrhinal cortices produced similarly severe impairments on
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Figure 4.7 Schematic view of the medial temporal lobe memory system. The entorhinal cortex
is a major source of projections to the hippocampal region, which includes the dentate gyrus
(DG), the cell fields of the hippocampus (CA3, CA1), and the subicular complex (S). Nearly
two-thirds of the cortical input to entorhinal cortex originates in the adjacent perirhinal and
parahippocampal cortices, which in turn receive projections from unimodal and polymodal
areas in the frontal, temporal and parietal lobes. The entorhinal cortex also receives other
direct inputs from orbital frontal cortex, insular cortex and superior temporal gyrus. All these
projections are reciprocal

the socially acquired food preference task (Alvarez et al., 2001). Both groups of animals
performed above chance. If one assumes that the cortical lesion has fully disconnected
the hippocampus from the neocortex, then this finding suggests that, in the case of this
one-trial associative learning task, the adjacent cortex may not contribute much beyond
what is contributed by the hippocampus itself. This result can be contrasted with delayed
nonmatching to sample, where the effects of restricted hippocampal damage are exacerbated
by damage to adjacent cortex (Zola-Morgan et al., 1994). A particularly interesting example
comes from a task of paired-associate learning, which is acquired gradually by monkeys in
more than 8000 trials (Murray et al., 1993). Following damage to perirhinal and entorhinal
cortex, postoperative performance was much more severely impaired than after damage
to the hippocampus and the immediately adjacent cortex (posterior entorhinal cortex and
parahippocampal cortex). This finding suggests, in the case of the paired-associate task,
that the perirhinal cortex may contribute more to performance than the hippocampus.
Further systematic work on this issue should be informative. The effects of separate
and combined lesions can be studied within the same species and the same tasks with an
eye towards revealing qualitative, distinct effects of hippocampal lesions and lesions of
perirhinal or entorhinal cortices. It remains possible that there is no simple division of
labor between these regions, and that differences in function may be better understood as
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matters of degree that apply in a graded way across the hippocampus and adjacent cortex. If
so, distinctive contributions of different structures may be difficult to reveal by behavioral
measures.
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Connectionist Models of
Memory Disorders

Jaap Murre
University of Amsterdam, The Netherlands

WHY MODEL?

There are many good reasons to construct models. In the field of memory disorders data
are complex, fragmentary, multidisciplinary and based on few observations. This implies
that precise quantitative fits are either impossible or of limited use. Nonetheless, models
can still play an important role in the organization of the data and in the ongoing debates
about what are the essential issues in the field. Perhaps it is instructive to compare its role
to that of the maps made in the early fifteenth century. In those days, sailors and explorers
discovered many new coasts, seas and rivers. A great variety of data were available to aid
in navigation but, much as in neuropsychology, they were often anecdotal, incomplete,
distorted, unreliable or of unknown reliability, and they were formulated in many different
formats. Maps brought these data together in a systematic way, with the result that long
voyages by ship became increasingly less dependent on the intuition and experience of
individual sailors.

In a given field, one can often observe that model construction passes through a series
of development stages. In the initial construction stage modellers are forced to select the
essential data that should be addressed. This stage also unveils any hidden assumptions
and “white spaces” in existing theories. In the field of memory disorders, use of certain
terms and metaphors, such as “activation”, “consolidation”, “arousal”, “loop”, “store” and
“index”, for example, often leads us to believe that we have a pretty good idea of what these
structures and processes are. When we start to build a model, however, they often prove
inadequate and more detailed descriptions need to be developed. But when this additional
work has been done, even rather coarse models are already able to provide important proofs
of existence of the type, “X can indeed work this way”. Here, X could stand for prevalent
terms such as “consolidation”, “transfer” (of memory), “shrinkage” (of retrograde amnesia)
and many other terms. Providing even a single detailed implementation of their underlying
mechanisms may be sufficient to show that a proposed mechanism can in principle account
for the observed phenomenon.

The Handbook of Memory Disorders. Edited by A.D. Baddeley, M.D. Kopelman and B.A. Wilson
© 2002 John Wiley & Sons, Ltd.
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When a model has been tested against a large body of data, it typically provides us with a
concise description of these data. We could call this the descriptive stage of modelling. Even
if the model that has reached this stage is later shown to be wrong, it will often continue
to serve an important purpose. Thus, Einstein’s Theory of Relativity shows that Newtonian
mechanics are wrong, but because the latter provide a concise and good-enough description
of how physical bodies move and interact, the theory remains in use and has a great number
of theoretical and practical applications, such as in the construction of bridges.

In the final stage, we arrive at the role traditionally assigned to models, namely precise
quantitative prediction of new and unexpected phenomena. Mature models, fuelled by
high quality data, should be able to guide research with such predictions. But even in the
organizing stage of modelling we are often already able to derive interesting predictions,
albeit of a more qualitative nature.

In order to formulate a model, one needs a language in which to express it. Many styles
of formulating models exist in psychology, but most can be classified as either computa-
tional or mathematical. The distinction is not strict, in the sense that a computational model
is nearly always formulated with mathematical equations. The main difference is that a
mathematical model aims to derive the behaviour of the model analytically, by proposing
theorems and deriving proofs for them, whereas a computational model’s behaviour is eval-
uated mainly with computer simulations. Because mathematical models yield exact results,
they are generally to be preferred. Unfortunately, many interesting models in neuropsychol-
ogy are too difficult to be evaluated mathematically and we must take recourse to computer
simulation.

In the following sections we will discuss several computational models of amnesia and
related memory disorders. Most of the recent models are formulated and implemented
as connectionist models. For those readers unfamiliar with connectionism, I precede the
discussion of the models with a very brief introduction to connectionism.

A VERY BRIEF INTRODUCTION TO CONNECTIONISM

Connectionism (also called neural networks) is a modelling formalism based on the
metaphor of networks of interconnected neurons that exchange simple signals, called acti-
vations, over the connections. Of particular importance is the learning capacity of many con-
nectionist models, which makes them particularly suitable for modelling human memory.
Learning is achieved by adjusting the efficiency (i.e. strength or weight) of each connection
in such a way that the behaviour of the network is slowly moulded into some type of desired
or target behaviour. This target behaviour may be provided by the modeller in the form
of teaching or target signals. This is called error-correcting learning. Sometimes, neural
networks are able to extract regularities from the stimuli to which they are exposed without
being told what to aim for. They typically achieve this regularity learning by creating and
updating internal category structures.

Figure 5.1 shows an artificial neuron or node. On its input side it receives input activations,
which are weighed by the weight of the connection over which they arrive. Thus, if an
activation signal of 0.5 arrives and if the weight is —1.8, the weighed signal is —0.9. All
weighed inputs to a node are added and form its net input. A node is able to transform its
net input into a new output signal (activation). An example of such an activation rule is:
send a 1 if the net input is greater than 0 and a O otherwise.
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Figure 5.1 Two artificial nodes with connections. Node i sends an activation value a; to node
j, where it will contribute towards its net input. Connections have weights, e.g. if the weight
on the connection wis 1.3 and if a; is 0.6 then the contribution towards the net input of node
j is 1.3 times 0.6, which is 0.78

There are two important approaches to learning that are relevant for models of memory and
amnesia: error-correcting learning and Hebbian learning, which will be briefly introduced
in the following two sections.

Error-correcting Learning: Perceptron and Backpropagation

The most popular learning algorithm for neural networks is backpropagation. Among many
other applications it forms the basis of the prominent model of amnesia by McClelland et al.
(1995), discussed below. Backpropagation is a form of error-correcting learning: for every
input pattern, a target output pattern is presented, which the network must learn to produce
on the basis of the input, e.g. Sejnowski & Rosenberg (1987) trained a network to pronounce
text by presenting it with texts (on the input side) and a target phonetic transcription (on
the output side). The backpropagation network was powerful enough to learn the task and
when enough samples had been presented, it was able to generalize its behaviour and
pronounced texts it had not encountered before.

Backpropagation has been re-invented several times but it was not until the publication
by Rumelhart et al. (1986) that it received the enormous popularity it has enjoyed over
the past 15 years. The underlying learning mechanism of backpropagation is based on a
learning rule pioneered by Frank Rosenblatt in the late 1950s—the perceptron learning rule
(Rosenblatt, 1958, 1962). The perceptron is limited to input and output values of 0 and 1
(i.e. no graded values are allowed). Given a certain input pattern, P, for each output node, a
target signal (also 0 or 1) must be available. The network must learn to produce these target
signals, given the input pattern P. An output node’s activation becomes 1 if its net input is
higher than 0, and becomes 0 otherwise.

The perceptron learning rule is straightforward:

e [f the output is already equal to the output target, the weight is left unchanged (in this
case the correct response is present).

e Otherwise, if the spontaneous activation is lower than the target activation, the weights
to the output node are clearly too low. Therefore, they are increased by some small
amount. If the spontaneous activation is higher than target, the weights are decreased
by a small amount.

® Never change weights from input nodes with activation value 0, as they do not contribute
the spontaneous output and are therefore better left undisturbed.
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When a training pattern (input—target pair) is presented, the learning rule is applied to
all weights in the network. An entire training set, consisting of many patterns, is usually
presented several times until the total error (measured over all patterns and all nodes)
decreases no further.

The perceptron is a two-layer network. It has no middle layers (called hidden layers) and
so it cannot do any internal processing. This is a severe limitation, because Minsky & Papert
(1969) proved that two-layer networks are not able to represent certain important logical
relationships between input and output. They showed that there are many interesting pattern
sets for which there exist no weight values that allow a network to produce an error-free
output for every input pattern. Nonetheless, if a solution does exist, the perceptron learning
rule is guaranteed to find it (Rosenblatt, 1958). Although limited in processing capacity, the
perceptron already possesses many characteristics that are psychologically plausible, e.g. it
has content addressable memory (finding the correct output on the basis of an incomplete
or distorted input pattern) and graceful degradation (gradual decline in performance, rather
than a sudden drop with progressive lesioning of the weights).

The backpropagation algorithm by Rumelhart et al. (1986) remedied the shortcomings
of the perceptron algorithm because: (a) it can be used in networks with one or more hidden
layers; and (b) it can be used with networks that have graded inputs and outputs that lay,
for example, between 0 and 1. Already in 1960, Widrow & Hoff (1960) had published a
learning rule that could be used with one type of graded activation rules: the delta-rule. The
backpropagation rule can be seen as a generalization of this learning rule and is, therefore,
often called the generalized delta rule. It is also known as the multi layer perceptron.

The backpropagation learning rule is very similar to the perceptron rule when applied to
the weights connected to the output units. For these units a target signal is available that
can be used immediately to derive an error value to update the weights. For connections to
hidden units, however, an error signal is not provided. In this case, a local error signal is
derived artificially by using the error values of the nodes to which the hidden unit connects.
The error values, thus, flow backward through the connections: from the output nodes to the
hidden nodes, hence the name of the algorithm. When the error values are backpropagated,
they are also weighed by the connections. Once error values are available in all output and
hidden nodes, they are used as in the perceptron rule, except that we are now using graded
activation values (e.g. real values between 0 and 1). Also, there is usually an added term in
the learning rule that affects the learning rate for target activation values near the extreme
values. This added term slows down the algorithm but is included because it can be shown
mathematically that its addition ensures that the total error (summed over all patterns and
all output nodes) will never increase during learning.

Backpropagation will not always find an optimal solution in the form of a set of weights
that maximizes the performance but it will typically deliver at least a “good” solution. For
many interesting learning problems, it can be proved that is not feasible to find the globally
optimal solution within a reasonable amount of time, so for these problems we must make
do with a suboptimal solution.

Standard backpropagation works with feedforward networks only. This means that higher
layers cannot be connected to lower layers (i.e. those closer to the input). This limits their
use to input—output associations and makes it hard to apply them to time-varying signals,
because in such cases the system must retain an internal state that reflects the history of
the signal thus far. Generalizations of the backpropagation learning algorithm to networks
with recurrent connections are already presented in Rumelhart et al., (1986a). A simplified
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version of this rather complicated algorithm is the Simple Recurrent Network (Elman,
1990), which is also able to learn small grammars. Unfortunately, the suitability of the
Simple Recurrent Network as a psychological model of grammar acquisition is very limited
(Sharkey et al., 2000).

Despite its wide use in psychological models, backpropagation produces implausible
forgetting behaviour. Ratcliff (1990) showed that when a network was trained with extremely
simple, non-overlapping patterns (of the type 00001000), learning of a single additional
pattern caused forgetting of all other patterns the network had acquired earlier. McCloskey
& Cohen (1989) had similar experiences and coined the term “catastrophic interference”.
Such severe interference does occur in human subjects, but only when a stimulus must first be
associated with one response (e.g. “Chair—five”) and then with another (e.g. “Chair—two”).
Because the stimuli are the same, learning of the second response causes forgetting of the first
response. There are also cases where backpropagation forgets too little compared to human
subjects (cf. Osgood, 1949), for which Murre (1995) has coined the term “hypertransfer”.

There are various ways to make the memory behaviour of backpropagation more plausi-
ble. The most straightforward solution is to limit the number of hidden nodes that can fire in
arepresentation. Thus, instead of having a fully distributed representation with roughly half
the nodes being active, we would have only a few per cent firing. Such a semi-distributed
(French, 1992; Murre, 1992) or localized approach (Page, 2000) is biologically plausible
while still reducing the retroactive interference to psychologically acceptable levels. Another
approach is to use interleaved learning with random rehearsal (Murre, 1992, 140ff.): when
new patterns are being learned, a random selection of old patterns is relearned as well.
McClelland et al. (1995) use this approach in their model of retrograde amnesia discussed
below.

Hebbian Learning

Another type of learning is associative in nature and finds its roots in the work of Hebb
(1949). Hebbian learning can be summarized as “neurons that fire together, wire together”.
Early uses in connectionist models were by Steinbuch (1961) and Willshaw et al. (1969).
A great many variants and applications of the Hebb rule have since been published. Its
biological plausibility was first demonstrated directly by Bliss & Lomo (1973) in the form
of long-term potentiation in the hippocampus. Hebbian learning plays an important role
in many psychological models of learning and memory (McClelland & Rumelhart, 1986;
Rumelhart & McClelland, 1986). Three of the models of amnesia discussed below are based
on a form of Hebbian learning.

When the Hebb rule is used with a two-layer network, an input pattern is typically
associated directly with an output pattern. Weights between activated input nodes and
output nodes are increased. Some variants of this rule decrease the weight if the input node
is inactive and the output node is active. As with error-correcting learning, such Hebbian
networks show content addressable memory and graceful degradation. Hebbian learning
is also used frequently in combination with Hopfield networks (Hopfield, 1982). These
networks have full, recurrent connectivity, where every node is connected to every other
node with symmetrical connections (self-connections are not allowed). These networks
have more processing capacity and can even be used to solve complicated optimization
problems in econometrics.
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Figure 5.2 Schematic overview of competitive learning. The connections with circles at the
end indicate inhibitory connections, arrow-heads indicate excitatory connections. (A) Letters
“i” and “n” of the word “in”, have been presented. (B) Uncommitted representation nodes
U1 and Uz are competing. Assume that the weights are initially equally strong with small
random variations. (C) Node U, has won the competition process, because its connections
happened to be a little bit stronger. After resolution of the competition process, the connections
from letter nodes | and N to node U, are being strengthened (Hebbian learning), while the
connection from O to U, is being weakened (anti-Hebbian learning). (D) When the word “in”
is presented again, the “in”-node would very rapidly become activated. (E) When the word

no” is presented, however, the other node will become activated. (F) Hebbian learning further
establishes the previously uncommitted node U, as the “no”-node

The Hebb rule also forms the basis of a class of learning algorithms called “competitive
learning” (Rumelhart & Zipser, 1985), many variants of which have been developed (e.g.
Grossberg, 1976). A key ingredient in nearly all of these algorithms is a form of competition
between the nodes: only one node (or a few nodes) can be active in a layer. The node with the
highest net input wins the competition. The principle of competitive learning is illustrated in
Figure 5.2. A similar network was used for the amnesia model by Alvarez & Squire (1994),
discussed below. The network has three input nodes, which only serve to hold the input
pattern In this case the input nodes represent the letters “i”, “n” and “0”, so that the words

“in” and “no” can be formed. The network also has two uncommltted representation nodes,
U, and U,. Initially, these do not represent any specific pattern. One of the main goals of
a competitive learning procedure is to have these nodes represent specific input patterns or
categories of related input patterns. Crucial in this learning process is that U; and U, inhibit
each other strongly, so that only one node can remain active. This is known as “winner-take-
all competition” (WTA competition). Figure 5.2 shows how first the word “in” is learned,
and then the word “no
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Learning proceeds in two stages: First, a process of competition among the representation
nodes takes place, as a result of which a single “winning” node remains activated (in this
case node U,). Second, the connections to this node are adjusted using Hebbian learning. As
aresult of the learning procedure, the input pattern “in” will now always activate this node,
so that U, has become the “in”-node. Pattern “no” activates the other uncommitted node
U\, which after subsequent learning becomes the “no” -node. In this way, we could produce
a word recognizer that learns in an unsupervized manner: simply by presenting many words
to the system, it will develop “word-recognition nodes” (Murre, 1992; Murre et al., 1992).

The value of unsupervised learning lies in the fact that it is possible to discover regularities
in the input patterns and to form categories or other higher-level units in an autonomous
fashion. It is very likely that such processes play a crucial role in the acquisition of cognitive
skills and the formation of semantic categories. Networks such as shown in Figure 5.2 can
serve as modules or building blocks in larger networks, e.g. we could have lower-level
modules that recognize letters on the basis of handwritten patterns. On top of the letter
modules we could then position one or more word modules. It would suffice to provide
such a model with enough handwritten words to allow it to discover both letter-units and
word-units. If it were trained with Russian input patterns, it would develop nodes recognizing
Cyrillic letters and Russian words. The outcome of the learning process is, thus, strongly
determined by the input patterns.

The modular architecture of such a model facilitates learning certain types of material
and impedes the learning of others. When different networks are generated in a process of
simulated evolution, certain types of modular architectures are selected as “highly fit”, in
that they are particularly efficient at solving a given learning task (e.g. learning to recognize
handwritten digits on the basis of examples; Happel & Murre, 1994). Such processes could
provide us with pointers to how inborn or “native” knowledge interacts with patterns en-
countered in the world around us. An efficient modular architecture, which is “innate”, will
lead to very rapid discovery of the crucial units of processing, such as letters and words.

Several computational models of amnesia introduce some level of modularity to shape
the learning process and the formation of long-term memory. Unfortunately, at this point our
knowledge of the neuroanatomy of memory is very incomplete, which forces modellers to
use a global approach with only a few modules or systems. Before discussing some models
in more detail, we will first review some of the neuroanatomical considerations that are
pertinent to most computational models of memory disorders.

GLOBAL ANATOMY OF LONG-TERM MEMORY

Currently, most models of memory disorders are still based on extreme simplifications of the
neuroanatomy, typically focusing on the hippocampus and adjacent temporal lobe structures
(e.g. entorhinal and perirhinal cortices, parahippoampal gyrus, etc.). Figure 5.3a gives a
partial view of the neuroanatomical hierarchy derived by Felleman & Van Essen (1991),
who position the hippocampus at the top of the neuroanatomical hierarchy of interconnected
brain areas, with the sensory and motor organs at the bottom. Squire (1992) and Squire &
Zola-Morgan (1991) give a similar hierarchy (see Figure 5.3b).

Most computational models of amnesia assume this basic neuroanatomical framework
and subscribe to the view that the neocortex and hippocampus play different roles in



108 J. MURRE

Hippocampus Hippocampus
Entorhinal cortex Entorhinal cortex
%
I ! i1
36 | TF | | TH | | 46 | Perirhinal | Parahippocampal
L L L cortex cortex

A A

Ta 7b

7y Y v v

Unimodal and polymodal
association areas
(frontal, temporal and parietal lobes)

v 4

Visual Somato-
areas sensory and

motor areas

[v] V1] [p8] [P1] [3+] [3v]

W

To and from sensory organs,
via subcortical pathways

(A) (B)

Figure 5.3 Schematic overview of neuroanatomy. (A) How the hippocampus is located at the
top of the neuroanatomical hierarchy; illustration by Felleman & Van Essen (1990). Shown is
a small part of a combination of the maps of the visual and somatosensory areas. (B) Similar
hierarchy according to Squire (1992; Squire & Zola-Morgan, 1991), but simplified even further

long-term memory storage. They also tend to assume a process of long-term memory con-
solidation. While initially the retrieval of a recently experienced event is reliant upon the
hippocampal system, repeated reinstatement of the hippocampal-neocortical ensemble over
time results in the formation of a more permanent—hippocampally-independent—memory
representation in the neocortex. We will discuss some of the evidence and counter-evidence
for a long-term consolidation process in more detail below.

Why the brain might employ two different systems for the storage of memory remains
an unanswered question. We have argued that the neocortex does not have sufficient con-
nectivity to rapidly link activated areas in the short time that an individual experiences an
event (Murre & Sturdy, 1995). This scarcity of cortical connections makes it highly unlikely
that neural connections will be in place when two brain sites must be associated in order to
support a new memory representation. We have developed a computational model of long-
term neural linking in the cerebral cortex, based on the idea that many intermediate neurons
must be recruited to connect two faraway neural areas (Murre & Raffone, submitted).
This process is slow and accumulative and cannot normally take place in a single learning
trial.

McClelland et al. (1995) have put forward an alternative hypothesis for the different roles
of hippocampus and cortex. In their view, memory consolidation helps prevent catastrophic
interference in sequential learning. Their hypothesis finds support in computer simulations,
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in which newly acquired knowledge must be integrated into the existing knowledge database.
They use a backpropagation network and contrast focused learning, where semantic mem-
ory can rapidly learn new facts, with interleaved learning, where learning of new facts
(temporarily stored in a “hippocampus”) is interleaved with additional learning of already
learned facts. As was discussed above, focused learning will lead to catastrophic interfer-
ence, causing overwriting of old facts by newly learned facts, e.g. McClelland et al. (1995)
show that learning about “penguin” might lead to the forgetting of “robin” and other birds.
They also show that interleaved learning does not suffer from this problem. It is not clear
what the memory behaviour of their model would be if it were based on some modified
form of backpropagation that remedies the catastrophic interference (e.g. see French, 1999).
But even if catastrophic interference were not a problem, it is likely that a network’s gen-
eralization behaviour could still be improved by using a form of slow, interleaved learning
(Grossberg, 1976).

The two hypotheses put forward are both plausible in the sense that it may make sense
from both a neuroanatomical and a functional point of view for the human brain to have
evolved a learning system with different roles for the hippocampus and neocortex. Damage
to different parts of this system causes characteristic forms of amnesia. Next, we will review
how various connectionist models of amnesia explain these characteristics.

MODELS OF AMNESIA
Retrograde Amnesia

Since the 1950s, many models have been published that address aspects of the formation of
long-term memory, hippocampus—cortex interaction, and retrograde amnesia (e.g. Milner,
1957, 1989; Mishkin, 1982; O’Keefe & Nadel, 1978; Rolls, 1990; Squire & Zola-Morgan,
1991; Squire et al., 1984; Teyler & DiScenna, 1986; Treves & Rolls, 1994; Wickelgren,
1979, 1987). The four connectionist models discussed in this section have their roots in these
earlier models. Through their implementation, they provide existence proofs, demonstrating
that many of the earlier, mostly verbally stated ideas are indeed viable. We will in turn review
the models by Alvarez & Squire (1994), McClelland et al. (1995), Murre (1996, 1997), and
Nadel & Moscovitch (1997).

Alvarez & Squire

Alvarez & Squire (1994; see also Squire & Alvarez, 1995) present a connectionist model
of an earlier, non-computational, model of long-term memory and amnesia by Squire and
co-workers (e.g. Squire, 1992; Squire et al., 1984; Squire & Zola-Morgan, 1991). The
model’s global anatomy is shown in Figure 3b and its connectionist implementation in
Figure 5.4. In the neural network, the medial temporal lobe system is represented by four
artificial neurons. Similar modules of four neurons make up two “cortical areas”. In each of
these modules, only one neuron can remain activated. An assumption in this model is that
connections to and from the medial temporal lobe system have a 50-fold-higher learning
rate than the corticocortical connections. A similar assumption is made in the models by
McClelland et al. (1995) and Murre (1996, 1997), both discussed below.
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Figure 5.4 Connectionist model of retrograde amnesia according to Alvarez & Squire (1994)

Simulations with the model showed an initial steep forgetting curve due to fast decay
of the “medial temporal lobe” connections. Connections within the “cortex” had a slower
decay rate. Following learning of a pattern, the system received intermittent consolidation
trials, during which one of the learned patterns was reactivated and relearned. As this
process progressed, the patterns gained a stronger “cortical”” base, while the “corticocortical”
connections increased in strength. As a result, the forgetting curve also becomes less steep
because in the later stages, memory is more dependent on the “corticocortical”” connections
and these have a slower decay. Recall was tested by presenting half of a pattern and assessing
how well the other half was recalled.

When the “medial temporal lobe system” was lesioned immediately after training, per-
formance was near chance because the system was still fully dependent on the “medial
temporal lobe” connections. After sufficient consolidation, lesioning showed no effect on
performance, because pattern recall had become fully independent of the “medial temporal
lobe system”. The simulations, thus, showed a clear “Ribot gradient”, with a high loss of
recent memories and little loss of remote memories.

McClelland et al.

Like many other models of long-term memory and amnesia, McClelland et al. (1995)
suggest that during initial learning, a copy of the cortical representation is first stored
in the hippocampus. This “summary sketch” must be sufficient to retrieve the whole of
the neocortical trace. As discussed above, McClelland et al. (1995) stress the importance
of the hippocampus in temporarily holding a memory representation so that it can be
transferred to the neocortex in a process of interleaved learning. This means that learning
of a new memory representation by the neocortex is interleaved with relearning of existing
ones. Interleaved learning may counteract any “catastrophic interference” with existing
representations, which they feel might occur when a new representation is stored directly
to the neocortex.

Like Alvarez & Squire’s model, McClelland et al. (1995) report simulations with curves
before and after disabling the “hippocampus” and show that the “lesions” result in a Ribot
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effect: recent memories are harder to retrieve than older memories. The unlesioned model
shows normal forgetting over time. They fitted their backpropagation-based simulations to
experimental data by Squire and Zola-Morgan (1991), who obtained evidence for memory
consolidation in monkeys over a period of about 10 weeks.

The “neocortex” of the model by McClelland et al. is a three-layer backpropagation
network. The “hippocampus” is not implemented as a neural network, but patterns are
simply stored until they are selected (randomly) for interleaved learning. At each time step,
some patterns are lost from the hippocampal store. It depends on the amount of training a
pattern has had (during interleaved learning), whether loss from the hippocampal store will
mean that the pattern can be recalled from the backpropagation network alone.

Murre’s TraceLink

A schematic drawing of the TraceLink model (Murre, 1994, 1996, 1997; Murre & Meeter,
submitted) is shown in Figure 5.5. Its three main components are: (a) a trace system; (b) a
link system; and (c) a modulatory system. The role of the trace system is analogous to that
of the “neocortex” in the models discussed above, and the role of link system to that of the
“medial temporal lobe” or “hippocampus”. The neurons in TraceLink fire stochastically:
they have a higher probability of firing (i.e. signalling a ‘1”) when they receive a higher net
input.

Each node in the trace system is connected to other trace nodes and to and from a random
subset of the nodes in the link system. As in the model by Alvarez & Squire (1994), the
learning rate in the trace system is lower than that of the link system. The link system’s
function is to interconnect trace nodes without direct “corticocortical” connections. In
addition, link nodes are also interconnected within the link system (i.e. there are link—link
connections).

The modulatory system includes certain basal forebrain nuclei, especially the nucleus
basalis with its cholinergic inputs, to the hippocampus via the fornix (see also Hasselmo,
1995, 1999) and several areas that have a more indirect, controlling function. The role
of the system is to trigger increased plasticity in the link system, so that it can rapidly
record a new episodic representation. It may be activated directly through central states,
such as arousal and attention, and through stimulus-specific factors, such as novelty and
biological relevance (i.e. emotional stimuli involving danger, food, sex, shelter, etc.). During

Link
system

Modulatory
system

Trace
system

Figure 5.5 Overview of the TraceLink model of Murre (1994, 1996, 1997, Murre & Meeter,
submitted). See text for an explanation



112 J. MURRE
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Stage 3 Stage 4

Figure 5.6 Normal episodic learning in Murre’s TraceLink model. See text for an explanation

normal acquisition of a memory representation, it passes through roughly four stages (see
Figure 5.6):

e Stagel. Sensory, motor and other information, comprising the episode-to-be-
remembered, activate a number of nodes in the trace system (filled circles).

e Stage 2. Via the trace system a set of link nodes is activated, possibly within less than a
second. If the episode is sufficiently novel or interesting, the modulatory system will be
activated. This will allow strengthening of connections between activated link nodes and
trace nodes (shown by the thickening of the connections). In TraceLink, modification of
connection strengths follows a Hebbian rule (Hebb, 1949; also see discussion above).

e Stage 3. This stage represents the initial consolidation process. Repeated activation takes
place, leading to the gradual formation of trace—trace connections. These are initially
weak, but grow in strength with each consolidation episode. The repeated reactivation of
already learned representations is a random process that is initiated by randomly activat-
ing a number of nodes in the link system. Consolidation occurs by further strengthening
of the trace—trace connections (trace—link connections are not strengthened further at this
time; this follows the model of cholinergic processes in the hippocampus by Hasselmo,
1995, 1999)

e Stage 4. In the final stage of consolidation, trace—trace connections have become very
strong and retrieval has become independent of the link system. In both the link and
trace system, the learning of new memory representations will result in the gradual
overwriting of older representations (i.e. forgetting). This interference process is more
evident in the link system compared to the trace system, however, because the link
system has a lower capacity and higher plasticity.

The four stages portray a process whereby memory representations are slowly being stored
by the trace system, while there are gradually overwritten in the link system. This (apparent)
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movement from link system to trace system is the basis for explaining retrograde amnesia,
which is analogous to that of the models by Alvarez & Squire and McClelland et al. By
inactivating the link nodes (i.e. modelling a hippocampal lesion), all memory representations
at stage 2 are lost. Stage 3 representations may be preserved, if they have received sufficient
consolidation, and stage 4 representations will always be intact. Lesioning of the link
system, therefore, results in a characteristic Ribot gradient. More details on the explanation
of amnesia by the TraceLink model can be found in Murre & Meeter (submitted), in which
10 new simulations of different aspects of amnesia are presented.

Nadel & Moscovitch’s Multiple Trace Theory of Memory
Consolidation

Nadel & Moscovitch (1997; Moscovitch & Nadel, 1999) do not agree with the general
approach followed by the three models discussed above. To a large extent, they propose the
opposite view, arguing that the hippocampus remains crucial for the successful retrieval of
amemory representation, even if it is 25—40 years old. Some of this evidence is based on the
observation that many patients with bilateral hippocampal atrophy show memory deficits
of this length.

The initial storage of an episode in the model by Nadel & Moscovitch’s (1997) model
is very similar to that of Alvarez & Squire (1994), McClelland et al. (1995), and Murre
(1996, 1997). They summarize the general approach taken by the latter models under
the heading of the “standard model”, in which the hippocampus acts as an intermediate
system that binds together disparate elements of a neocortical memory trace. Unlike this
“standard model”, however, repeated reactivation of memories in the multiple trace model
creates recoded traces of the experience within the hippocampal complex and not in the
neocortex. This form of consolidation is, thus, largely opposite to what happens in the models
above, where additional traces are created (or connections strengthened) primarily in the
neocortex.

As aconsequence of this hippocampal consolidation, an older memory representation will
have many more traces in the hippocampus (copies or replicas of the original representation),
compared to a new memory representation, which will have only a few. An older memory
is thus much less vulnerable to partial damage of the hippocampus, as there is always
a high probability that some replicas of a memory representation will survive a lesion
(it is assumed that any given replica suffices to retrieve an entire episode). The multiple
trace theory, therefore, also predicts Ribot gradients, but only in cases of partial damage
to the hippocampus. With full bilateral lesions, all traces are lost—even of the very old
memories—and the model predicts a flat gradient.

In a recent paper, Nadel et al. (2000) report a connectionist version of their multiple
trace model, which is somewhat similar to the TraceLink model above. The network is
trained with interleaved trace replication periods between presentation of new patterns (cf.
consolidation periods in the models above). A crucial difference is that trace replication
takes place in the “hippocampus” only, whereas in TraceLink, for example, consolidation
takes place in the trace system (“neocortex”) only. The simulations by Nadel et al. (2000)
show that partial lesions of the “hippocampus” give plausible Ribot curves, whereas a
complete lesion leads to a flat gradient. In the latter case, both early and remote memories
are lost due a continuing dependence on the “hippocampus” being intact. The paper by
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Nadel et al. (2000) also includes an analytical implementation of the theory, which we shall
not discuss here.

Long-term Memory Consolidation

Three of the computational models discussed above, namely those by Alvarez & Squire
(1994), McClelland et al. (1995) and Murre (1996, 1997), assume that some type of con-
solidation process takes place. The nature of this process to date remains very much a
mystery. A similar criticism may apply to the multiple trace theory by Nadel & Moscovitch
(1997), who still need some type of trace replication process that may be similar to the
consolidation processes assumed in the other three models. Many theorists have proposed
that consolidation takes place during sleep, and recent evidence for this makes the case for
it quite strong (Sejnowski & Destexhe, 2000).

In 1983, Crick & Mitchison (1983) and Hopfield et al. (1983) advanced a particularly
interesting idea about the contribution of sleep to memory consolidation. They proposed
that during REM sleep, memory representations are evoked randomly and unlearned. The
reasoning was that randomly cued memories would tend to consist of bizarre and un-
wanted mixtures of intact memories. By unlearning these bizarre associations, the original
memories would be “cleaned up”. Despite its intuitive appeal and a promising initial simu-
lation (Hopfield et al., 1983), further implementations have remained unsuccessful and little
empirical evidence has been uncovered for this hypothesis (Blagrove, 1991).

It is interesting to note that the unlearning hypothesis is largely opposite to the approach
taken by Alvarez & Squire (1994), McClelland et al. (1995), Murre (1996, 1997) and
Murre & Meeter (submitted). So, it is fair to ask what the evidence is for the consolida-
tion hypothesis, which assumes re-activation and additional cortical strengthening during
sleep. Unfortunately, despite many decades of interest in the relationship between sleep and
memory (Jenkins & Dallenback, 1924), the evidence for the sleep-consolidation hypothesis
remains circumstantial and the critical experiment still has to be carried out.

A direct test of the hippocampal consolidation hypothesis in episodic memory could be
based on deactivating the hippocampus in experimental animals during sleep only, so that
consolidation would be prevented. Absence of consolidation could be tested by allowing
different animals varying amounts of consolidation time, after which the hippocampus
would be lesioned. Normally, this produces Ribot gradients (e.g. Kim & Fanselow, 1992),
but in the blocked-consolidation case we would expect a flat gradient for the hippocampal
group, since no “transfer” to the cortex would have taken place. To obtain a reliable Ribot
gradient, it would be necessary to run the experiment for as long as 2-3 weeks, while the
animals would be allowed to behave freely during the non-sleep periods. The length of
time of the experiment, the need for repeated and rapid deactivation and reactivation of
the hippocampus, the inaccessibility of this neuroanatomical structure, and the necessity
to work with freely behaving animals make this a particularly difficult experiment, but in
principle it could be done.

The strongest circumstantial evidence to date for the sleep-consolidation hypothesis in
episodic memory comes from the studies by Wilson & McNaughton (1994), who showed
that hippocampal representations of new episodes of spatial exploration in rats are reac-
tivated during subsequent slow-wave sleep. In birds, it has recently been observed that
neural activity patterns during sleep match those during sensorimotor activity recorded
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early during daytime singing (Dave & Margoliash, 2000). Other evidence for consolidation
during sleep has recently been obtained by Stickgold et al. (2000), who showed that per-
formance on a visual discrimination task gives maximal improvements 48-96 h after initial
training, without intervening practice. An experimental group was deprived of one night of
sleep following the practice trials, and they were then allowed two full nights of recovery
sleep. Yet, they did not show significant improvement. This experiment in particular clearly
illustrates that sleep may play a pivotal role in long-term consolidation. It also makes clear
that hippocampus-to-cortex consolidation is not the only type of consolidation occurring
in the brain. Many types of procedural learning occur at roughly the same rate in densely
amnesic patients with full hippocampal lesions. It therefore seems reasonable to assume
that this type of learning involves some kind of extrahippocampal consolidation process.

In addition to consolidation during sleep, there are also other ways in which cortical
memories could be strengthened. One obvious manner is as a side effect of consciously and
explicitly remembering of episodes (e.g. during retelling of experiences in conversation).
Depending on the assumptions of the model, this might strengthen primarily the hippocam-
pal base, the neocortical base, or both. Nadel & Moscovitch (1997) seem to be thinking
of this type of remembering as the main cause of their trace replication process. Since the
remembering always occurs in a different context, it is likely that a new hippocampal trace
is added to the hippocampus that differs slightly from the earlier traces. Notice that this
mechanism is not incompatible with the sleep-consolidation hypothesis, and models such
as TraceLink could easily incorporate it as well.

An earlier and non-neuroanatomical version of the explicit-consolidation hypothesis has
been called the “knitting hypothesis” (A.D. Baddeley, personal communication, 1993).
Memory recall is nearly always based on the availability of certain cues. The “knitting
hypothesis” postulates that as part of any mental context, a large number of possible retrieval
cues are available. A subset of these will be effective in retrieving a given episode from
memory. With time (and intervening events) the mental context or set of available cues
changes gradually. If an episode is not rehearsed, this means that fewer cues will be available
for retrieval. After more time has passed, very few cues may be available to retrieve an
episode (see also Mensink & Raaijmakers, 1988). Such forgetting can be prevented by
rehearsing an episode, whereby either new cues are added to the current mental context or
the memory representation is attached to new context cues. By repeatedly rehearsing the
episode it becomes “knitted” into the current context. The prominence of recent memories
is thus explained by the overlap between the current context and the context at the time of
learning, which is greater for recent memories than for older memories.

The “knitting hypothesis” can also explain Ribot gradients. Older memories that have
not been forgotten will have been better rehearsed than more recent memories. They have
become very strong in the sense that they have been “knitted” into many different contexts.
Most of these contexts will be old and will not resemble the current context very much. It is
therefore not necessary that these strong, old memories are also very easily retrieved. In case
of trauma, the knitting hypothesis assumes that a random mental context is installed that
replaces the current one. As a consequence, nearly all recent memories become irretrievable,
while certain old memories may surface randomly. These old memories may reinstate
a mixture of old contexts. Old, “well-knitted” memories have a much higher chance of
overlap with an (old) random context because they have many more context cues. The
trauma thus causes the disappearance of most recent memories and a much smaller fraction
of old memories.
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A possible variant of the explicit-consolidation hypothesis is the implicit-consolidation
hypothesis. It has long been observed that presentation of certain words, such as “cup”,
may prime semantically related words, such as “tea” or “coffee”. It is possible that similar
priming occurs in autobiographical memory, so that, for example, seeing a news item on
television about Paris primes the episodic memory of a short holiday spent there once. This
holiday need not become conscious to enjoy a certain amount of strengthening because of
this priming.

In summary, there are different candidate mechanisms for long-term consolidation. These
mechanisms are not mutually exclusive and very little is known about their relative contri-
bution to long-term memory. It seems worthwhile, therefore, to direct more research efforts
to this topic.

Anterograde Amnesia

The models discussed so far concentrate on explaining retrograde amnesia, in particular the
Ribot gradient. There are only a few computational models that target the neuropsychology
of anterograde amnesia specifically. An example is the ELAN model by Phaf (1994). It
models experimental data on implicit memory, which is preserved in anterograde amnesia.
The ELAN model is built from CALM modules, a basic building block for neural networks
that is able to categorize incoming stimuli and to learn new categories (Murre et al., 1992;
Murre, 1992). A CALM module contains an “arousal system” that regulates the learning
rate, based on the perceived novelty of the stimulus. The ELAN model is able to simulate
free recall and stem completion experiments, including effects of word frequency. After
lesioning the arousal system, free recall is strongly impaired but performance on the stem
completion task is unaffected. This mimics the behaviour of patients with anterograde
amnesia. The ELAN model does not address retrograde amnesia.

Gluck & Meyers (1993, 2001) present a well-tested computational model of anterograde
amnesia. The model is based on a backpropagation network and focuses mainly on procedu-
ral learning tasks. They assume that the hippocampus controls a “compression mechanism”
that is always operative, including during procedural learning. This mechanism constantly
extracts the invariant aspects of the world around us, so that only a compact representation
needs to be retained in the brain. Whereas procedural learning itself can still occur in the
absence of the hippocampus, many aspects of the learning behaviour become abnormal,
e.g. interaction with the experimental context, which may disappear in certain experiments.

Whereas all of the four models of retrograde amnesia discussed above can simulate
the Ribot gradient and certain other data, they do not all aim to predict the details of
anterograde amnesia. The model by Nadel & Moscovitch (1997) currently does not address
anterograde amnesia. The models by Alvarez & Squire (1994) and McClelland et al. (1995)
predict essentially a near-perfect correlation between anterograde and retrograde amnesia.
The reason for this is that they assume that anterograde amnesia is caused by a failing or
lesioned hippocampus (or medial temporal lobe system).

Although the data do not suffice to settle this issue at present, our reading of the liter-
ature is that the degree of hippocampal pathology predicts the severity of both retrograde
and anterograde amnesia, which are, therefore, strongly intercorrelated. The degree of an-
terograde amnesia, however, is by no means a perfect predictor of retrograde amnesia. In
populations of patients with Alzheimer’s and Korsakoff’s disease (Kopelman, 1989, 1991;
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Schmidtke & Vollmer, 1997; Shimamura & Squire, 1986), correlations range from 0.30 to
0.60: in populations of patients with closed-head injuries, they tend to be higher (Russel &
Nathan, 1946), but not in excess of 0.70. Cases of strong anterograde amnesia and nearly
absent retrograde amnesia have been reported as well (e.g. Hodges & Carpenter, 1991).
In addition to the clinical data, it has been observed that cholinergic blockade gives rise
to severe anterograde amnesia with virtually no retrograde amnesia, (Kopelman, 1986).
Following Meudell (1992) and Kopelman (1989), we conclude a partial independence of
anterograde and retrograde amnesia, with retrograde amnesia being a better predictor of
anterograde amnesia than the other way around.

The TraceLink model (Murre, 1996, 1997; Murre & Meeter, submitted) addresses these
correlations by assuming the existence of a modulatory system. This system, involving
among others certain basal forebrain nuclei, controls the storage of new episodes in the
hippocampus. It can be selectively impaired so that the degree of anterograde amnesia is
not a reliable indicator of the extent of retrograde amnesia.

MODELS OF MEMORY DISORDERS IN DEMENTIA
Alzheimer’s Dementia

A few models have specially addressed the issue of the progressive development of memory
disorders in Alzheimer’s disease. One example is the model by Ruppin & Reggia (1995;
see also Carrie, 1993), who model memory performance during progressive Alzheimer’s
disease, using a model of the cortex in which synapses are gradually lost. At the same time
a mechanism of synaptic compensation (Bertoni-Freddari et al., 1990; DeKosky & Scheff,
1990) causes the remaining synapses to increase their strengths (effectiveness), thus coun-
teracting general loss of input excitation. In contrast to an earlier model by Carrie (1993),
which showed a flat Ribot gradient, the model by Ruppin & Reggia (1995) is able to produce
Ribot gradients, because remote memories benefit more from the synaptic compensation
process than recent memories. This work constitutes an important contribution in that it
presents and investigates yet another possible factor that may underlie Ribot gradients:
synaptic compensation. The model by Ruppin & Reggia (1995) is not able to explain Ribot
gradients extending before the onset of the disease.

Semantic Dementia

Semantic dementia is a recently documented syndrome that appears as almost a mirror im-
age of amnesia, showing a progressive loss of verbal and non-verbal semantic memory (i.e.
knowledge about the meanings of words, objects, facts and concepts), but with preserved
episodic memory (i.e. no anterograde amnesia). It is associated with non-Alzheimer degen-
erative pathology of the inferolateral temporal neocortex, with relative sparing (at least in
the early stages) of the hippocampal complex.

Murre et al. (2001) review the literature on semantic dementia and argue that it may have
important implications for models of long-term memory. They also discuss how various
computational models of amnesia can be applied to semantic dementia. No simulations have
been published to date, although Murre (1996, 1997) derives predictions about semantic
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dementia from the TraceLink model, such as the “inverse Ribot gradient”—a loss of distant
memories with relative preservation of more recently experienced memories. This predic-
tion was based on the idea that the neocortical basis is severely deteriorated in semantic
dementia but the link system is still intact. This would allow memories to enter stages
1 and 2 but would prevent them passing to stages 3 and 4 (see Figure 5.6). The lack of
consolidation would cause them to be overwritten relatively rapidly in the high-decay link
system.

The predicted effect was subsequently observed by Graham & Hodges (1997; see also
Snowden et al., 1996). In the patients studied by Graham & Hodges (1997), recent mem-
ories could be retrieved up to about 3 years, after which they were rapidly lost. It seems
that these data are problematic for Nadel & Moscovitch’s (1997) multiple trace theory
(Graham, 1999). If the hippocampus is preserved, which appears to be the case with se-
mantic dementia, all memories should be easily retrieved. In other words, there should
be no memory problem whatsoever in semantic dementia. This is clearly is not the case.
Moscovitch & Nadel (1999), however, argue that all memories are depressed to some extent
because of the continuing loss of semantic building blocks. According to their view, the
inverse Ribot gradient found by Graham & Hodges (1997) is nothing more than a severely
depressed “normal” forgetting gradient, and this is caused by a progressive degeneration
of neocortical retrieval cues. The fact that remote memories are more severely affected is
explained by arguing that memories that spared in semantic dementia are more perceptual in
nature.

CONCLUSION

Models are playing an increasingly important role in the field of memory disorders. This
is particularly evident from the vivid debates in the recent literature, where models are
primarily used to prove that proposed mechanisms indeed work as claimed (e.g. Nadel
et al., 2000). It is also clear, however, that the current generation of connectionist models
has not yet left the initial stage of modelling.

One impediment that we can foresee in the further development of models is the lack
of high-quality quantitative data, a problem that is prominent in the entire field of neu-
ropsychology. In the years to come it is therefore likely that modellers will have to limit
themselves to qualitative models. In most tests of retrograde amnesia, for example, ques-
tions for remote time periods are made easier than for recent time periods. This makes it
very difficult to fit forgetting curves to these data. There are additional reasons why these
data are not very suitable for quantitative modelling, e.g. a large number of the standard
tests have only three or four time periods and these periods are often not sharply defined
(e.g. “early adulthood”). Furthermore, the published data are typically based on very small
numbers of five to ten patients.

Whereas the lack of high-quality data poses a limit on one form of modelling, it is likely
that our rapidly increasing knowledge of the neurobiology of memory will allow models
of amnesia and other disorders to become more neurobiologically informed (Sejnowski &
Destexhe, 2000). Connectionist modelling is an excellent method of integrating the vari-
ous sources of knowledge from neurobiology and neuropsychology and—Ilike maps—may
eventually be useful for both the theorist and the practitioner.



CONNECTIONIST MODELS 119

REFERENCES

Alvarez, R. & Squire, L.R. (1994). Memory consolidation and the medial temporal lobe: a simple
network model. Proceedings of the National Academy of Sciences of the USA, 91, 7041-7045.
Bertoni-Freddari, C., Fattoretti, P., Casoli T. et al. (1990). Morphological adaptive response of the
synaptic junctional zones in the human dentate gyrus during aging and Alzheimer’s disease. Brain

Research, 517, 69-75.

Blagrove, M. (1991). A critical review of neural net theories of dream sleep. Journal of Intelligent
Systems, 1, 227-257.

Bliss, T.V.P. & Lomo, T. (1973). Long-lasting potentiation of synaptic transmission in the dentate
area of the anaesthetized rabbit following stimulation of the perforant path. Journal of Physiology
(London), 232, 331-356.

Carrie, J.R. (1993). Evaluation of a neural network model of amnesia in diffuse cerebral atrophy.
British Journal of Psychiatry, 163, 217-222.

Crick, F. & Mitchison, G. (1983). The function of dream sleep. Nature, 304, 111-114.

Dave, S.A. & D. Margoliash (2000). Song replay during sleep and computational rules for sensorimotor
vocal learning. Science, 290, 812-816.

DeKosky, S.T. & Scheff, S.W. (1990). Synapse loss in frontal cortex biopsies in Alzheimer’s disease:
correlation with cognitive severity. Annals of Neurology, 27, 457-464.

Elman, O. (1990). Finding structure in time. Cognitive Science, 14, 179-211.

Felleman, D.J. & Van Essen, D.C. (1991). Distributed hierarchical processing in the primate cerebral
cortex. Cerebral Cortex, 1, 1-47.

French, R.M. (1992). Semi-distributed representations and catastrophic forgetting in connectionist
networks. Connection Science, 4, 365-3717.

French, R.M. (1999). Catastrophic forgetting in connectionist networks. Trends in Cognitive Sciences,
3, 128-135.

Gluck, M.A. & Meyers, C.E. (2001). Gateway to Memory: An Introduction to Neural Network
Modeling of the Hippocampus and Learning. Cambridge, MA: MIT Press.

Gluck, M.A. & Meyers, C.E. (1993). Hippocampal mediation of stimulus representation: a computa-
tional theory. Hippocampus, 3, 491-516.

Graham, K.S. & Hodges, J.R. (1997). Differentiating the roles of the hippocampal complex and
the neocortex in long-term memory storage: evidence from the study of semantic dementia and
Alzheimer’s disease. Neuropsychology, 11, 77-89.

Graham, K.S. (1999). Semantic dementia: a challenge to the Multiple Trace Theory of memory
consolidation? Trends in Cognitive Sciences, 3, 85-87.

Graham, K.S., Murre, J.M.J. & Hodges, J.R. (1999). Episodic memory in semantic dementia: a
computational approach based on the Trace Link model. In J. Reggia, e. Ruppin & D. Glanzman
(eds), Neutal Modelling in Brain Disorders. Progress in Brain Research, Vol. 121. Amsterdam:
Elsevier.

Grossberg, S. (1976). Adaptive pattern classification and universal recoding, II: Feedback, expectation,
olfaction, and illusions. Biological Cybernetics, 23, 187-202.

Happel, B.L.M., & Murre, J.M.J. (1994). The design and evolution of modular neural network archi-
tectures. Neural Networks, 7, 985-1004.

Hasselmo, M.E. (1995). Neuromodulation and cortical function: modeling the physiological basis of
behavior. Behavioral Brain Research, 67, 1-27.

Hasselmo, MLE. (1999). Neuromodulation and the hippocampus: memory function and dysfunction
in a network simulation. In J.A. Reggia, E. Ruppin and D. Glanzman (eds), Disorders of Brain,
Behavior and Cognition: The Neurocomputational Perspective (pp. 3—18). Amsterdam: Elsevier.

Hebb, D.O. (1949). The Organization of Behavior. New York: Wiley.

Hodges, J.R. & Carpenter, K. (1991). Anterograde amnesia with fornix damage following removal of
IIIrd ventricle colloid cyst. Journal of Neurology, Neurosurgery, and Psychiatry, 54, 633—638.
Hopfield, J.J., Feinstein, D.I. & Palmer, R.G. (1983). “Unlearning” has a stabilizing effect in collective

memories. Nature, 304, 158—159.

Hopfield, J.J. (1982). Neural networks and physical systems with emergent collective computational

abilities. Proceedings of the National Academy of Sciences of the USA, 79, 2554-2558.



120 J. MURRE

Jenkins, J.G. & Dallenbach, K.M. (1924). Obliviscence during sleep and waking. American Journal
of Psychology, 35, 605-612.

Kim, J.J. & Fanselow, M.S. (1992). Modality-specific retrograde amnesia for fear. Science, 256,
675-6717.

Kopelman, M.D. (1986). The cholinergic neurotransmitter system in human memory and dementia:
a review. Quarterly Journal of Experimental Psychology, 38A, 535-573.

Kopelman, M.D. (1989). Remote and autobiographical memory, temporal context memory, and frontal
atrophy in Korsakoff and Alzheimer patients. Neuropsychologia, 27, 437-460.

Kopelman, M.D. (1991). Frontal dysfunction and memory deficits in the alcoholic Korsakoff syndrome
and Alzheimer-type dementia. Brain, 114, 117-137.

McClelland, J.L. & Rumelhart, D.E. (eds)(1986). Parallel Distributed Processing. Explorations in
the Microstructure of Cognition, Vol. 2: Psychological and Biological Models. Cambridge, MA:
MIT Press.

McClelland, J.L., McNaughton, B.L. & O’Reilly, R.C. (1995). Why there are complementary learning
systems in the hippocampus and neocortex: insights from the successes and failures of connectionist
models of learning and memory. Psychological Review, 102, 419-457.

McCloskey, M. & Cohen, N.J. (1989). Catastrophic interference in connectionist networks: the
sequential learning problem. In G.H. Bower (ed.), The Psychology of Learning and Motivation
(pp- 109-164). New York: Academic Press.

Mensink, G.J. & Raaijmakers, J.G.W. (1988). A model for interference and forgetting. Psychological
Review, 95, 434-455.

Meudell, PR. (1992). Irrelevant, incidental and core features in the retrograde amneisa associated
with Korsakoft’s psychosis: a review. Behavioural Neurology, 5, 67-74.

Milner, PM. (1957). The cell assembly: Mark II. Psychological Review, 64, 242-252.

Milner, P.M. (1989). A cell assembly theory of hippocampal amnesia. Neuropsychologia, 6, 215-234.

Minsky, M.L. & Papert, S.A. (1969). Perceptrons. Cambridge, MA: MIT Press.

Mishkin, M. (1982). A memory system in the monkey. Philosophical Transactions of the Royal Society
B, 298, 85-95.

Moscovitch, M. & Nadel, L. (1999). Multiple-trace theory and semantic dementia: response to K.S.
Graham (1999). Trends in Cognitive Sciences, 3, 87-89.

Murre, J.M.J. (1992). Categorization and Learning in Modular Neural Networks. Hemel Hempstead:
Harvester Wheatsheaf; and Hillsdale, NJ: Erlbaum.

Murre, J.M.J. (1994). A model for categorization and recognition in amnesic patients. In M. Gazzaniga
(ed.), Proceedings of the Cognitive Neuroscience Meeting 1994 (p. 38), San Francisco, CA.

Murre, J.M.J. (1995). Transfer of learning in back-propagation and in related neural network models.
In J.P. Levy, D. Bairaktaris, J.A. Bullinaria & P. Cairns (eds), Connectionist Models of Memory
and Language (pp. 73-94). London: UCL Press.

Murre, J.M.J. (1996). TraceLink: a model of amnesia and consolidation of memory. Hippocampus,
6, 675-684.

Murre, J.M.J. (1997). Implicit and explicit memory in amnesia: some explanations and predictions
by the TraceLink Model. Memory, §, 213-232.

Murre, J.M.J., Graham, K.S. & Hodges, J.R. (2001). Semantic dementia: relevance to connectionist
models of long-term memory. Brain, 124, 647-675.

Murre, J.M.J. & Meeter, M. (submitted). TraceLink: A Connectionist Model of Consolidation and
Amnesia.

Murre, J.M.J., Phaf, R.H. & Wolters, G. (1992). CALM: categorizing and learning module. Neural
Networks, 5, 55-82.

Murre, J.M.J. & Raffone, A. (submitted). Long-range Synaptic Self-organizationin Cortical Networks.

Murre, J.M.J. & Sturdy, D.PF. (1995). The mesostructure of the brain: analyses of quantitative
neuroanatomy. Biological Cybernetics, 73, 529-545.

Nadel L. & Moscovitch, M. (1997). Memory consolidation, retrograde amnesia and the hippocampal
complex. Current Opinion in Neurobiology, 7, 217-227.

Nadel, L., Samsonovich, A., Ryan, L. & Moscovitch, M. (2000). Multiple trace theory of human
memory: computational, neuroimaging, and neuropsychological results. Hippocampus, 10, 352—
368.

O’Keefe, J. & Nadel, L. (1978). The Hippocampus as a Cognitive Map. Oxford: Clarendon.



CONNECTIONIST MODELS 121

Osgood, C.E. (1949). The similarity paradox in human learning: a resolution. Psychological Review,
56, 132-143.

Page, M. (2000). Connectionist modelling in psychology: a localist manifesto. Behavioral and Brain
Sciences, 23, 443-512.

Phaf, R.H. (1994). Learning in Natural and Connectionist Systems: Experiments and a Model.
Dordrecht: Kluwer Academic.

Rolls, E.T. (1990). Functions of neuronal networks in the hippocampus and of backprojections in
the cerebral cortex in memory. In J.L. McGaugh, N.M. Weinberger & G. Lynch (eds), Brain
Organization and Memory: Cells, Systems, and Circuits. Oxford: Oxford University Press, 184—
210.

Rosenblatt, F. (1958). The perceptron: a probabilistic model for information storage and organization
in the brain. Psychological Review, 65, 386—408.

Rosenblatt, F. (1962). Principles of Neurodynamics. Washington, DC: Spartan.

Rumelhart, D.E., Hinton, G.E. & Williams, R.J. (1986). Learning internal representations by error
propagation. In D.E. Rumelhart, & J.L. McClelland (eds), Parallel Distributed Processing.
Explorations in the Microstructure of Cognition, Vol. 1: Foundations. Cambridge, MA: MIT
Press.

Rumelhart, D.E. & McClelland, J.L. (eds)(1986). Parallel Distributed Processing. Explorations in
the Microstructure of Cognition. Vol. 1: Foundations. Cambridge, MA: MIT Press.

Rumelhart, D.E. & Zipser, D. (1985). Feature discovery by competitive learning. Cognitive Science,
9, 75-112.

Ruppin, D. & Reggia, J.A. (1995). A neural model of memory impairment in diffuse cerebral atrophy.
British Journal of Psychiatry, 166, 19-28.

Russel, W.R. & Nathan, P.W. (1946). Traumatic amnesia. Brain, 69, 280- 300.

Schmidtke, K. & Vollmer, H. (1997). Retrograde amnesia: a study of its relation to anterograde
amnesia and semantic memory deficits. Neuropsychologia, 35, 505-518.

Sejnowski, T.J. & Destexhe, A. (2000). Why do we sleep? Brain Research (in press).

Sejnowski, T.J. & C.R. Rosenberg (1987). Parallel networks that learn to pronounce English text.
Complex Systems, 1, 145-168.

Sharkey, N., Sharkey, A. & Jackson, S. (2000). Are SRNs sufficient for modelling language ac-
quisition? In P. Broeder & J.M.J. Murre (eds), Models of Language Acquisition: Inductive and
Deductive Approaches (pp. 33—54). Oxford: Oxford University Press.

Shimamura, A.P. & Squire, L.R. (1986). Korsakoft’s syndrome: a study of the relation between
anterograde amnesia and remote memory impairment. Behavioral Neuroscience, 100, 165-170.

Snowden, J.S., Griffiths, H.L. & Neary, D. (1996). Semantic—episodic memory interactions in semantic
dementia: implications for retrograde memory function. Cognitive Neuropsychology, 13, 1101—
1137.

Squire, L.R. (1992). Memory and the hippocampus: a synthesis from findings with rats, monkeys,
and humans. Psychological Review, 99, 195-231.

Squire, L.R. & Alvarez, P. (1995). Retrograde amnesia and memory consolidation: a neurobiological
perspective. Current Opinion in Neurobiology, 5, 169-175.

Squire, L.R., Cohen, N.J. & Nadel, L. (1984). The medial temporal region and memory consolidation:
a new hypothesis. In H. Weingarter & E. Parker (eds), Memory Consolidation (pp. 185-210).
Hillsdale, NJ: Erlbaum.

Squire, L.R. & Zola-Morgan, S. (1991). The medial temporal lobe memory system. Science, 253,
1380-1386.

Steinbuch, K. (1961). Die Lernmatrix. Kybernetik, 1, 36-45.

Stickgold, R., James, L. & Hobson, J.A. (2000). Visual discrimination learning requires sleep after
training. Nature Neuroscience, 3, 1237-1238.

Teyler, T.J. & DiScenna, P. (1986). The hippocampal memory indexing theory. Behavioral Neuro-
science, 100, 147-154.

Treves, A. & Rolls, E.T. (1994). Computational analysis of the role of the hippocampus in memory.
Hippocampus, 4, 374-391.

Wickelgren, W.A. (1979). Chunking and consolidation: a theoretical synthesis of semantic net-
works, configuring in conditioning, S-R versus cognitive learning, normal forgetting, the amnesic
syndrome, and the hippocampal arousal system. Psychological Review, 86, 44—60.



122 J. MURRE

Wickelgren, W.A. (1987). Site fragility theory of chunking and consolidation in a distributed asso-
ciative memory. In N.W. Milgram, C.M. MacLeod & T.C. Petit (eds), Neuroplasticity, Learning,
and Memory (pp. 301-325). New York: Alan R. Liss.

Widrow, B. & Hoff, M.E. (1960). Adaptive switching circuits. /960 IRE WESCON Convention Record,
Part 4, 96-104.

Willshaw, D.J., Buneman, O.P. & Longuet-Higgins, H.C. (1969). Non-holographic associative mem-
ory. Nature, 222, 960-962.

Wilson, M.A. & MeNaughton, B.L. (1994). Reachvation of hippocampal enseuable memories during
sleep. Science, 265, 676—679.



CHAPTER 6

Psychopharmacology of
Human Memory

H. Valerie Curran
Clinical Health Psychology, University College London, UK

and

Herbert Weingartner
National Institutes of Health, Bethesda, MD, USA

Psychopharmacology—the study of the psychological effects of substances which act on the
brain—became a discipline about 50 years ago. However, interest in the effects of psychoac-
tive drugs on memory can be traced further back. For example, in 1909 the Psychological
Review published a study by E.E. Jones of “introspections obtained on three occasions
when chloroform was administered to the author”, who notes the “complete disappear-
ance of memory accompanied his fading consciousness”. From this era of introspection,
sporadic drug studies of memory dedicatedly followed the psychological fashions of the
day. Thus in the 1930s, J.R. Jones (1933) found no effect of aspirin on the rate of learning
nonsense syllables and Cattell (1930) reported that 10 g alcohol improved intelligence but
impaired associative memory. Later, in the 1950s, a series of studies by Hannah Steinberg
and colleagues documented how nitrous oxide induced temporary amnesia via “retard-
ing the formation of associations” (Steinberg & Summerfield, 1957). Later, drug effects
were studied within the framework of models of information processing (e.g. Berry et al.,
1965) and, with the emergence of the cognitive era in the 1970s, studies by Ghoneim,
Mewaldt and colleagues showed how the effects of drugs supported the distinction between
short- and long-term memory (e.g. Ghoneim & Mewaldt, 1975). In the decades since then,
psychopharmacological studies have been conducted within various theoretical constructs
of memory processes, functions or systems. Although much early work was simply de-
scriptive, much current research on how drugs impact of memory are model-driven. This
research has also capitalized on the surge of developments in cognitive neuroscience beyond
those concerned with memory per se.

A range of drugs affects memory, often impairing some aspects of memory whilst sparing
other aspects. So, like people with brain damage, people given a centrally acting drug may
display normal performance on some memory tasks and yet severe impairments on others.
Drugs can therefore allow dissociations to be drawn between different aspects of memory
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and, in this way, compliment research with brain-damaged people or research showing
developmental or functional dissociations (cf. Nyberg & Tulving, 1996). Clearly, memory
does not happen in a vacuum and much psychopharmacological research also examines other
cognitive functions that may be spared or impaired by drugs, particularly those functions
which influence memory.

Psychoactive drugs also provide tools for exploring the neurochemical bases of memory
and memory disorders. Drugs known to affect the release of a particular neurotransmit-
ter can be used to explore what functional role(s) that neurotransmitter plays in mem-
ory. Although linking the behavioural changes induced by a drug with neurobiological
mechanisms is often problematic, ultimately such studies may elucidate the neurochemical
correlates of memory and may help in the development of drug treatments for cognitive
disorders.

Much current clinical research on drugs and memory is focused on drugs for the treatment
of cognitive disorders. However, it is important to remember that drugs can sometimes be
causes of cognitive disorders. For example, it has been estimated that about 10% of older
patients attending memory clinics display cognitive impairments that are drug-induced
rather than organic (e.g. Starr & Whalley, 1994; Gray et al., 1999). These patients may
have memory problems and/or confusional states similar to those seen in organic dementia.
This drug-related “pseudo-dementia” is particularly a problem for people who take several
different medications. Physical changes with age mean that older people metabolize drugs
less efficiently than younger people and so drugs have more marked and prolonged effects in
the elderly. However, unlike organic states, these problems generally respond favourably to
drug reduction regimes. Prescribed drugs most often associated with memory impairment
include the benzodiazepine sleeping pills and tranquillizers (e.g. triazolam, alprazolam)
and drugs with anticholinergic properties (e.g. tricylic antidepressants, several types of
neuroleptics). Drug-related memory impairments may also be associated with drugs used
non-medically, such as alcohol and a wide range of illicit substances. An awareness of the
potential cognitive effects of a patient’s medication is useful when carrying out neuropsy-
chological assessments, e.g. a person with organic brain damage who feels anxious before
an assessment may calm his/her nerves by taking a benzodiazepine and adversely affect
his/her subsequent performance. Such problems can be reduced by timing assessments
outside the peak effects of the particular drug taken.

In this chapter, we begin by briefly outlining some key issues in studying and in-
terpreting drug effects before discussing the drugs most intensively studied in terms of
memory—anticholinergic drugs and the benzodiazepines. Subsequent sections provide
briefer overviews of drugs acting on glutamate and those acting on monamine systems.
We then address the issue of how specific are the effects of drugs on memory. The final
section highlights some issues for the development of drugs that aim to alleviate cognitive
dysfunction, especially the so-called “antidementia” drugs. As we shall see, issues of speci-
ficity apply as much to putative memory-enhancing drugs as to memory-inhibiting drugs.
Although different subsections focus on different drugs and their major neurotransmitter
action, it should be emphasized that neurobiological systems interact in complex ways, so
that alterations in release of one neurotransmitter will also affect the release of others. In
describing the effects of drugs, we use the language of Tulving’s memory systems (Tulving,
1985; Tulving & Schacter, 1990), which encompasses many current findings of differential
drug effects.
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RESEARCHING DRUG-INDUCED AMNESIA

Studies of drug-induced amnesia have certain methodological advantages over studies of
amnesia in brain-damaged patients. Drugs can be used to induce a temporary, reversible
amnesia. The degree of amnesia can be manipulated by using different doses, and placebo
conditions mean that each participant can act as his/her own control. Drugs can be given at
different points in remembering, e.g. during encoding or at retrieval. Further, in studies of
brain damage, the effects of lesions in different brain areas necessarily involve comparisons
between different patients; in psychopharmacological studies, the effects of several different
drugs can be examined in the same person. In many cases, there are drugs with varying
agonist and antagonist properties, so the researcher has a chemical toolkit for probing
cognitive functions. Characteristics of the volunteers, such as age, psychopathology or
organic state, can also be varied.

At the same as having these advantages, psychopharmacological studies have some
unique problems. Central among these is the issue of specificity at both the neurobiological
and psychological level. At the neurobiological level, it is sometimes found that drugs with
different pharmacological actions produce remarkably similar effects on human memory.
This makes it hard to link specific drug actions with specific memory effects. There are at
least 50 different neurotransmitters in the brain and these act and interact to provide complex
chemical communication codes for the brain’s 100 billion or so neurons. Our knowledge
and the content of this chapter is restricted to just a few of these neurotransmitters and, even
for those, it is glaringly incomplete. The drugs currently available have diffuse effects on
the central nervous system and changes in one neurotransmitter system will have effects on
others. Defining the mechanisms of drug-induced changes in memory at a neurobiological
level thus remains an enormous challenge.

In terms of psychological specificity, no drug currently exists that only affects memory.
Many drugs affect arousal and many alter aspects of attentional and executive functions.
Performance changes on a memory task following a drug may reflect alterations in memory,
arousal or attentional processes or a combination of effects. It is important, therefore, to
delineate specific memory effects of a drug as distinct from indirect effects due to changes
in non-memory functions.

Anticholinergic Drugs and Benzodiazepines

Interest in the cholinergic system originally stemmed from observations of reduced cholin-
ergic markers in post-mortem brains of people who had had Alzheimer’s disease (AD),
and by demonstrations that this reduction correlated with the degree of cognitive impair-
ment and with cortical pathology (Perry et al., 1978). Around the same time, Drachman &
Leavitt (1974) had shown that a drug that antagonizes or “blocks” the action of acetyl-
choline could induce profound memory impairments in healthy young people. Together,
this work led to the cholinergic hypothesis of AD (Bartus et al., 1982) and proposals
that cholinergic blocking drugs could be pharmacological “models” of AD (Weingartner,
1985). Although several neurotransmitters are affected in AD (Curran & Kopelman, 1996),
cholinergic depletion remains the most clearly documented neurochemical loss, and all drug
treatments currently available for AD (e.g. tacrine, donepezil) are designed to ameliorate
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or moderate this cholinergic deficit. Scopolamine (SP; also known as hyoscine) is the
most widely researched cholinergic antagonist. Its effects can be attenuated or reversed
by giving a cholinergic agonist like physostigmine or arecholine. Scopolamine selectively
blocks muscarinic cholinergic receptors and, at high doses, also blocks nicotinic cholinergic
receptors.

Interest in the effects of benzodiazepines (BDZs) on memory initially stemmed from
clinical considerations in anesthesiology (cf. Ghoneim & Mewaldt, 1990). Anaesthetists
value drugs that ensure a sufficient period and depth of anterograde amnesia, so that even
if a patient regained consciousness during an operation, he/she would not remember
doing so. In this respect, BDZs proved to be ideal drugs. BDZs such as diazepam (trade
name Valium), alprazolam (Xanax), lorazepam (Ativan) and 30 or more similar com-
pounds all act via specific benzodiazepine receptors to facilitate the transmission of GABA
(y-aminobutyric acid), the major inhibitory neurotransmitter in the brain. BDZs act as
agonists at the GABAA—BDZ receptor (the single term BDZ used here refers to these full
agonists). The BDZ receptor can be blocked by a BDZ antagonist, such as flumazenil. Com-
pounds also exist which have opposite effects to BDZs at the same receptor, e.g. 8-carbolines
act as inverse agonists to inhibit the transmission of GABA. Several other compounds act
as partial agonists, binding to the receptor but producing less effect than full agonists. BDZ
receptors are found throughout the brain, but highest concentrations are in areas of known
importance for memory functions: the cerebral cortex, limbic system and cerebellar cortex.

Despite their differing pharmacological actions, SP and BDZs produce remarkably sim-
ilar effects on memory. Performance on brief “span” tasks (e.g. digit span, block span)
is unaffected but performance on more complex tasks, where information is manipulated
whilst it is retained, can be impaired (Rusted & Warburton, 1988). On the whole, the
evidence points to a reduction in speed with which information is processed, rather than
qualitative effects on working memory. For example, response times are usually much more
affected than error rates (Rusted, 1994).

The most marked and robust effects of benzodiazepines and scopolamine are on tasks that
tap episodic memory (Kopelman & Corn, 1988; Ghoneim & Mewaldt, 1990; Curran, 1991,
2000a). These impairments are consistently dose-related. Information presented after the
drug is administered is poorly remembered. No study has found retrograde impairments of
memory—information studied before the drug is administered is retrieved intact. BDZs and
SP therefore impede the acquisition of new information. Once learning has been accom-
plished, the rate of forgetting is normal (Brown et al., 1983; Kopelman & Corn, 1988) and
there is no increased susceptibility to interference when initial acquisition levels on drug
and placebo are matched (Gorissen et al., 1998). Studies of metamemory with volunteers
administered a BDZ suggest that people are not aware of having memory deficits (Bacon
et al., 1998).

The degree and duration of anterograde amnesia depends on several factors besides the
particular drug and its dose. Each drug has its own time curve of absorption and elimination,
over which effects on memory will vary. For example, following one oral dose of the BDZ
lorazepam, peak memory impairments occur from 1.5 to 5 h, after which effects slowly
subside. If the same drug is administered intravenously it will have a more rapid onset of
effect, and so the route of administration is important. The time after drug administration at
which information is presented and retrieval is required is also critical, e.g. immediate recall
is less impaired than recall tested several minutes or more after study, a similar pattern to
that seen in amnesic people (Baddeley, 2000).
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The degree of amnesia observed also depends on the characteristics of the people tested.
As would be predicted from the hypothesis that both normal and abnormal aging is associated
with cholinergic depletion, older healthy adults and Alzheimer patients show SP-induced
memory impairments at lower doses of the drug than those needed to induce impairments
in younger people (Sunderland et al., 1986; Molchan et al., 1992). Further, the effects of a
single dose differ in those who have taken the drug before, compared with those who are
drug-naive. The brain adapts to repeated administration of a drug, so that, for example, 1 mg
alprazolam will produce marked anterograde amnesia in someone who has never taken it
before, but less impairment in a patient who takes the drug daily for an anxiety disorder.

There is general agreement that these drugs impair acquisition (encoding/consolidation)
of new information and not retrieval. Retrieval of material learned before a drug is ingested
is not impaired and, interestingly, can be improved when retrieval takes place on drug. One
explanation of this retrograde facilitation could be that poor memory for material studied
post-drug reduces interference on retrieval of material studied pre-drug. However, studies
have shown that retrograde facilitation following ingestion of the benzodiazepine triazolam
can occur without any suppression of post-drug learning (Weingartner etal., 1995a). Another
possible explanation relates to inhibitory processes. In a non-drug state, the retrieval of
stipulated information can inhibit the retrieval of similar information (e.g. Anderson et al.,
2000). This effect is seen in placebo subjects asked to recall a word list studied post-drug
and then one studied before drug. However, subjects given benzodiazepines do not show this
pattern, and so it is conceivable that the drug may facilitate performance by disinhibiting
retrieval processes. This disinhibition may mean increased reliance on automatic rather
than controlled processing, as suggested by Fillmore et al. (1999), who showed, using
the process dissociation procedure, that alcohol given after study increased reliance on
automatic rather than controlled processing in memory. BDZs, which share a GABAergic
action with alcohol, may have a similar effect. Retrograde facilitation is the opposite of
notions of “state-dependent retrieval”’, where performance is meant to be facilitated when
encoding and retrieval taking place in the same drug state. State-dependent effects are
quantitatively small and, as argued elsewhere (Curran, 2000a), do not explain the marked
effects of drugs like BDZs or SP on acquisition.

What is the mechanism underpinning the anterograde amnesic effects of these drugs?
One suggestion is that drugs impair the encoding of contextual information (Brown &
Brown, 1990; Curran et al., 1993). The recall of word lists following a BDZ often shows
increased intrusion errors that are semantic or phonemic associates of studied words, without
subjects being aware of such errors (e.g. Bacon et al., 1998). Such errors have been widely
assessed in the context of the false recognition paradigm (Roediger & McDermott, 1995).
In this paradigm, subjects study several series of semantically related word lists (e.g. candy,
bitter, sugar . .. ) and are then given a recognition task in which a non-presented associate of
studied words (e.g. sweet) is presented alongside other lures. Using this paradigm, Minzer &
Griffiths (2000, 2001) showed that SP and the BDZ triazolam decreased false as well as
true recognition rates relative to placebo. This is similar to the pattern seen when comparing
amnesic people with controls (e.g. Schacter et al., 1998). However, a low dose of alcohol
induced a pattern more similar to that seen in older adults, whereby false recognition rates
were slightly increased (Milani & Curran, 2000).

False recognition is one example of what Schacter (1999) terms “misattribution” errors.
Another example of misattribution is seen when people may remember a studied item but not
where or when they had studied it. These types of source errors are also increased by BDZs
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and SP, e.g. Weingartner et al. (1998) found that the BDZ triazolam (0.375 mg) impaired
healthy participants’ ability to differentiate between memories for category exemplars which
they had generated themselves at study, as opposed to those generated by the experimenter.
Using a similar task, Mintzer & Griffiths (1999) assessed the effects of three doses each of
the BDZ triazolam (0.125, 0.25, 0.5 mg) and a related GABA-ergic sleeping pill, zolpidem
(5, 10, 20 mg) on memory for target words and for their source. Both drugs produced
dose-related impairments in memory for target words; however, only the highest doses
of each impaired memory for source. This suggests that impaired memory for contextual
information does not account for the episodic memory impairments induced by lower doses
of BDZs and related drugs.

A criticism of many pharmacological studies is their “diagnostic” assumptions about
cognitive tasks. Often studies have used verbal learning tasks to “assess” episodic memory,
implicitly assuming a one-to-one relationship between a task and the episodic memory
system. Clearly, many verbal learning tasks are only minimally episodic in nature and
performance will depend on other memory systems, including working memory and se-
mantic memory. In Tulving’s theory, the essence of episodic memory is to enable “mental
time travel”—the capacity to remember in the sense of re-experiencing events in subjective
time (Wheeler et al., 1997). One way of evaluating episodic memory is therefore to tap
into people’s subjective awareness which accompanies retrieval of a memory. Experiential
approaches using the remember—know paradigm (Tulving, 1985) are based on a distinc-
tion between “remembering,” in the sense of re-experiencing as a participant in an event
and “knowing,” in the sense of a personally detached observer of an event. “Remember”
responses are reduced by BDZs and by alcohol, but “know” responses are not decreased
(Curran et al., 1993; Bishop & Curran, 1995; Curran & Hilderbrandt, 1999). These find-
ings, along with those of Mintzer & Griffiths (2000) using the remember—know procedure,
suggest that BDZs and SP impair people’s ability to mentally re-experience in subjective
time (episodic memory) but leave semantic memory (reflected by “knowing”) intact.

Semantic memory has received relatively limited attention from psychopharmacology.
Although some studies have assessed retrieval efficiency, acquisition of new semantic
knowledge has been largely ignored. On the whole, these drugs do not appear to impede
people’s ability to retrieve items of general knowledge or other well-established memories,
e.g. the performance of healthy young subjects is generally intact on tasks like verbal fluency
(e.g. Curran et al., 1991; Knopman, 1991). Very high doses and/or intravenous administra-
tion of SP can produce performance deficits on verbal fluency, but these doses also induce
significant sedation (Drachman & Leavitt, 1974). Molchan et al. (1992) and Sunderland
et al. (1986, 1997) showed that fluency impairments in older volunteers were evident with
an intravenous dose of SP (0.5 mg). Bishop et al. (1996) used a sentence verification task
that requires speeded retrieval from semantic memory, and found that a higher dose of SP
(0.6 mg s.c.) increased both response times and errors compared with a lower dose (0.3 mg
s.c.). Further, following BDZs, conceptual priming in category generation tasks is intact,
even though subjects’ explicit recall of studied category exemplars shows marked impair-
ment (Bishop & Curran, 1998). Taken as a whole, these findings therefore provide evidence
that episodic and semantic memory can be dissociated pharmacologically.

The contents of episodic and semantic memory are directly accessible to consciousness—
we can bring to mind both personal experiences and impersonal facts. In contrast, procedural
memory is expressed indirectly through skilled performance. Procedural memory is largely
resistant to BDZ- or SP-induced impairments (e.g. Nissen et al., 1987; Bishop et al., 1996).
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Procedural learning tasks, such as pursuit rotor, reading mirror-reversed words or serial
reaction time tasks, show very similar effects of both BDZs and SP, with learning the curves
for the drug generally being parallel to those for placebo (cf. Ghoneim & Mewaldt, 1990).

Another indirect test of memory includes what is usually termed priming: the general
facilitation of a response from having recently been exposed to a stimulus. As already noted,
there is some evidence that conceptual priming is intact following BDZs. Perceptual priming
studies have produced an intriguing finding, that one particular BDZ (lorazepam), but not
others, produces impairments on tasks tapping perceptual priming, such as wordstem, word
fragment or picture completion (e.g. Brown et al., 1989; Knopman, 1991; Danion et al.,
1992; Curran & Gorenstein, 1993; Vidailhet et al., 1996; Bishop & Curran, 1995; Bishop
et al., 1996). Task purity criticisms can be applied to some earlier studies on the grounds
that explicit impairments contaminated performance on the “implicit” task. However, these
could not explain findings of several studies that compared lorazepam with another drug
(a different BDZ or SP) and found that, although each drug produced the same impair-
ment on an explicit task, only lorazepam impaired perceptual priming (e.g. Sellal et al.,
1992; Bishop et al., 1996). The lorazepam-induced impairment of priming is attenuated by
co-administration of the BDZ antagonist, flumazenil (Bishop & Curran, 1995). That one
BDZ and not others suppresses priming supports a distinction between a system mediating
perceptual priming (such as Tulving & Schacter’s perceptual representational system) and
other memory systems. The mechanism of this apparently unique effect of lorazepam is
not yet known. One could speculate that there is a second population of BDZ receptors,
perhaps concentrated in posterior cortical areas, to which lorazepam binds but not other
BDZs. Subtypes of BDZ receptors have now been identified by microbiological studies,
but their possible functional significance is not yet known.

Differential effects of drugs on explicit memory and priming mean that drugs may pro-
vide useful tools in studies of consciousness and memory. Some of this work has focused
on whether anaesthetized people can remember anything that occurred whilst they were
unconscious (for review, see Andrade, 1996). However, drugs may alter aspects of con-
sciousness without obliterating it entirely. Recently, Perry et al. (1999) have speculated
that acetylcholine may be a neurotransmitter correlate of “consciousness”. On the basis
of pathological, pharmacological and electrophysiological evidence, they suggest that the
action of acetylcholine in the cortex and thalamus is essential for the normal experience of
consciousness. At very high doses, scopolamine can produce hallucinations, which most
would interpret as “changes in consciousness”. However, drugs acting on other neurotrans-
mitters can also have this effect (e.g. serotonergic/dopaminergic compounds such as LSD)
and other clinical disorders involving hallucinations, such as schizophrenia, are thought
to involve dopaminergic and glutamatergic more than cholinergic systems. It seems more
likely that multiple neurotransmitters contribute to consciousness.

Glutamate, NMDA Blockers and Memory

The excitatory amino acids, notably glutamate and aspartate, are the most prevalent ex-
citatory neurotransmitters in the brain and play an important role in cortico—cortical and
cortical-subcortical interactions (Cotman & Monaghan, 1987). Extensive research with
animals has implicated the importance of glutamate, and especially the glutamatergic
n-methyl-p-aspartate (NMDA) receptor, in memory. Much of this research concerns
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long-term potentiation (LTP), an enduring form of synaptic plasticity that was initially
identified in the hippocampus and more recently in the amygdala. LTP has been proposed
as a mediator of learning and memory (for review see Malenka and Nicholl, 1999) although
it is not yet clear how LTP at the synaptic level relates to memory at a behavioural level.
Drugs that block the NMDA receptor (e.g. ketamine) inhibit the induction of LTP in the
hippocampus (Harris et al., 1984) and there is considerable evidence that LTP is mediated
by the NMDA receptor (e.g. Muller et al., 1988; Zhang & Levy, 1992; Maren, 1999).

In the human brain, NMDA receptors are densely localized in the cerebral cortex and the
hippocampus. The NMDA receptor antagonist, ketamine, produces robust impairments on
tests of frontal cortical function, such as the Wisconsin Card Sorting Task, and verbal fluency
(Krystal et al., 1994; Malhotra et al., 1996). Ketamine also induces marked impairment
of episodic memory (e.g. Adler et al.,, 1998; Newcomer et al., 1999). Like BDZs and
scopolamine, a single dose of ketamine disrupts acquisition of new information but not its
retrieval. Although ketamine is used clinically as an anaesthetic (especially in veterinary
medicine) it is also a street drug, taken for its mood- and consciousness-altering properties.
Research with ketamine abusers has shown that the drug acutely impairs not only episodic
memory but also retrieval from semantic memory, on tasks such as sentence verification
(Curran & Morgan, 2000). Indeed, impairment of both episodic and semantic memory is
seen in a recent study, showing that a single dose of ketamine produces similar impairments
on both “remembering” and “knowing” states of subjective awareness in recognition (Hetem
et al., 2000). Further, frequent use of ketamine (2—4 times/week) produces effects on both
episodic memory and verbal fluency which persist days beyond the ingestion of a single
dose (Curran & Monaghan, 2001), and may reflect neurotoxicity.

Interest in NMDA antagonists has been stimulated by the hypothesis that excitotoxicity
may be a neuropathological mechanism, which could explain various degenerative dis-
orders. The basic idea is that normal excitatory neurotransmission is disturbed by some
process that triggers excessive glutamate activity (Stahl, 1996). This in turn causes exces-
sive calcium release into the neuron, which eventually kills the neuron. Theoretically, drugs
that block the NMDA receptor should protect the neuron against excitotoxicity, and may
therefore help stop the progression of neurodegeneration. However, NMDA blockers such
as ketamine produce not only anterograde amnesia but also dissociative and psychotic-like
symptoms, and therefore would not be suitable medications. These properties of ketamine
suggest that the drug may model some aspects of schizophrenia (e.g. Krystal et al., 1994).

Monoamines, Monaminergic Drugs and Memory

Monoamines include the catecholamines (dopamine, noradrenaline, adrenaline) and the in-
dolamine, serotonin (also termed 5-hydroxytriptamine or 5-HT). Compared to research on
drugs like scopolamine or BDZs, there is little research on the memory effects of monoamin-
ergic drugs.

Dopaminergic compounds exert their most consistent effect on executive functions. In a
thoughtful review of functional imaging, electrophysiological and psychopharmacological
studies of attention and arousal, Coull (1998) argues that cholinergic and noradrenergic
systems are involved in “low-level” aspects of attention (e.g. attention orientating) whereas
the dopaminergic system is associated with more executive aspects of attention, such as at-
tentional set-shifting or working memory. Thus, dopamine antagonists impair performance
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on frontal tests like the Tower of London test (e.g. Danion et al., 1992) or attentional set
switching (e.g. Vitiello et al., 1997). There is evidence that the effects of catecholamines
vary according to an individual’s level of functioning. For example, the dopamine agonist,
bromocriptine, improved performance on a working memory task only of people who had
lower initial levels of performance (Kimberg etal., 1997). Similarly, methylphenidate (an in-
direct catecholamine agonist, widely prescribed for attention deficit hyperactivity disorder)
improved working memory only in individuals who had lower baseline performance (e.g.
Mehta et al., 2000). The variable cognitive response of healthy subjects to amphetamine
may well reflect similar individual differences in baseline performance.

Our memory for personally experienced emotional events tends to be particularly durable
and vivid. The neurobiological basis of enhanced memory for emotional as opposed to neu-
tral information has been explored in a series of studies by Cahill, McGaugh and colleagues
(cf. McGaugh et al., 2000). They showed that drugs affecting adrenergic systems modulate
emotional memory. Thus, the 8-adrenergic antagonist propanolol impairs healthy people’s
recall of emotionally arousing (but not neutral) elements of a story (Cahill et al., 1994),
whereas stimulation of noradrenaline (with yohimbine) produces some enhancement of
memory for emotional elements of the same story (O’Carroll et al., 1999a). Using the same
task with two patients who had bilateral damage to the amygdala, they found a similar pat-
tern of memory for the emotional and neutral story elements. Together with evidence that
noradrenaline is released in the rat amygdala in response to learning to avoid an aversive
stimulus, Cahill et al. suggest that their findings imply that adrenergic function in the amyg-
dala mediates memory for emotional material (McGaugh et al., 2000). However, it should
be noted that S-blockers do not consistently produce a selective impairment of emotional
memory (O’Carroll et al., 1999b) and that BDZs impair memory equally for both neutral
and emotional elements of the Cahill et al. story (Curran & Zangara, in preparation).

Serotonin has been implicated in learning, with some studies showing that rapid depletion
of brain tryptophan (the amino acid precursor to serotonin) produces impaired learning and
memory (Park et al., 1994; Riedel et al., 1999). However, studies have not produced a
consistent pattern of results. Subtle impairments of episodic memory in people using the
illicit drug ecstasy (methylenedioxymethamphetamine) have been linked to serotonergic
dysfunction (Morgan, 2000), although there are significant methodological problems with
many studies of illicit users of this drug (Curran, 2000b). Serotonin is thought to mediate
mood, and some apparent cognitive effects of drugs like ecstasy may be by-products of
depressed mood.

Specificity of Drug Effects on Memory
Neurobiological Specificity

As will be evident from the discussion of SP and BDZs, drugs that are pharmacologically
distinct can produce remarkably similar effects on human memory. Indeed, the few at-
tempts to distinguish the memory effects of scopolamine and BDZs by directly comparing
these drugs have had limited success (e.g. Frith et al., 1984; Curran et al., 1991). This
similarity may reflect a common neurochemical action. Acetylcholine interacts with other
neurotransmitters and especially with the amino acids, GABA and glutamate, which control
basal forebrain cholinergic neurons (Perry et al., 1999; Sarter & Bruno, 2000). In research
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with rats, injection of a benzodiazepine into the medial septum reduces acetycholine release
in the hippocampus by 50%; injecting a benzodiazepine antagonist (flumazenil) increases
acetylcholine release in the hippocampus by 95% (Imperato et al., 1994).

With humans, relevant research is seen in studies that have used cross-reversal designs,
attempting to attenuate the effects of benzodiazepine with a cholinergic agonist or the effects
of scopolamine with a benzodiazepine antagonist. On the whole, the few studies to date
provide little evidence of cross-reversal of either drugs’ memory effects (e.g. Ghoneim &
Mewaldt, 1977; Preston et al., 1989), indicating that the neurochemical bases of their
memory effects are dissociable. Interpretation of these studies is not clear cut, as a critical
factor is the relative doses of agonist and antagonist.

Psychological Specificity

Benzodiazepines, scopolamine and ketamine all produce dose-related reductions in arousal
and this may contribute to performance decrements on tasks tapping memory and other cog-
nitive functions. This issue of “sedation vs. amnesia” has been particularly debated within
the benzodiazepine literature. However, based on four main lines of evidence, there now
seems an emerging consensus that the amnestic effects of BDZs are not simply secondary
to their sedative effects. First, studies have shown that doses of a benzodiazepine antagonist
(flumazenil) which reverse sedative and attentional effects do not reverse amnestic effects
(Curran & Birch, 1991; Hommer et al., 1993). Second, studies of repeated dosing show that
tolerance to sedative and attentional effects develops before tolerance to memory impair-
ments (e.g. Ghoneim et al., 1981; Curran et al., 1994). Third, there appear to be differential
dose-response effects on measures of sedation and memory (Weingartner et al., 1995b).
Fourth, a drug like an antihistamine can produce the same sedative effects as scopolamine
and a benzodiazepine without producing any impairments of explicit memory (Curran et al.,
1998). Taken as a whole, then, research suggests that the sedative and amnestic effects of
SP and BDZs can be relatively independent of each other.

The attentional effects of BDZs are inconsistent and much less robust than their effects
on memory. To examine the effects of attentional load on the memory effects of BDZs,
Gorissen & Ehling (1998) gave participants dual tasks, whereby they performed a visual
discrimination task of varying levels of complexity concurrently with a paired-associate
learning task. The BDZ diazepam (15 mg) impaired subsequent recall of paired associates,
but the level of impairment did not interact with the level of complexity of the visual
discrimination task. Although dividing attention did reduce people’s memory performance,
it was no more disruptive to those given diazepam than to those given placebo. This would
suggest that reduced attentional resources cannot account for the amnestic effects of BDZs.

The effects of BDZs on executive type tasks have been particularly inconsistent and
warrant further research, e.g. Coull et al. (1995) report a significant impairment following
10 mg diazepam on the Tower of London task, whereas Gorissen et al. (1998) found no
effect of a larger dose of diazepam (15 mg) on this task, and Danion et al. (1992) report no
effect of the BDZ lorazepam (2.5 mg) on a similar task (Tower of Toronto).

In the scopolamine literature, the specificity debate has focused more on the attentional
effects of the drug. Lawrence & Sahakian (1995) suggest that impairment of attentional
function may be the main locus of scopolamine’s effect on cognition. Rusted (1994) points
out that impairment of a supposedly unitary or “all-purpose” central executive mechanism
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cannot encompass the range of observed effects of SP on attention and memory. She argues
that impairment of a single resource system would mean that memory and attentional impair-
ments should occur together, and studies do not show a consistent pattern of correspondence,
e.g. several studies have reported that scopolamine can produce amnestic effects at doses
that do not impair performance on tests of attention or vigilance (Sunderland et al., 1986;
Kopelman & Corn, 1988). Studies of the relation between the sedative and amnesic effects
of SP generally suggest that sedation may contribute to performance impairments on tasks,
but does not account for amnesia (e.g. Kopelman & Corn, 1988; Curran et al., 1991). Further,
co-administration of a stimulant drug (dextroamphetamine), which increases arousal, does
not attenuate or reverse the amnesic effect of SP (Martinez et al., 1997).

Terms like “attention”, “executive function” and “arousal” are umbrella concepts that
cover a range of differing systems, processes or functions. There may be separate mecha-
nisms responsible for different aspects of attention and arousal, and these may be moderated
by different neurobiological substrates. Given the very widespread innervation of the cortex
by basal forebrain cholinergic neurons, it seems likely that the cholinergic system subserves
multiple cognitive operations. For example, based largely on evidence from animal stud-
ies, Sarter & Bruno (1997) argue that cortical cholinergic inputs mediate the detection and
selection of stimuli for extended processing and the allocation of resources required to do
this. Another view is put forward by Everitt & Robbins (1997), who argue that basal fore-
brain cholinergic projections probably subserve a common electrophysiological function of
boosting signal-to-noise ratios in cortical areas. However, they propose that this has differ-
ing psychological effects, depending on the neural network operations within the various
cortical domains.

What is clear is that the diffuse pharmacological and psychological effects of drugs like
BDZs, scopolamine or ketamine restrict the degree to which they “model” organic dysfunc-
tion. Although scopolamine was seen as a model of AD, the drug’s effects only partially
parallel the anterograde memory deficits observed in AD. The drug does not mimic the
extensive retrograde memory loss or the range of working memory impairments seen in
AD. This is not surprising, given the multiple pathology in AD. In an effort to model the
multiple neurotransmitter deficits in AD, Sunderland, Weingartner and others have com-
bined drugs that act as cholinergic blockers with drugs that act on other neurotransmitters
(Sunderland et al., 1997). For instance, Vitiello et al. (1997) assessed the effects of a
dopaminergic antagonist (haloperidol) and a serotonergic antagonist (metergoline), both
alone and combined with scopolamine. Scopolamine alone produced the standard impair-
ment on tasks tapping episodic but not semantic memory; haloperidol alone selectively
impaired the ability of participants to switch cognitive sets, and metergoline produced no
cognitive impairments. The combination of drugs in any pair neither antagonized nor sig-
nificantly attenuated these cognitive effects, suggesting that cholinergic effects on memory
are distinct from dopaminergic effects on executive functions.

PHARMACOLOGICAL TREATMENTS OF IMPAIRED
MEMORY FUNCTION

In terms of strategies for enhancing memory, the largest effort has been directed towards
the development of treatments for AD. The different pathological manifestations in AD in-
clude cortical and subcortical B-amyloidosis (which results in plaque formation), abnormal
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tau (which results in the development of tangles and dystrophic dendrites), neuronal and
synaptic loss and various neurotransmitter deficits. Although cholinergic deficits do not
account for the spectrum of cognitive symptoms in AD, currently available treatments are
designed to ameliorate cholinergic deficits. The main strategy for doing this has been to
inhibit the enzyme acetlycholinesterase (AChE). AChE inhibitors (e.g. tacrine, donepezil
hydrochloride, rivastigmine) prevent the hydrolysis of synaptically released acetylcholine
and therefore increase the efficiency of cholinergic transmission.

AChE inhibitors have modest effects of slowing down the rate of cognitive deterioration
over time in some patients with mild to moderate AD. Side effects can be problematic,
and only a proportion of patients will show cognitive improvement with treatment (see
Knopman, 1995). There is substantial clinical heterogeneity in patients meeting the diagnos-
tic criteria for AD (Cummings, 2000) and various “sub-types” of AD have been suggested
on the bases of neuropathological and/or cognitive variations (e.g. Richards, 1997). The
pattern of progression of pathology in AD is also very different from one patient to another.
It is possible that different clinical subgroups will show a different response to different
pharmacological treatments. As we have argued in a previous edition of this volume, it is
important that studies characterize each patient’s symptoms very carefully, so as to allow
an evaluation of not just “group” effects but also an analysis of which patient characteristics
predict response to treatment (Lombardi & Weingartner, 1995).

Specificity of drug effects is an issue with cognitive-enhancing drugs in a parallel way
to debates on the specificity of cognitive impairing drugs. It is not clear to what extent
antidementia drugs produce any specific improvement in memory functions. Sahakian et al.
(1993) showed that tacrine improved choice reaction time and improved performance on a
task in which patients learnt to follow a simple rule and then reverse this rule. However, it
had no effect compared with placebo on any memory task, leading Sahakian et al. to argue
that tacrine improved attentional functions. Cholinergic agonists such as nicotine increase
the effect of ACh, either directly or by sensitizing the receptor site. There is evidence that
AD is associated with a reduced number of nicotinic cholinergic receptors, and that tacrine
increases the number of nicotinic cholinergic receptors in AD patients (Nordberg et al.,
1992). Subcutaneous nicotine has been shown to improve AD patients’ performance on
rapid information processing and psychomotor speed tasks, but had no effect on memory
performance (cf. Lawrence & Sahakian, 1995). This again suggests that tacrine and the
cholinergic system are involved in attentional/information processing rather than memory.

Evidence from animal studies has implicated depletion of nerve growth factor (NGF)
as a possible mediator of cholinergic depletion in AD (when NGF is given to animals,
cholinergic function is increased). Other approaches have shown some promise in AD,
such as oestrogen therapy in post-menopausal women and vitamin E. A range of non-
cholinergic techniques are currently being explored, including vasodilators like Hydergine,
the so-called “nootropics” (putative cognitive enhancers such as piracetam) and a range of
other compounds (e.g. neuropeptides, opiate antagonists, BDZ inverse agonists, and herbal
preparations such as Ginko biloba and ginseng). There are also neurotropic agents, such
as oligonucleotides, which are intended to modify biosynthetic pathways involved in the
generation of AD pathology. Whether any of these agents have the potential to improve
cognitive function in AD is not yet known.

There is a wide range of other disorders in which memory is impaired, including
Parkinson’s disease, Wernicke—Korsakoff syndrome, vascular accidents such as repeated
aneurysms and stroke, closed head injury, herpes simplex encephalitis, surgery involving
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medial temporal and diencephalic structures and so on. Within each disorder, the symptoms,
including memory deficits, vary considerably from one patient to another.

In the case of some disorders, the underlying pathology suggests that pharmacological
intervention may be helpful—memory deficits stemming from neurochemical imbalances
are likely to be ameliorated, if not reversed, by a drug therapy that corrects that imbalance.
There may also be role for a drug therapy in other cases where one might improve symptoms
rather than correct any hypothesized imbalance, e.g. two studies of patients with traumatic
brain injury have reported that the dopamine agonist, bromocriptine, improves performance
on executive tests such as verbal fluency and WCST (Powell et al., 1996; McDowell et al.,
1998). Bromocriptine may act to enhance motivation via dopamine “reward” systems.

SOME PROSPECTS FOR FUTURE RESEARCH

Much of this chapter has illustrated how different classes of drugs might alter cognitive
functioning in general and memory in particular. One of the subthemes developed concerns
the specificity of the observed cognitive effects. Clearly, it is difficult to define the cognitive
pathway through which some aspect of memory is altered by a drug. This fuzzy picture
is complicated further because the drugs known to alter cognitive functions have a broad
spectrum of effects in the CNS. Most affect multiple brain sites—types of receptors and brain
regions as well multiple neurotransmitter systems. More specific drugs are being produced,
which will help in teasing apart the neurochemistry of memory. The use of radiolabelled
drugs in imaging studies allows delineation of receptors in the living brain, and provides
a means of assessing abnormalities in receptor populations in neurological and psychiatric
disorders. A drug and placebo can be administered during functional imaging and this allows
drug-induced changes in activation to be monitored during encoding or retrieval (cf. Fletcher
et al., 1996). Researchers are also beginning to use computational approaches to simulate
the effects of drugs on human memory (e.g. Hasselmo & Wyble, 1997). Future research
in the field will doubtless become far broader in the scope of cognitive functions under
study. It will build on developments throughout neuroscience, e.g. in our understanding
of the interaction of cognition and emotion, or of the cognitive operations associated with
prefrontal brain regions, or the operations that reflect the interaction of prefrontal regions
with reward systems in the brain.

This chapter has presented a top-down perspective on drugs and memory. That is, we
discuss the psychopharmacology of memory from its integrated endpoint—what a human
can tell us about past experiences. In focusing upon human memory, we have not covered
the extensive literature on animal cognition or the virtual explosion of memory research at
the molecular and cellular levels. There is still a long way to go in intergrating such basic
science research into our thinking about how drugs might alter human memory. We have
relatively weak animal models of phenomena such as cognitive ageing and the impact of
various lesions on cognitive functioning. This does not mean that we cannot learn a great
deal from studying the effect of lesions or drug treatments on cognitive functioning in the
rodent or monkey. On the other hand, we really do not know what a demented rat looks like
in a Morris water maze, or what is the equivalent of word(name)-finding problems in the
aged monkey working for a food reward.

It may be that, at least for some forms of memory, one needs the potential for a well-timed
emotional response in order to establish a long lasting record of an event in memory. Much
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recent work of McGaugh and his colleagues illustrates this point very well (e.g. McGaugh
et al., 2000). This research also elegantly illustrates how findings from drug and lesion stud-
ies with animals can be integrated with drug and brain damage research on human memory.

Clearly, several types of drugs can impair a human’s ability to mentally relive past
experience. To date, the vast majority of studies have examined the effects of a single
dose of a drug on memory. However, these acute effects are often very different from the
cognitive changes seen in people under repeated treatment with a drug, or in those who
regularly abuse drugs. This is an issue that goes well beyond simple problems of tolerance.
For example, totally “naive” subjects respond quite differently to many drugs, and even a
single exposure often has an impact on the cognitive response which differs when subjects
are treated a second time with the same drug. A central question for research is, therefore,
defining what the neurobiological bases are that differentiate drug-induced acute and
chronic cognitive impairments. The answers to this question will be hugely important for
understanding changes over time in response to psychiatric drugs, as well as the cognitive
and biological processes underpinning the transition from voluntary drug use to drug
dependency.

Drug challenge paradigms may offer a useful tool in this and other respects. The interac-
tion of a lesion (disease) and a drug has had some value as a clinical tool and may also be
informative about the nature of memory. The notion of a challenge to uncover pathology is
certainly well established in medicine (e.g. graded stressors for evaluating the integrity of
the cardiovascular system). In psychiatry, several types of drugs have been used to uncover
pathology, or risk of pathology, with various degrees of success. In each instance a drug
challenge is chosen because it is directly linked to what is believed to be the neurobiologi-
cal (neurotransmitter-related) basis of psychopathology. Recently, this same logic has been
used to study individuals at risk for Alzheimer’s disease (i.e. through the use of a cholinergic
or glutaminergic challenge), as well as patients with histories of impulsive cognitive styles
(using agents that deplete brain serotonin). It is too early to establish the reliability and
utility of this approach to the use of drugs in the study of impaired memory.
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Global amnesia refers to a dense and circumscribed deficit in memory in the context of
otherwise preserved intelligence. It encompasses the acquisition of events and facts en-
countered postmorbidly (anterograde amnesia), as well as the retrieval of information ac-
quired premorbidly (retrograde amnesia). Patients with amnesia are capable of holding a
limited amount of information in mind for a very brief period of time, but with increased
retention interval or increased interference, their recall and recognition of the information
inevitably fails. Anterograde amnesia is usually global, in that memory for all new infor-
mation is affected—regardless of the nature of the information (i.e. verbal or nonverbal) or
the modality in which it is presented (i.e. auditory or visual). In most patients, anterograde
amnesia is associated with some degree of retrograde loss, although its extent is more vari-
able. The reverse, however, is not necessarily the case, as some patients have been described
who demonstrate relatively focal retrograde amnesia in the absence of anterograde memory
loss (Kapur, 1993; Kopelman, 2000).

Although amnesia is characterized by a pervasive and devastating memory loss, it is im-
portant to note that some components of memory remain intact. Amnesic patients demon-
strate normal performance on tasks of immediate memory and working memory (Cave &
Squire, 1992; Parkin & Leng, 1993). This ability to hold and manipulate information
“on-line” is critical for performance on a variety of cognitive tasks, ranging from lan-
guage comprehension to simple arithmetic. Patients with amnesia are also able to retrieve
overlearned semantic memories, as evidenced by the fact that their general world knowl-
edge and knowledge of word meanings remains intact. Finally, even within the domain of
new learning, some forms of memory are preserved. These include skill learning, classical
conditioning and repetition priming, the bias or facilitation in processing a stimulus that
results from prior exposure to that same or related stimulus (Squire et al., 1993). These forms
of memory have in common the fact that knowledge can be expressed without a need for
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conscious recollection, and without awareness of the episode in which learning took place.
The dissociation between aware (declarative) and unaware (procedural) memory in patients
with global amnesia has guided much research into the neural and functional organization
of various components of memory (e.g. Gabrieli, 1999; Verfaellie & Keane, 2001).

The memory problem of the amnesic individual must be differentiated from more com-
mon forms of memory loss. In order for an individual to be diagnosed with amnesia, there
must be evidence of a marked learning deficit and this problem must exist in relative isola-
tion, so that other aspects of cognition remain intact. The severity of the learning deficitis the
cardinal feature distinguishing amnesia from milder memory problems, such as those asso-
ciated with age-related memory decline, depression or developmental learning difficulties.
The preservation of attention, working memory and general reasoning abilities differentiate
the amnesic patient from the patient who has memory problems in the context of global
cognitive decline (e.g. dementia or delirium). It is noteworthy that some amnesics have su-
perior cognitive abilities, a fact that underscores the relative independence of memory and
intelligence (e.g. Cermak & O’Connor, 1983). Other amnesic patients show modest reduc-
tions on measures of verbal intelligence, but this decline can sometimes reflect decrements
in semantic memory (e.g. Stefanacci et al., 2000).

Many clinical and theoretical insights into global amnesia find their origin in the study of
patient H.M., a man who became amnesic following bilateral resection of the temporal lobes
for treatment of refractory epilepsy (Scoville & Milner, 1957). Although H.M. still serves
as a benchmark for characterizing amnesia, it has also become clear that the syndrome is
functionally heterogeneous, comprising a number of different patterns of memory loss and
associated processing deficits, which may be linked to distinct etiologies and associated
patterns of neuroanatomical damage. In addition, it should be kept in mind that premorbid
factors, such as baseline intelligence and personality style, can influence a patient’s clinical
presentation, as may associated neurocognitive problems.

Global amnesia occurs as a result of damage to the medial temporal lobes, the dien-
cephalon and the basal forebrain. Such damage can be caused by a broad array of traumatic,
vascular and infectious disease processes, the most common of which are anoxia, encephali-
tis, cerebrovascular accidents, Korsakoff syndrome and rupture and repair of anterior com-
municating artery aneurysms. In these conditions, amnesia is usually of a permanent nature.
Transient forms of amnesia also occur secondary to seizure activity or temporary disruption
of the vascular supply (see Chapter 10, this volume). In what follows, we first review the
main etiologies leading to permanent amnesia and their associated neuropsychological pro-
files. We next consider to what extent each of the main brain regions implicated in amnesia
causes a distinct pattern of processing deficits.

NEUROLOGICAL CONDITIONS ASSOCIATED
WITH AMNESIA

ENCEPHALITIS

Herpes simplex encephalitis (HSE) occurs as a result of virus-induced hemorrhagic lesions
in the brain. In the early stages of the infectious process, patients experience a “flu-like”
illness that is often associated with fever, headaches and lethargy. Profound confusion
and disorientation may follow and patients often develop other neurocognitive problems,
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including aphasia, agnosia and amnesia. For some patients these problems persist so that a
broad array of cognitive abilities is compromised. For others, disorientation may be followed
by complete recovery. A third group of patients presents with focal memory disturbances
in the absence of other cognitive deficits. These are the patients who have been of particular
interest to memory researchers, because they typically present with very dense amnesic
syndromes, quite similar to that of patient H.M. (e.g. Cermak, 1976; Damasio et al., 1985a;
Stefanacci et al., 2000).

Like the clinical presentation, the neuroanatomical damage associated with encephalitis
is heterogeneous, but typically centers on limbic regions in the temporal lobe, including
the hippocampus and adjacent entorhinal, perirhinal and parahippocampal cortices, the
amygdala and polar limbic cortices. Damage frequently also extends laterally, resulting in
varying degrees of damage to the anterolateral and inferior aspects of the temporal neocortex.
Extension of the lesion anteriorly can result in damage to ventromedial areas, such as the
insular cortex and basal forebrain (Damasio & Van Hoesen, 1985).

S.S., a patient we have followed for many years, experienced dense memory loss as a
result of HSE (Cermak, 1976; Cermak & O’Connor, 1983). S.S.’s initial presentation was
noteworthy for lethargy and headaches followed by a 1 month coma. In the acute stage of
his illness, S.S. was aphasic and hemiparetic, but these problems resolved and he was left
with a dense amnesia associated with bilateral lesions in anterolateral and medial portions
of the temporal lobes, the insula and the putamen. S.S.’s anterograde amnesia is profound.
He has not been able to form any new declarative memories for the last three decades.
He has not retained any episodic information regarding important family matters and is
totally unaware of recent public facts or events. He has also failed to acquire any new
semantic knowledge. Strikingly, he has not learned any novel vocabulary introduced into
the English language since the onset of his illness, even though he has been exposed to these
words repeatedly through television programs and newspapers (Verfaellie et al., 1995a). S.S.
also has a very extensive retrograde memory loss for autobiographical as well as personal
semantic information that encompasses most of his adult life. Despite this dense amnesia,
S.S. is of superior intelligence. Even at age 70, 30 years after the onset of his amnesia,
he has a Full Scale 1Q of 130. He continues to perform in the superior range on tasks of
working memory, frontal/executive abilities, language and deductive reasoning skills. Like
other amnesic patients who have suffered encephalitis, S.S. has insight into his memory
loss, a fact that is likely due to the relative preservation of frontal brain regions.

As with all amnesic etiologies, there are variations in the severity of memory loss. While
some patients may be totally unable to benefit from repeated exposure to new material
or to benefit from extended study time, others are able gradually to acquire a limited
amount of information (e.g. Haslam et al., 1997). This likely reflects the extent of medial
temporal damage (Stefanacci et al., 2000). Lesions may be asymmetrical and, as expected,
the laterality of lesion affects the nature of the neurobehavioral presentation. Greater damage
to right temporal regions has a more pronounced effect on nonverbal/visual memory, such as
memory for faces and spatial aspects of stimuli (Eslinger et al., 1993), while disproportionate
damage to left temporal regions has a more pronounced effect on verbal memory (Tranel
et al., 2000).

The distribution of the encephalitis-induced lesion also affects the nature and severity of
the remote memory loss. Patients with extensive retrograde amnesia typically have lesions
extending into lateral temporal regions (Damasio et al., 1985a; O’Connor et al., 1992;
Stefanacci et al., 2000). Damasio and colleagues attribute the profound loss of remote
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memories in these patients to the destruction of convergence zones in anterior temporal
areas (Tranel et al., 2000). Asymmetrical patterns of damage can result in distinct patterns
of remote memory loss. Several case studies have indicated that damage to right anterior
temporal regions severely interferes with retrieval of autobiographical memories (O’Connor
et al., 1992; Ogden, 1993). Patient L.D., who has been studied extensively by our group,
demonstrated a dramatic loss of personal episodic memories, whereas her knowledge of
semantic aspects of past memories was preserved. This dissociation took place in the context
of pervasive damage to her right temporal lobe vs. much more restricted damage to her left
temporal lobe. L.D.’s remote memory was evaluated using various tests of autobiographical
memory and public events. Her recollection of personal experiences from childhood years
was devastated: she was unable to produce any episodic memories of personal events in
response to verbal cues or upon directed questioning. Interestingly, L.D. demonstrated
better recall of factually based information (e.g. the name of her first grade teacher, the
fact that she owned a poodle). However, she was unable to elaborate upon these facts
with experiential information. L.D.’s nonverbal memory and visual imaging problems were
examined in relation to her pronounced episodic memory impairment. It was hypothesized
that L.D.’s nonverbal memory and imaging deficits augmented her autobiographical memory
impairment because visual images provide an organizational framework for retrieval of
experiential information.

The reverse pattern, a disproportionate loss of semantic knowledge, occurs in the context
of mainly left temporal cortex damage. An illustrative case is that of patient L.P., described
by De Renzi and colleagues (1987a). Following an episode of encephalitis, L.P. demon-
strated greatly impoverished knowledge of the meaning and attributes of words and pictures.
She was severely anomic and unable to define or classify either verbal concepts or their
pictorial referents, while non-semantic aspects of language and perception were preserved.
Her lesion was centered in the anterior inferotemporal cortex. While L.P. demonstrated
semantic difficulties for all types of information, other patients have been described with
category-specific deficits. Although such category-specific impairments are rare, a number
of cases have been described with differential impairments for concrete vs. abstract con-
cepts, and for animate vs. inanimate concepts (for review, see McKenna & Warrington,
2000).

Anoxia

Anoxic brain injury occurs as a result of reduced oxygen to the brain, due to decreased
vascular perfusion or reduced oxygen content in the blood. This may be caused by a variety
of conditions, such as cardiac arrest or respiratory distress, which in turn may be a result
of severe allergic reactions, strangulation or near-drowning episodes. When the brain is
deprived of oxygen, excitatory neurotransmitters are released which are accompanied by
increased sodium, cell swelling and neuronal damage. Persistent oxygen deprivation leads
to neuronal excitation, which results in increased calcium, and to increased free radicals—
events that cause significant cell damage (Caine & Watson, 2000). Specific brain areas
are vulnerable to anoxic injury, in part due to their physical location and in part due to
their biochemical make-up. Peripheral blood vessels are particularly sensitive to reductions
in oxygenation (Brierley & Graham, 1984). Also sensitive to damage are areas with high
metabolic demands (Moody et al., 1990). In addition, the neurochemical properties of
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particular areas render them more vulnerable than others to changes in oxygen content. For
instance, the hippocampus is vulnerable to oxygen deprivation due to the neurotoxic effects
of excessive release of glutamate and aspartate (Caine & Watson, 2000). It is of interest that
anoxic damage affects different parts of the brain over different time courses. While the
basal ganglia and cerebral cortex are affected shortly after the anoxic event, hippocampal
damage may not occur until days after the initial insult (Kuroiwa & Okeda, 1994; Levine &
Grek, 1984).

Studies have shown that initial markers of anoxic insult, such as mental status examina-
tion, length of coma and laboratory tests, do not necessarily correlate with long-term indices
of behavioral outcome and neuropathological change. Hopkins and colleagues (1995) stud-
ied three patients who were severely impaired during the early stage of recovery from
anoxia but who presented with very different clinical outcomes. A recent review of 58 stud-
ies of cerebral anoxia (Caine & Watson, 2000) discussed the range of neuropathological
and neuropsychological outcomes associated with this etiology. This review indicated that
the watershed zone of the cerebral cortex and basal ganglia structures are the most common
sites of damage. Damage to hippocampal structures was also common, although isolated
damage to the hippocampus was seen in only 18% of the cases.

One well-documented example of amnesia following anoxia-induced hippocampal dam-
age is that of patient R.B. (Zola-Morgan et al., 1986). R.B.’s clinical presentation was note-
worthy for moderate-level learning difficulties alongside mild remote memory loss covering
just a few years preceding the anoxic event. Neuropathological studies revealed that R.B.
sustained bilateral damage limited to the CA1 area of the hippocampus. Several other cases
of amnesia secondary to anoxia have come to autopsy since then (Rempel-Clower et al.,
1996). More extensive lesions beyond CAl, but still limited to the hippocampal forma-
tion, appear to produce more severe anterograde memory impairment as well as extensive
retrograde amnesia covering up to 15 years or more.

Recently, Vargha-Khadem and colleagues (Gadian et al., 2000; Vargha-Khadem et al.,
1997) have drawn attention to the fact that anoxic episodes shortly after birth can lead to a
relatively selective form of developmental amnesia. Their most recent report concerned a
group of five young patients with amnesia, none of whom demonstrated other signs of neu-
rological dysfunction. Detailed imaging studies confirmed selective bilateral hippocampal
atrophy in all cases. Neuropsychological test findings revealed that all of the children per-
formed deficiently on tasks of episodic memory, whereas attention, reasoning abilities and
visuospatial skills were intact. Strikingly, these children were able to acquire a considerable
amount of new semantic knowledge, as indicated by the fact that they were successfully able
to attend mainstream schools. Vargha-Khadem et al. (1997) argued that semantic learning
was mediated by preserved subhippocampal cortical areas, including entorhinal and perirhi-
nal cortex. We have recently observed a similar, albeit less striking, dissociation between
semantic and episodic learning in P.S., a patient with adult-onset amnesia secondary to
anoxic injury (Verfaellie et al., 2000). In line with Vargha-Khadem et al., we ascribed this
pattern to relative preservation of subhippocampal cortices.

Although there is clear evidence that anoxia-induced amnesia can result from hippocam-
pal damage (e.g. patient R.B.), it is important to note that damage is not always selective and
that lesions often extend beyond the hippocampus to involve other brain areas. Markow-
itsch et al. (1997) studied a patient with anoxia secondary to a heart attack, in whom PET
imaging revealed widespread regions of hypoactivity that could not be predicted from the
structural neuroimaging findings. In another study, Reed and colleagues (1999) described
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thalamic hypometabolism in addition to hippocampal atrophy in a group of four hypoxic
patients.

As the review by Caine & Watson (2000) indicates, the neuropathology associated with
anoxia is often more widespread, involving the basal ganglia, the thalamus, white mat-
ter projections and diffuse cortical areas. Accordingly, many patients present with more
generalized cognitive deficits. A number of studies have shown that anoxia is associated
with significant changes in frontal/executive abilities, so that the individual’s capacities
for complex attention (i.e. mental tracking and cognitive flexibility), planning and abstract
thinking are compromised (Bengtsson et al., 1969; Volpe & Hirst, 1983). Some patients
with extensive posterior neocortical damage have shown visual recognition problems, in-
cluding prosopagnosia and visual object agnosia (Parkin et al., 1987). Although most anoxic
patients present with normal language abilities, there are reports of patients who present
with name retrieval difficulties (Bengtsson et al., 1969; Parkin et al., 1987). Tranel and col-
leagues (2000) have described a patient with diminished lexical and semantic knowledge
of concrete items. Other possible sequelae of anoxic brain injury are marked changes in
personality, with increased emotional lability and irritability (McNeill et al., 1965), reduced
capacity for empathy (Reich et al., 1983) or apathy (Parkin et al., 1987).

Wernicke—Korsakoff Syndrome

Patients with Wernicke—Korsakoff Syndrome (WKS) develop amnesia as a result of the
convergent effects of chronic alcohol abuse and malnutrition (Victor et al., 1989). The onset
of WKS is usually marked by an acute phase in which the patient is disoriented, confused
and apathetic, and unable to maintain a coherent conversation. This confusional state is often
accompanied by occulomotor problems and ataxia. Traditionally, this triad of neurological
signs was a prerequisite for a diagnosis of Wernicke’s encephalopathy, but it is now clear
that these problems do not necessarily co-occur in a single patient (Harper et al., 1986).
More recently, it has been suggested that the diagnosis of Wernicke’s encephalopathy should
be based on at least two of the following criteria: (a) dietary deficiencies; (b) occulomotor
abnormalities; (c) cerebellar dysfunction; and (d) altered mental status (Caine et al., 1997).

Once the acute confusion clears, the patient is typically left with an enduring dense
amnesia, characteristic of the Korsakoff stage of the disorder. Although some patients have
been described to recover to a premorbid level of functioning, this is a rare occurrence.
Because of considerable variability in its presentation, Wernicke’s encephalopathy may at
times go unrecognized until autopsy (Harper et al., 1986). Indeed, some patients may evolve
to the Korsakoff stage of the disorder without clinical evidence of an antecedent Wernicke
encephalopathy.

Neuroanatomical studies of WKS patients have highlighted damage in thalamic nuclei,
the mammillary bodies and frontal network systems (Mair et al., 1979; Victor et al., 1989).
For many years there was a great deal of controversy regarding the relative contributions
of damage to specific thalamic nuclei vs. damage to the mammillary bodies in the etiology
of amnesia in this patient group. Many studies were confounded by the poor operational
criteria for diagnosis of Korsakoft’s syndrome and also by use of inadequate control groups.
Chronic alcoholism and Wernicke’s encephalopathy cause damage to the entire brain (Kril
et al., 1997) and may result in neurodegeneration in specific regions, including the basal
forebrain, prefrontal cortex, mammillary nuclei and mediodorsal thalamic nuclei (Cullen
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et al., 1997; Harding et al., 2000). Hence, inclusion of nonamnesic alcoholics and patients
with Wernicke’s encephalopathy is necessary in order to examine the neural substrates
necessary and sufficient to cause amnesia in the Korsakoff group. A recent comparison
(Harding et al., 2000) of Korsakoff patients, patients with Wernicke’s encephalopathy and
nonamnesic alcoholic controls revealed shared pathology in the hypothalamic mammil-
lary nuclei and in the mediodorsal thalamic nuclei. However, neuronal loss in the anterior
thalamic nuclei was found only in the Korsakoff group. The authors therefore concluded
that damage to the anterior nucleus of the thalamus is necessary for the amnesic disorder
in WKS. Although less emphasis has been placed on the role of hippocampal damage in
WKS, several studies have documented hippocampal pathology as well (Jernigan et al.,
1991; Sullivan, 2001). However, this is not an invariant finding and other investigators have
found that WKS patients do not have reduced medial temporal lobe volume (Colchester
et al., 2001). In fact, the latter study documented a double dissociation between WKS and
HSE patients: WKS patients demonstrated reduced volume in thalamic structures but no
significant atrophy in medial temporal lobe structures, whereas HSE patients showed the
reverse pattern.

Patients with WKS amnesia have profound and global learning difficulties that have been
viewed as a consequence of increased sensitivity to interference. Patients are able to repeat
information in the absence of any delay, but given distracting activity for as little as 9 s,
performance can be markedly impaired. Some information may be learned on an initial
learning trial, but on subsequent trials marked deficits occur because of interference from
information that was presented earlier. Historically, several explanations were proposed for
this sensitivity to interference. Butters & Cermak (1980) emphasized the role of superficial
and deficient encoding strategies. When left to their own devices, WKS patients process
the phonemic and structural aspects of incoming information, rather than more meaningful
semantic attributes (Biber et al., 1981; Cermak & Reale, 1978). Others pointed to patients’
inability to inhibit competition from irrelevant material at the time of retrieval (Warrington &
Weiskrantz, 1970, 1973). More recently, a consensus has emerged that considers the inter-
action between encoding and retrieval processes as being critical for a full understanding
of WKS patients’ learning deficit (Verfaellie & Cermak, 1991).

In addition to anterograde amnesia, WKS patients present with a severe retrograde am-
nesia that is “temporally graded”, in that memories from the more recent decades (leading
up to the onset of WKS) are more severely affected than very remote memories. There
has been controversy regarding the cause of this temporally graded retrograde amnesia.
Some investigators conjectured that social deprivation and deficient learning of information
in the decades leading up to the onset of WKS contributed to the pattern of impairment
(Albert et al., 1981; Cohen & Squire, 1981). However, this interpretation was called into
question by the study of P.Z. (Butters & Cermak, 1986), an eminent scientist who had just
completed his autobiography prior to the onset of WKS. PZ.’s writings and his daily log
provided comprehensive records regarding his experiences and his knowledge of events
that occurred a short while before the onset of his amnesia. P.Z. demonstrated a temporally
graded loss for material mentioned in his autobiography. Likewise, he showed a temporally
graded loss for knowledge of scientific information that he clearly knew before the onset of
amnesia, as indicated by his publications and lecture notes. Thus, it was certain that P.Z.’s
temporally graded retrograde amnesia was not due to progressive anterograde memory loss
secondary to alcohol abuse. Instead, it was suggested that this pattern might be due to
the fact that information from different time periods taps qualitatively different forms of
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memory. Information from the recent past, which is still anchored in time and space, may
tap primarily episodic memory, whereas remote information, which has been rehearsed
more frequently, may tap primarily semantic memory. According to this view, a temporally
graded pattern would suggest that episodic memories are more vulnerable to disruption in
WKS than are semantic memories. Recent evidence, however, suggests that memory for
semantic information acquired prior to the onset of amnesia is also impaired in WKS and
shows a similar temporal gradient (Verfaellie et al., 1995b). It appears, therefore, that more
recent memories, regardless of their episodic or semantic nature, are more vulnerable to
disruption than are more remote memories.

We have followed a group of over 20 WKS patients over the last two decades. All
of them had significant anterograde amnesia that undermined their management of daily
affairs. All demonstrated greatly impaired performance on standard tasks of delayed recall
and recognition. However, we have observed variability among patients with regard to
how quickly information is lost from memory. Most patients showed deficits on tasks of
working memory, such as the Brown—Peterson paradigm (i.e. recall of three items over
0-18 s distractor intervals), whereas several WKS patients demonstrated superior perfor-
mance on this task. Even though recall has been invariably deficient in our WKS group, in
some patients recognition has benefited considerably from extended exposure. Patients have
also varied with respect to other aspects of their neuropsychological profiles, such as confab-
ulation, perseveration and executive dysfunction. These latter tendencies are likely linked to
frontal brain damage. Whether these tendencies are central features of the WKS syndrome
or whether they represent additive neurotoxic effects of alcohol is not certain. Our group of
WKS patients vary markedly in their social and psychological dispositions. Many are prone
to apathy and low motivation, problems that compound their memory deficits. In addition,
there is a great deal of heterogeneity with respect to general intellectual abilities—many,
but not all, WKS patients are from educationally deprived backgrounds. Limited academic
exposure may confound assessment of baseline intelligence.

Cerebrovascular Accidents

Bilateral posterior cerebral artery (PCA) infarction is a well-recognized cause of amnesia.
Because the left and right PCA’s originate from a common source, strokes in the posterior
circulation system often affect the temporal lobes bilaterally (including the posterior aspect
of the hippocampal complex) and may result in severe memory deficits (Benson etal., 1974).
Neuroanatomical studies of patients who have suffered PCA infarctions have underscored
lesions in the posterior parahippocampus or collateral isthmus (a pathway connecting the
posterior parahippocampus to association cortex) as critical in the memory disturbance
(Von Cramon et al., 1988). When the lesion extends posteriorly to include occipitotemporal
cortices, deficits beyond amnesia are often seen.

As far back as 1900 a patient was described who exhibited severe memory loss in asso-
ciation with bilateral infarction of the PCA (Bechterew, 1900). Since then numerous case
reports have documented significant memory disturbances in patients who have suffered
similar damage (Benson et al., 1974; Victor et al., 1961). In the early phase of recovery from
PCA infarction, patients present with global confusion. This may subsequently resolve into
an isolated amnesic syndrome or may be associated with other neuropsychological deficits,
such as visual field defects, alexia, color agnosia and anomia (Benson et al., 1974). The
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memory disturbance of these patients adheres to the classic amnesic profile of consolidation
deficits in the context of normal working memory and normal intelligence. Some PCA pa-
tients have retrograde memory problems but this is not an invariant feature of the syndrome.
Some patients who have suffered PCA infarctions have presented with unusual memory
problems. Ross (1980) described the neuropsychological profiles of two patients who sus-
tained bilateral PCA strokes, both of whom had isolated deficits in the domain of visual
memory. Their memory for tactile, verbal and nonverbal auditory information remained
intact. Imaging studies revealed that both patients had sustained bilateral occipital lobe in-
farctions and bilateral lesions involving deep white matter in occipital and temporal lobes.
Neither patient had lesions in medial temporal areas. The patients’ sensory-specific am-
nesic syndromes were viewed as a consequence of a disconnection between striate cortices
involved in visual processing and temporal brain regions involved in learning and memory.

While the majority of cases of amnesia secondary to infarction have involved bilateral
hippocampal damage, memory problems have also been described in association with uni-
lateral (primarily left) PCA infarction (Geschwind & Fusillo, 1966; Mohr et al., 1971; Ott &
Saver, 1993; Von Cramon et al., 1988). In some of the unilateral PCA patients, the memory
deficit has been transient (Geschwind & Fusillo, 1966), whereas permanent memory loss
has been present in others (Mohr et al., 1971). Though many of these patients have been
labeled “amnesic”, there is scant documentation of the extent and nature of their memory
problems. Many investigations of patients who sustained unilateral PCA infarction have
failed to assess both verbal and nonverbal memory and have not included tests sensitive
to rate of forgetting. Consequently, it has been difficult to determine whether the memory
deficits of unilateral PCA patients are qualitatively and quantitatively similar to those of
other amnesic patients.

One of the more comprehensive studies of patients with left PCA infarction was conducted
by De Renzi and colleagues (1987b), who described the neuropsychological profile of 16
PCA patients with damage to left occipitotemporal brain areas. These patients presented with
pure alexia, visual naming problems and verbal amnesia. The reading and naming problems
were attributed to a disconnection of posterior (occipital) regions from left hemisphere
language zones. The most common problem encountered by these patients was verbal
amnesia, presumably related to damage in left medial temporal areas. The mnestic abilities
of right PCA patients have not been well studied. Von Cramon and colleagues (1988) noted
that verbal memory remained intact in 10 right PCA patients, whereas the visual processing
abilities of these patients were impaired. Tests of visual memory were not administered
as part of the study. Likewise, Goldenberg & Artner (1991) reported that unilateral right
PCA infarction may be associated with perceptual discrimination problems but the memory
abilities of the patients were not examined.

Thalamic strokes have also been associated with amnesia, although the severity of the
memory deficit varies in relation to the site of damage within the thalamus (Graff-Radford
etal., 1990; Von Cramon et al., 1985). The small size and close proximity of thalamic nuclei
(Jones, 1985) limits analyses based on lesion location. Nonetheless, some conditions, such as
lacunar infarctions, result in more spatially restricted lesions in the thalamus, and therefore
provide valuable information regarding the differential contributions of specific thalamic
nuclei in memory processes.

A recent review (Van der Werf et al., 2000) of 60 patients who sustained damage to the
thalamus as a result of infarctions revealed that damage to the mammillo—thalamic tract
(MTT) was necessary and sufficient for anterograde amnesia. Since this tract contains fibers



154 M. O’'CONNOR AND M. VERFAELLIE

bound for the anterior thalamic nucleus, it is to be expected that infarctions that directly
affect the anterior nucleus can produce similar deficits.

Others have focused on the role of the medial dorsal nucleus in the memory disturbance
of patients who have suffered thalamic strokes. Several patients have been described who
demonstrated amnesia following discrete medial dorsal lesions (Isaac et al., 2000; Speedie &
Heilman, 1982, 1983), but in other cases of medial dorsal damage, no evidence of a memory
impairment was apparent (Kritchevsky et al., 1987; Von Cramon et al., 1985). Based on
their review, Van der Werf et al. (2000) concluded that medial dorsal lesions may lead to
mild memory disturbances, but that severe amnesia is typically associated with lesions that
extend beyond the medial dorsal nucleus to include the MTT or anterior nucleus.

As is to be expected, thalamic amnesia shares many characteristics with the amnesia
associated with Korsakoff’s syndrome. Patients demonstrate a severe anterograde mem-
ory deficit, characterized by increased sensitivity to interference. Impairments in executive
functioning frequently accompany the mnestic disturbance (Isaac et al., 2000; Pepin &
Auray-Pepin, 1993; Speedie & Heilman, 1982). Deficits in retrograde amnesia also occur
in conjunction with thalamic amnesia, but studies have shown that there is variability with
respect to the persistence and extent of remote memory loss. In some thalamic patients, ret-
rograde amnesia was seen during the early phases of recovery, but this subsequently re-
solved (Kapur et al., 1996; Winocur et al., 1984). In other patients, more severe, persistent
retrograde deficits were observed (Hodges & McCarthy, 1993; Stuss et al., 1988). Material-
specific memory deficits have also been described in association with unilateral thalamic
stroke: left-sided damage results in memory deficits on tasks of verbal learning (Sandson
et al., 1991; Speedie & Heilman, 1982), whereas right-sided thalamic damage results in
nonverbal/visual memory difficulties (Speedie & Heilman, 1983).

Aneurysm Rupture of the Anterior Communicating Artery (ACoA)

Intracranial aneurysms throughout the circle of Willis can result in severe memory problems
(Richardson, 1989) but most of the neuropsychological studies over the past few decades
have focused on patients who develop amnesia secondary to anterior communicating artery
(AcoA) aneuryms. The ACoA and its branches perfuse the basal forebrain, the anterior
cingulate, the anterior hypothalamus, the anterior columns of the fornix, the anterior com-
missure and the genu of the corpus callosum. The behavioral deficits observed following
ACoA aneurysm may be a result of infarction, either directly or secondary to subarachnoid
hemorrhage, vasospasm and hematoma formation (Alexander & Freedman, 1984; Damasio
et al., 1985b).

Because of the various neuropathological sequelae, the cognitive disorders resulting from
rupture of ACoA aneurysms are more variable than those seen following diencephalic or
medial temporal damage and may be more global in nature (for review, see DeLuca &
Diamond, 1995). Nonetheless, memory deficits are often the primary presenting symptom
and may range from relatively mild impairments to significant amnesia. Here, we focus on
the moderate to severe end of the spectrum of memory disorders to facilitate comparison
with other subtypes of amnesia.

In the acute phase of the disorder, patients typically present with a severe confusional state
and gross attentional disturbances. When the confusional state clears, significant deficits in
new learning become apparent. Patients may be disoriented to time, and there is often a severe
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retrograde amnesia that appears temporally graded. Confabulation and lack of insight may
also occur, especially in patients with additional frontal lobe lesions (D’ Esposito et al., 1996;
DeLuca, 1993). D’Esposito et al. (1996) observed that executive dysfunction in the early
stages of illness was much greater in patients whose lesion extended into the medial frontal
lobes than in those whose lesion was restricted to the basal forebrain. Additionally, patients
with frontal lesions had more severe retrograde amnesia. Their executive dysfunction and
remote memory loss improved significantly by 3 months post-onset, but remained worse
than that seen in patients with focal basal forebrain lesions. Anterograde memory loss,
however, persisted in both groups and was of equal severity.

During the chronic phase, most patients show preserved immediate memory, as measured
by Digit Span Forwards (e.g. Delbecq-Derouesne et al., 1990; DeLuca, 1992; Parkin et al.,
1988), but working memory deficits are not uncommon. Several studies have documented
impaired performance on the Brown—Peterson distractor paradigm (Corkin et al., 1985;
Delbecg-Derouesne et al., 1990; DeLuca, 1992; Parkin et al., 1988; Talland et al., 1967).
This impairment may be due to a susceptibility to interference that affects both working
memory and long-term memory performance.

The anterograde memory performance of ACoA patients is characterized by severe
deficits in recall, especially following a delay, while performance on recognition tasks
is often much better preserved. Volpe & Hirst (1983) first drew attention to this pattern, and
it has been confirmed in several subsequent studies (Beeckmans et al., 1998; Hanley et al.,
1994; Parkin et al., 1988). The disproportionate impairment in recall reflects a disruption
of strategic search processes that enable access to information stored in memory.

Not all ACoA patients, however, show a sparing of recognition memory. Particularly
striking is the report by Derousne-Delbecque et al. (1990) of a patient whose recognition
memory was more severely impaired than his recall. This pattern arose because of the
patient’s high tendency to produce false alarms in recognition tests. Since then, a number
of other patients have been described who show pathological levels of false recognition
(Beeckmans et al., 1998; Parkin et al., 1990; Rapscak et al., 1998). This problem is thought
to reflect a disruption in the processes that evaluate the outcome of a memory search.

Strategic memory processes are not only important for memory retrieval; they also sup-
port adequate encoding of information. In light of the “executive” nature of the memory
impairment seen in ACoA patients, it is not surprising to see evidence of inefficient en-
coding as well. In at least some cases, however, patients’ encoding can be supported by
the use of strategies. For instance, Parkin et al. (1988) described a patient who performed
very poorly when asked to learn paired associates by rote, but whose performance was
dramatically improved when given instructions to use imagery to aid encoding. Along the
same lines, Diamond et al. (1997) found that in a subgroup of ACoA patients, recall of the
Rey Complex Figure could be greatly enhanced by providing an organizational strategy for
encoding details of the figure.

ACoA patients also exhibit striking contextual memory deficits. Several studies have
demonstrated disproportionate deficits in spatial memory (Mayes et al., 1991; Shogeirat &
Mayes, 1991) and in memory for source (Parkin et al., 1988). Deficits in temporal tagging
have also been emphasized (Damasio et al, 1985b; Ptak & Schnider, 1999). Whether these
deficits are part of a core basal forebrain amnesia or result from associated frontal deficits
remains unclear at present.

It has been difficult to isolate the minimal lesion necessary to cause amnesia in ACoA
patients, in part because of clip artifact during scanning. Irle and colleagues (1992) suggested
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that lesions extending beyond the basal forebrain to include the striatum or frontal regions
were necessary to cause amnesia. A number of studies, however, have documented severe
amnesia in patients with circumscribed basal forebrain lesions. In several cases lesions have
been centered in the septal nuclei (Alexander & Freedman, 1984; Von Cramon et al., 1993)
but the nucleus accumbens has also been implicated (Goldenberg et al., 1999). Because
several basal forebrain nuclei contain a large number of cholinergic neurons that innervate
the hippocampus as well as large sectors of neocortex, the amnesia of ACoA patients may
be due, at least in some cases, to disruption of hippocampal functioning caused by basal
forebrain damage (Volpe et al., 1984).

SUBTYPES OF AMNESIA

Amnesic patients present with a variety of medical and psychosocial conditions. One ap-
proach to dealing with this variability has been to search for specific patterns of memory
loss in relation to etiology of amnesia or location of neural damage. A number of investi-
gators have compared the amnesic profiles of patients classified according to site of neural
damage (Butters et al., 1984; Huppert & Piercy, 1979; Lhermitte & Signoret, 1972). These
early studies suggested that distinct profiles of amnesia were associated with damage in
diencephalic and medial temporal brain areas. Patients with diencephalic amnesia were
described as having tendencies toward superficial and inefficient encoding, confabulation,
diminished insight, sensitivity to interference, and temporally graded retrograde amnesia.
Patients with medial temporal amnesia were described as having consolidation deficits, in-
tact insight, lack of confabulation, and limited retrograde amnesia. Studies of patients with
basal forebrain amnesia revealed that they displayed many of the same characteristics as
the diencephalic group, including limited insight, confabulation, sensitivity to interference,
and remote memory problems (DeLuca, 1992; O’Connor et al., 1995).

Despite initial acceptance of amnesia subtypes, questions arose as to whether there were
consistent differences in the pattern of memory loss associated with various etiological
subgroups (Weiskrantz, 1985). Within the domain of working memory, several studies
compared the performance of patients with medial temporal lesions to that of diencephalic
patients on the Brown—Peterson task. Leng & Parkin (1988, 1989) found that patients with di-
encephalic lesions showed disproportionate deficits on this task, but their poor performance
was linked to frontal involvement. On the other hand, Kopelman & Stanhope (1997) found
no differences on the Brown—Peterson test in their comparison of diencephalic, medial tem-
poral and frontal patients. Hence, differences in the ability to maintain information within
working memory did not appear to represent a core distinction between amnesic subtypes.

Within the domain of long-term memory, one area in which differences between groups
were initially observed concerns rate of forgetting. Several studies demonstrated that medial
temporal patients forget at a faster rate than diencephalic patients (Huppert & Piercy, 1979;
Squire, 1981). However, these findings have not stood up to scrutiny (Freed et al., 1987;
Kopelman & Stanhope, 1997; McKee & Squire, 1992) and it is now generally accepted that
forgetting from long-term memory does not differentiate medial temporal and diencephalic
amnesics.

Profiles of retrograde amnesia have also been examined in relation to etiological dis-
tinctions. Early studies suggested that diencephalic and medial temporal amnesics differed
substantially on tasks of remote memory. Diencephalic patients were described as having
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extensive “temporally-graded” retrograde amnesia, characterized by relative preservation
of early memories (Albert et al., & Levin, 1979; Kopelman, 1989), whereas the retrograde
amnesia of the medial temporal group was described as limited (Milner, 1966; Zola-Morgan
et al., 1986). More recent studies have indicated significant variability within diencephalic
and medial temporal subgroups with respect to the severity and nature of remote memory
loss (Kopelman et al., 1999). Patients with focal damage to diencephalic structures sec-
ondary to tumors, vascular causes and irradiation have only brief (i.e. less than 3 years)
or no remote memory loss, in contrast to WKS patients, who have extensive retrograde
amnesia. Within the medial temporal group, some patients have been described who have
brief retrograde loss in the context of circumscribed damage to medial temporal struc-
tures (Zola-Morgan et al., 1986), whereas more extensive retrograde amnesia has been
associated with widespread pathology in bitemporal brain regions (Rempel-Clower et al.,
1996).

A number of issues confound comparisons across etiological groups. One of these con-
cerns the fact that some patients have concomitant damage to brain structures that, although
not part of the core neural system mediating memory, may nonetheless affect performance
on memory tasks. For instance, in patients with WKS, the extensive retrograde amnesia has
been attributed to additional frontal pathology, which may contribute to generalized deficits
in memory retrieval (Kopelman, 1991; Kopelman et al., 1999). Likewise, frontal damage
may explain some of the qualitative differences in performance on new learning tasks in
WKS or basal forebrain amnesics compared to medial temporal amnesics. Two studies
from our group serve to illustrate this phenomenon. In one study, we (Kixmiller et al.,
1995) compared the occurrence of intrusion errors on the Visual Reproduction subtest
of the WMS-R among medial temporal amnesics, Korsakoff patients and ACoA patients.
Korsakoff patients showed much higher intrusion rates than medial temporal patients. Fur-
ther, high intrusion rates were also seen in ACoA patients, but only when patients were
tested after a delay, when their memory became more clearly depressed. We concluded
that the occurrence of intrusions is linked to a combination of severe memory deficits and
frontal dysfunction; neither deficit in isolation is sufficient to cause high rates of intrusion
errors.

In a second study, Kixmiller et al., (2000) compared the performance of the same three
subgroups on the Rey Osterrieth Complex Figure. Even though the Korsakoff patients and
medial temporal amnesics were matched in terms of overall severity of amnesia, Korsakoff
patients’ delayed recall was strikingly worse than that of the medial temporal group. This
was ascribed, at least in part, to visual-perceptual and organizational deficits exhibited by
the Korsakoff group—deficits that compounded their severe amnesia.

The above studies indicate that nonobligatory frontal deficits in some amnesic patients
may account for observed disparities in the memory profile of different etiological groups.
Another issue that complicates subtype comparisons concerns selection criteria influencing
referral to a memory clinic. In some cases, etiology of amnesia (e.g. a diagnosis of WKS)
precipitates such a referral; in other cases, behavioral evidence of significant memory loss
may be the reason for referral. Differences in selection factors may influence the nature
and severity of the memory deficit exhibited by each etiological group. In addition, it is
often the case that subtype comparisons are flawed by between-group differences in level
of intelligence. It is well known that intelligence influences performance on a broad array
of neuropsychological measures; baseline intellectual abilities may distort the profile of
strengths and deficits exhibited by each group.
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Table 7.1  Summary of neuropsycholgical characteristics of amnesic patients with
medial-temporal (n = 10), diencephalic (n = 10), and basal forebrain (n = 10) damage

WMS-R? WCSTS
WAIS-R! RMT?
Logical Logical _— Categories  Pers.
Group VIQ PIQ Memoryl Memoryll Words Faces BNT* (n) errors (%)
Medial-temporal 103 107 19 3 33 33 52 5 20
Diencephalic 99 100 17 1 34 33 53 5 19
Basal Forebrain 102 103 16 2 37 35 56 4 29

! Wechsler Adult Intelligence Scale—Revised.
2 Wechsler Memory Scale—Revised.

3 Recognition Memory Test.

4 Boston Naming Test.

5> Wisconsin Card Sorting Test.

To examine the memory profiles of different groups of patients while controlling for
level of intelligence, we recently reviewed clinical data from 30 patients, selected on the
basis of IQ, from a larger group of amnesics at the Memory Disorders Research Center
(Table 7.1). Using a traditional lesion-based approach, we compared medial temporal
amnesics (i.e. patients with diverse etiologies, such as encephalitis, stroke and anoxia),
diencephalic amnesics (i.e. Korsakoff patients) and basal forebrain amnesics (i.e. patients
with ACoA aneurysms). All patients underwent comprehensive neuropsychological evalu-
ations and all performed normally on tests of language skills and general reasoning abilities.
As we expected, when groups were matched for IQ, their performance on many clinical
tests of memory was similar. All three groups demonstrated equivalent forgetting of infor-
mation from working memory (e.g. recall of items on the Brown Peterson paradigm) and
from long-term memory (e.g. delayed recall and recognition of prose stories, word lists,
etc.). Analysis of performance on tests of retrograde amnesia (e.g. the Famous Faces Test
and the Transient Events Test) also revealed striking similarities across groups. All three
groups demonstrated sparse recall and recognition of events from the last three decades and
all demonstrated evidence of mild temporal gradients. Because diencephalic and basal fore-
brain groups often have frontal involvement, we expected that these groups might demon-
strate heightened tendencies towards false-positive errors on tests of recognition memory,
but this did not turn out to be the case. All groups demonstrated similar rates of false
alarms.

Our comparison of amnesic groups suggests that the pattern of performance is largely
similar among patients who are matched for baseline intelligence when tests are used
that focus on quantitative aspects of performance (i.e. amount of information retained)
rather than specific processing strategies. Aside from these clinical comparisons, several
studies have compared the performance of medial temporal and diencephalic amnesics on
experimental paradigms in an attempt to identify information processing domains in which
these subgroups may differ. Most prominently, Parkin and colleagues have suggested that
medial temporal and diencephalic amnesics differ in their memory for the temporal context
in which target information is presented. In one study (Parkin et al., 1990) they found that
diencephalic amnesics performed worse than medial temporal patients on a recognition
task that required the encoding of distinctive temporal context to distinguish which stimuli
were targets or distractors on any given trial. In another study (Hunkin et al., 1994) they
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found that diencephalic patients performed worse on a list discrimination task than medial
temporal patients, even though their recognition memory was similarly impaired. Although
in several studies, memory for temporal context has been linked to frontal dysfunction
(Shimamura et al., 1990; Squire, 1982), in neither of the studies by Parkin and colleagues
did performance on the temporal memory tasks correlate with performance on frontal
tasks. Furthermore, similar impairments in temporal memory were observed in two patients
with diencephalic lesions who showed no evidence of impairment on tasks of executive
functioning (Parkin et al., 1994; Parkin & Hunkin, 1993). Based on these findings, Parkin and
colleagues suggested that amnesics with diencephalic damage present with a qualitatively
distinct memory deficit from that seen in amnesics with medial temporal lobe damage.
According to their view, structures within the diencephalon, possibly through connections
with dorsolateral frontal cortex, may be critically involved in the encoding of temporal
information. In the face of diencephalic lesions, contextual input to the hippocampal system
is greatly (and selectively) impoverished. In contrast, lesions of the hippocampal system
are thought to interfere with consolidation of all types of information, contextual as well as
item-related.

More recently, Kopelman et al. (1997) have directly compared memory for temporal and
spatial context in patients with medial temporal and diencephalic lesions. Their findings
for temporal context were generally consistent with those of Parkin, in that diencephalic
patients performed worse than medial temporal patients. The inverse pattern was observed
with respect to spatial (position) memory, where the medial temporal group performed
worse than the diencephalic group. The latter finding was seen as support for the idea
that the hippocampus plays a pivotal role in spatial memory (see also Chalfonte et al.,
1996).

Despite reports of some differences between diencephalic and medial temporal amnesic
patients, the similarities in the cognitive presentation of these patient groups are striking.
Some researchers have argued that these commonalities are to be expected because the
medial temporal and diencephalic structures are part of the same functional system required
for the encoding of episodic information (Delay & Brion, 1969). Recently, Aggleton &
Brown (1999) have argued that the core structures within this system are the hippocampus,
fornix, mammillary bodies, anterior thalamus and possibly, more diffusely, the cingulum
bundle and prefrontal cortex. According to their model, lesions anywhere in this system
can cause deficits in episodic memory. More specifically, these deficits arise because of
this system’s role in linking target information to the spatial and temporal context that give
an event its uniquely episodic character. Aggleton & Brown also postulate the existence
of a second memory system, consisting of the perirhinal cortex and its connections to the
medial dorsal thalamus. This system is thought to be involved in the detection of stimulus
familiarity, a process that can support performance on recognition tasks, but not on recall
tasks.

The notion that there are two medial temporal-diencephalic memory circuits that make
qualitatively distinct contributions to memory leads to the prediction that patients with
lesions restricted to the hippocampal circuit should have normal or near-normal item recog-
nition memory. Aggleton & Shaw (1996) provided evidence in support of this view in a
meta-analysis of studies in which the Recognition Memory Test (Warrington, 1984) was
given to amnesic patients. They found that patients with lesions restricted to the hippocam-
pus, fornix or mammillary bodies performed at a normal level, even though their recall was
as severely impaired as was that of patients with more extensive medial temporal lesions.
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A number of other reports of preserved recognition memory in patients with lesions to the
hippocampal circuit provide further support for this view. These include several studies of
patients with selective fornix lesions (Hodges & Carpenter, 1991; McMakin et al., 1995),
a report of three young children who suffered relatively selective hippocampal damage
due to anoxic injury early in life (Vargha-Khadem et al., 1997), and the study of a patient
with adult-onset selective bilateral hippocampal injury (Mayes et al., in press). Findings in
the latter case are especially striking, as the patient was tested on a very extensive battery
of recognition tests that varied the nature of to-be-remembered information, list length,
retention interval and task difficulty.

Despite this evidence, the notion that different memory circuits subserve qualitatively
distinct memory processes remains highly controversial. An alternative view, articulated
most forcefully by Squire and colleagues (Squire & Zola, 1998; Zola & Squire, 2000), is
that the hippocampus is important not only for recall but also for recognition. By this view,
differences between patients with selective hippocampal lesions and more extensive medial
temporal lobe lesions are only a matter of severity. Supporting this notion are findings
from three patients with selective hippocampal lesions (Reed & Squire, 1997), who showed
moderate levels of impairment not only in recall but also in recognition.

In an attempt to reconcile the report by Reed & Squire of impaired recognition following
selective hippocampal damage with their own findings of preserved recognition, Mayes and
colleagues (in press) have pointed to the possibility of hidden extra-hippocampal damage
in Reed & Squire’s patients. Further, they raise the possibility that partial damage to the
hippocampus may disrupt the functioning of connected structures (such as the perirhinal
cortex) more than complete damage. Another possibility, until now not considered, is that the
location of lesion within the hippocampus affects the pattern of deficit. Clearly, a resolution
of this debate will require convergent evidence from animal and human studies. In this
context, careful analysis of patients with selective lesions to the hippocampal circuit, using
state-of-the-art measures of structural integrity as well as indices of metabolic activity, will
be of great importance.

CONCLUSION

Over the past four decades we have learned a great deal about the diversity of etiologies that
may result in amnesia. Initial attempts to classify patients according to site of neuropathol-
ogy in medial temporal, diencephalic and basal forebrain regions seemed promising, but
subsequent investigations revealed that much of the variability between patients was due
to extraneous factors rather than core features of the memory disorder. Recent clinical
comparisons have emphasized similarities in the neuropsychological profiles of amnesic
subgroups. Experimental studies focused on isolated aspects of information processing have
revealed only subtle differences between these groups. Against this background, the current
emphasis on differentiating the role of specific regions within the medial temporal lobe and
its afferents may lead to a more useful framework for patient classification. Regardless
of whether this framework turns out to be correct, detailed description of the anatomi-
cal and cognitive characteristics of amnesic patients remains an important endeavor. Such
studies may lead to better clinical diagnosis and treatment of patients with memory disor-
ders and may contribute a unique source of information to the cognitive neuroscience of
memory.
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CHAPTER 8

Theories of Anterograde
Amnesia

Andrew R. Mayes
Department of Psychology, University of Liverpool, UK

Organic amnesia is a syndrome in which four features are present. First, patients are impaired
atrecalling or recognizing experienced episodes and facts encountered after the onset of their
disorder; in other words, they show anterograde amnesia. Second, patients show a variable
degree of impairment in their ability to recall and recognize episodes and facts that were
encountered and put into memory before the onset of their disorder; in other words, they
show retrograde amnesia. Third, patients with these memory disorders can show apparently
preserved intelligence. Fourth, patients can also show preservation of working memorys;
in other words, their recall of information that was encountered in the immediate past is
normal. However, patients’ anterograde amnesia becomes apparent within seconds of their
attention switching from the conscious processing and representation of the information
that they have just encountered. Patients who show all these features will be referred to as
global amnesics.

This syndrome is caused by lesions that may occur in any one of several distinct, but
interconnected regions that lie close to the midline of the brain. Thus, amnesia can be caused
by lesions to: (a) the medial temporal lobes; (b) the midline diencephalon; (c) structures
in the basal forebrain; and (d) some of the fibre tracts, such as the fornix, which link these
regions. In addition, there is some evidence that damage to structures in the ventromedial
frontal cortex causes the amnesic syndrome (e.g. Bachevalier & Mishkin, 1986) and that
damage to the anterior temporal neocortex, which perhaps has to be accompanied by seizure
activity, also causes a form of the syndrome (Kapur et al., 1996). Damage to other structures,
such as the retrosplenial cortex (Valenstein et al., 1987), which are connected to some of the
above regions may also cause amnesia. Finally, there is evidence that amnesia-like deficits
can be caused by posterior neocortex lesions (Rubin & Greenberg, 1998). In such disorders,
some of the deficits of amnesia are present, but patients also show other deficits that are not
found in global amnesia.

Theories of amnesia are intended to fulfil several goals. The first goal is the precise
specification of the functional deficits that underlie the memory impairments shown by
patients with the amnesia syndrome. The second goal is the specification of the precise
brain damage and dysfunction that causes the functional deficits. The third and longer-term
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goal is the specification of how damage to and dysfunction of these brain regions causes the
functional deficits that underlie amnesia. Achievement of this goal depends on specifying
how the relevant regions in normal people’s brains mediate the functions that are disturbed
in amnesia.

How each of these goals will be fulfilled depends on whether the global amnesia syndrome
is unitary or comprises several distinct and dissociable disorders. If the syndrome comprises
several disorders, then different lesions should cause distinct kinds of functional breakdown
that lead to different patterns of memory deficits in amnesic patients. How the brain regions,
damage to which causes each distinct kind of functional breakdown, mediate their specific
functions will need to be explained on an individual basis, as will how specific lesions
disrupt these functions.

It is increasingly believed that the global amnesia syndrome comprises several distinct
and dissociable functional deficits, although this belief is controversial and the evidence
that supports it needs strengthening. There is a practical and a more theoretical reason
why controversy persists. The practical reason is that identifying dissociations usually
depends on finding patients with very selective lesions and these patients are extremely
rare and have not necessarily shown the same pattern of memory deficits as other patients
with apparently the same lesion (see Mayes et al., 2002). The theoretical reason is that
the structures, damage to which causes amnesia or an amnesia-like syndrome, are highly
interconnected. Although itis widely agreed that these structures must have slightly different
information-processing and storage functions and also probably deal with slightly different
kinds of information, it does not follow automatically that damage to each of them will
disrupt memory in dissociable ways. For example, one structure may pass the results of
its processing to another structure, so that damage to either structure prevents a normal
output from the second structure and causes the same memory deficit. Our knowledge of
the detailed connectivity of the highly interconnected brain structures implicated in global
amnesia and of the processing that these structures mediate is still insufficient to allow
confident prediction of which lesions will have dissociable effects on memory.

Clearly, identifying whether amnesia is functionally heterogeneous and, if so, in what
way, is a fundamental requirement for specifying the key functional deficits that underlie
the syndrome, their anatomy, and precisely how this anatomy relates to the functions. In
particular, it is critical to know whether anterograde and retrograde amnesia are caused
by precisely the same functional deficits and lesions or to what extent they are caused by
different functional deficits and lesions. The focus of this chapter is theories of anterograde
amnesia, and historically, theories of the amnesia syndrome have mainly concerned what
causes anterograde amnesia. Nevertheless, if the same functional deficit(s) cause some
aspects of retrograde amnesia as well as anterograde amnesia, theories of anterograde
amnesia will need to account for some features of retrograde amnesia. This point is important
because it is unlikely that pre- and postmorbid memory deficits will dissociate completely,
even in patients with more focal lesions.

The next section will outline what the main features of anterograde amnesia are in the
context of global amnesia. How much is known about the precise location of the lesions that
cause the deficits of anterograde amnesia will be briefly outlined in the section after this.
Evidence that there are several distinct patterns of postmorbid memory impairment, each of
which is caused by a specific subset of the lesions that are implicated in the global syndrome,
will be considered in the fourth section. In each of these sections, the extent to which there
is still disagreement about the evidence will be discussed. The fifth section will outline
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and critically evaluate the main theories of anterograde amnesia that have been advanced
in the past 30 years. The final section will briefly consider more recent developments and
discuss what needs to be done in order to advance theoretical understanding of the amnesia
syndrome.

THE FEATURES OF ANTEROGRADE AMNESIA

Successful creation of new long-term memories about facts and events that one has experi-
enced requires a sequence of processes to work effectively. Information has to be processed
and represented (encoding), that information has to be consolidated into long-term memory
(initial consolidation), further storage changes may occur over long periods of time (slow
consolidation), perhaps partially to maintain long-term storage and make it more stable, and
the stored information has later to be remembered (retrieval). Only encoding and retrieval
can be directly measured in humans. Inferences about consolidation and maintenance of
long-term memory have to be made indirectly from human data or by extrapolation from
animal data about these physiological and biochemical processes (e.g. see Squire & Kandel,
1999).

In this chapter, the term “encoding” is used in the narrow sense that includes only the
processes necessary for representing information at input, rather than in the broader sense
where it really means “encoding into long-term memory”. This broader sense is misleading
because it blurs together two separate collections of processes: those involved in represent-
ing information at input and those involved in consolidating this represented information
into long-term memory. If information is not represented at input, then it cannot later be
remembered. Does this failure occur in global amnesics? The preservation of intelligence
in these patients argues strongly against the likelihood that this failure is occurring. There is
also evidence that, relative to spontaneous encoding, orientating tasks that encourage the
encoding of useful semantic information improves explicit memory to the same degree in
amnesics as in control subjects, provided that floor, ceiling and subtler scaling effects are
avoided by using a matching procedure (for discussion, see Mayes, 1988). Direct assess-
ment of encoding requires testing of what is known immediately after a briefly exposed
complex stimulus has been processed, so that normal subjects do not perform at ceiling
levels and performance only depends on working memory, at which amnesics are normal.
When this was done, global amnesics with medial temporal lobe, midline diencephalic and
basal forebrain lesions showed as much knowledge about the spatial, colour, size and se-
mantic features of complex pictures, which they had just studied for 6 s, as did their control
subjects (Mayes et al., 1993). The evidence therefore strongly suggests that at least most
global amnesics can represent complex information about facts and personally experienced
episodes normally.

Despite this normal encoding, after a short filled delay, amnesic patients are impaired
at recalling or recognizing information that they have just encountered, processed and
represented consciously. The majority of evidence shows that the recognition impairment
does not worsen as the length of the delay increases from seconds to minutes, hours, days,
and even months (for discussions, see Isaac & Mayes, 1999a, 1999b; Kopelman, 1985;
Kopelman & Stanhope, 1997). In other words, although impaired after a short filled delay,
the rate of loss of recognition memory is normal in amnesics. There is evidence, however, that
the recall deficit, shown by all amnesics after a few seconds of filled delay, gets worse over the
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first few minutes when rehearsal is prevented (Isaac & Mayes, 1999a, 1999b; Kopelman &
Stanhope, 1997). It is impossible to determine whether this accelerated loss of whatever
underlies free recall continues beyond a few minutes because amnesic performance drops to
chance levels. There is also disagreement about whether the accelerated loss applies to free
recall of semantically unrelated word lists as well as to semantically related word lists and
stories (Isaac & Mayes, 1999a, 1999b; Green & Kopelman, 2002). The only exception
to the generalization that recognition declines at a normal rate over delays that are longer
than a few seconds is found with a group of patients most of whom are epileptic and many
of whom have damage to the anterior temporal lobes. These patients have been reported to
show relatively normal recognition and recall of information that was encountered several
hours earlier after which they forget at an accelerated rate over a period that may last for
weeks or longer (e.g. Kapur et al., 1996).

Global amnesics show impaired explicit memory (recognition and recall) for postmor-
bidly encountered facts as well as experienced episodes. However, it has sometimes been
suggested that amnesia is a selective impairment of the ability to acquire episodic memo-
ries. As global amnesics unquestionably are impaired at acquiring new factual memories,
such as memories about the meanings of new terms (e.g. Verfaellie et al., 2000), this sug-
gestion can at best only be true in a restricted sense. Specifically, global amnesics should
have impaired explicit memory for postmorbidly acquired facts only when normal subjects’
factual memory is facilitated by retrieval of episodic information. Global amnesics should
show normal explicit memory for facts when neither they nor their control subjects boost
their factual memory by retrieving the context or contexts in which the facts were encoun-
tered. Given that context-dependent forgetting is minimal and usually does not occur at all
for recognition memory (for review, see Smith, 1988), and global amnesics have severely
impaired memory for post-morbidly encountered facts, it is most likely that, even in this
restricted sense of factual memory, global amnesia involves factual as well as episodic
memory deficits.

Much theoretical thinking about what functional deficits underlie global amnesia has
involved the putative distinction between episodic and semantic memory. Use of this dis-
tinction has, however, not been heuristically useful in advancing understanding of the causes
of amnesia. This is because both episodic and semantic memory are highly complex and
each is mediated by a large number of processes. Equally important, the information re-
trieved when different episodes and facts are remembered is highly variable, and there is
a very marked but variable degree of overlap. For example, remembering a sequence from
The Sound of Music may be an instance of semantic memory if the film has been seen many
times, but this memory involves retrieving spatiotemporal context as well as other kinds of
visual and auditory perceptual information. These are usually regarded as unique hallmarks
of episodic memory. However, if one accepts the example, the only uniquely identifying
features of episodic memory may be the storage and retrieval of events that include the
rememberer, i.e. involve self-reference.

It is more heuristically valuable to identify the informational and processing components
of the two overlapping kinds of memory in order to determine whether any of these com-
ponents are specifically affected in global amnesia. As both recall and recognition of facts
as well as episodes are impaired in global amnesia, this kind of approach has involved a
procedure in which amnesics are given more opportunity than their control subjects to learn
specific information. This procedure makes it possible to check whether amnesics remain
impaired at one kind of memory, when they do as well as their control subjects at another,
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in order to support the claim that they are more impaired at the first kind of memory. The
procedure is very tricky to execute successfully, because confident interpretation depends
on showing that the matching manipulation affects the two kinds of memory to the same
extent in normal subjects. If this is not shown, amnesics can falsely appear to be more
impaired or not more impaired at one kind of memory than they are at another.

Not surprisingly, use of the matching procedure has produced somewhat conflicting
results. There have been two main foci of attention: relative severity of impairment of
recall and recognition, and relative severity of impairment of explicit memory for various
aspects of context and recognition for items to which attention was paid in the context.
Some evidence suggests that free recall of items is more impaired than item recognition
in global amnesics (Hirst et al., 1986, 1988), but other evidence suggests that this may
not be so, at least for unrelated lists of words (Haist et al., 1992). One resolution of this
apparent conflict is that recall is only more impaired than item recognition when it is of
semantically related items of the kind that occur in stories or related word lists, and that the
greater impairment is caused by amnesics losing their ability to recall, but not to recognize,
such items pathologically fast. In support of this resolution, Isaac & Mayes (1999a, 1999b)
found that, following extra learning opportunity, global amnesics could recall and recognize
studied stories, and semantically related and unrelated word lists, as well as their control
subjects after filled delays of 20 s. But following a filled delay of 10 min, although they still
recognized all these materials as well as their control subjects and recalled the unrelated
words as well, they were clearly impaired at recalling the stories and related words.

The evidence about the relative impairment of explicit memory for context and item recog-
nition memory is also conflicting. However, several studies suggest that global amnesics’
explicit memory for several aspects of context is more impaired than their item recognition
memory. These aspects of context include spatial location (Chalfonte et al., 1996; Kopelman
et al., 1997; Mayes et al., 1991; Shogeirat & Mayes, 1991), temporal sequence (Downes
et al., 2002; Kopelman et al., 1997; Parkin et al., 1990), sensory modality (Pickering et al.,
1989), and the kind of interactive context that involves incidentally encoded items that are se-
mantically related to the attended items (Mayes et al., 1992). However, it is disputed whether
explicit memory for spatial location is more impaired than item recognition (Cave & Squire,
1991); whether greater impairments of explicit memory for temporal sequence are caused
by the lesions that cause amnesia or by frontal lobe damage (e.g. Shimamura et al., 1990);
whether all global amnesics or only some show greater explicit memory deficits for tem-
poral sequence (Downes et al., 2002; Parkin et al., 1990); and whether disproportionate
explicit spatial memory deficits only occur when associations between locations and items
are incidentally encoded (Chalfont et al., 1996; Mayes et al., 1991).

Anterograde amnesia is often described as involving explicit (or declarative) memory, but
not implicit (procedural or non-declarative memory). The implicit forms of memory that are
claimed to be preserved in anterograde amnesia are heterogeneous, but none are believed
to require subjects to feel consciously that they are remembering the learned information.
It has been claimed that the preserved forms of implicit memory include various kinds of
conditioning, skill memory, some kinds of perceptual memory, and priming (for discussion,
see Mayes, 1988). Of these forms of implicit memory, only priming is likely to be able to
throw light on what functional deficits cause the impairment in explicit memory that is shown
by amnesics. This is because priming is an information-specific form of memory, indicated
by an increase in the fluency and accuracy with which the remembered information is
processed, that does not depend on consciously remembering the information. However, the
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information primed involves components of the facts and episodes that cannot be explicitly
remembered in anterograde amnesia. If amnesics can be shown to have normal priming of
all the kinds of fact and event information they cannot recall and recognize normally, their
problem cannot be one of storage.

It is currently controversial to what extent, if at all, amnesics show preserved priming.
At one extreme, Ostergaard (1999) has argued that priming for all kinds of information,
regardless of whether that information was novel or familiar prior to study, is impaired
in global amnesics, although impairments may often be hidden by artefacts of method
or analysis. By contrast, others have proposed that all kinds of priming are preserved in
amnesia (e.g. Gabrieli, 1998). Arguing that amnesics should be impaired at priming of the
kinds of information for which they show impaired explicit memory, Gooding et al. (2000)
found, in a recent meta-analysis, that in global amnesics, priming of information (e.g. words)
already in memory at study was preserved, but priming of novel items and associations was
impaired. Normal subjects’ superiority at novel information priming could have resulted
from their exploiting their superior explicit memory. However, Chun & Phelps (1999)
found that priming of target-spatial context associations that were novel prior to study was
impaired in global amnesics, even when their controls showed no explicit memory.

Even when amnesic priming of novel information is completely normal, as was found by
Hamann & Squire (1997a, 1997b), this does not necessarily mean that a different storage
mechanism underlies priming and recognition of the same information. Hamann & Squire’s
patients studied novel strings of four consonants. Later, when studied and unstudied strings
were very briefly exposed, the patients showed an enhanced identification of the studied
strings to the same extent as control subjects, although their recognition of the strings was
impaired and not significantly above chance. Kinder & Shanks (2001) have reproduced
this pattern of results using a connectionist model, in which amnesia was simulated by a
single reduced learning rate and the different testing conditions of priming and recognition
were also simulated. These results were found because as “damage” to the model increased
and the strength of memory decreased, recognition steadily declined, whereas priming
was not affected until memory was markedly reduced, at which point priming rapidly
declined.

The idea that priming and explicit memory for the same information depends on the same
memory storage processes, as indicated by Kinder & Shanks’ model, is seriously challenged
by the double dissociation between perceptual priming and recognition. In contrast to global
amnesics, two patients with occipital cortex damage have been reported to show impaired
perceptual priming, but preserved recognition (Gabrieli et al., 1995; Keane et al., 1995).
Both these patients, however, showed evidence of having impaired visual processing (e.g.
see Fleischman et al., 1995) and Kinder & Shanks were able to simulate their impaired
priming on Hamann & Squire’s task with their connectionist model by degrading the input
when priming was tested. As exposure to the stimuli was not degraded for recognition
because exposure was prolonged, recognition was unaffected.

LOCATION OF THE LESIONS THAT CAUSE
ANTEROGRADE AMNESIA

Even with respect to the medial temporal lobes, about which there is most knowledge, there
is still poor understanding of the precise damage that causes anterograde amnesia. Much
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of this knowledge is extrapolated from monkey studies, the precise interpretation of which
is controversial. It is agreed that amygdala lesions do not cause a general impairment of
recognition and recall for postmorbidly encountered facts and events (Zola-Morgan et al.,
1989a). However, amygdala damage does reduce the usual advantage in later memory that is
found for information that is associated with emotional arousal at input (Phelps et al., 1998).
In monkeys, selective lesions of the parahippocampal and perirhinal cortices cause severe
object recognition deficits (Zola-Morgan et al., 1989b), and human patients with Herpes
simplex encephalitis, who have large lesions to these two cortices, show very impaired
recall and recognition. The effect of hippocampal damage is less severe, and these lesions
may only minimally affect item recognition, although this is controversial, as is discussed
in the next section.

Midline diencephalic nuclei and fibre tracts are small, but there is evidence from both
animal and human studies that selective lesions of the mammillary bodies and anterior tha-
lamus produce impairments of explicit memory (see Aggleton & Saunders, 1997; Mayes &
Downes, 1997). The hippocampus is connected to both these diencephalic nuclei via the
fornix and there is evidence that selective damage to this fibre tract also impairs explicit
memory (e.g. Aggleton et al., 2000). In contrast, the perirhinal cortex is not directly con-
nected to these nuclei, but does have a projection to the magnocellular dorsomedial thalamus
(Russchen et al., 1987). Although the evidence is not uniformly supportive, it suggests that
a clear anterograde amnesia occurs following sufficiently large, but relatively selective,
lesions to either the dorsomedial thalamic nucleus (e.g. see Isaac et al., 1998) or the anterior
thalamic nucleus (e.g. see Mark et al., 1970). However, it remains unclear whether damage
to other thalamic and hypothalamic nuclei (such as the paratenial and reuniens nuclei) also
contributes to anterograde amnesia.

Less is known about the effects of lesions to basal forebrain structures, because the lesions
that damage these structures tend to be large in humans. However, as Mayes & Downes
(1997) discuss, there is evidence that lesions of the septum, diagonal band of Broca and
nucleus accumbens cause anterograde amnesia. Von Cramon & Schuri (1992) have also
argued that lesions that disconnect the septum from the hippocampus cause an amnesia-like
deficit. It has also been shown that lesions that disconnect the medial temporal lobes and
temporal neocortex from the basal forebrain and midbrain by severing the anterior temporal
stem, the fornix and pathways that run through and near to the amygdala causes a dense
anterograde amnesia in monkeys (Gaffan et al., 2001).

Although the medial temporal lobes and midline diencephalon are linked to the frontal
neocortex by complex reciprocal connections, it is widely believed that the role of the frontal
neocortex in memory is secondary to its role in mediating executive operations, such as plan-
ning, organization of information, monitoring, inhibition, and attentional control. Disruption
of such executive operations should clearly reduce the effectiveness of intentional encoding
and retrieval, but only mildly impair memory when encoding and retrieval are incidental
(Mangels, 1997). Others have argued that the effects of lesions to the frontal neocortex on
memory have previously been underestimated (Wheeler et al., 1995), which suggests that
not all the memory disruptions produced by frontal neocortex lesions are secondary to exec-
utive function deficits. Lesions of the ventromedial frontal cortex (orbitofrontal and anterior
cingulate cortices), but not of the dorsolateral frontal cortex, may cause an anterograde am-
nesia similar to that found following medial temporal and midline diencephalic lesions, as
has been claimed on the basis of monkey studies (Bachevalier & Mishkin, 1986). If this
is so, then some frontal cortex lesions may impair explicit memory because they disrupt
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executive processes, whereas other frontal cortex lesions may disrupt explicit memory for
the same reasons as medial temporal lobe and midline diencephalic lesions. It is of consider-
able interest that crossed unilateral frontal cortex and medial forebrain bundle lesions have
been found to produce dense amnesia in monkeys (Easton & Gaffan, 2001). Such lesions
disconnect these two brain regions and prevent the frontal neocortex from influencing the
activity of basal forebrain structures. It seems unlikely that dense amnesia can be produced
merely by preventing the intentional executive control of memory, and more likely that these
lesions are preventing a tonic as well as a phasic facilitation of memory-related activity in
the basal forebrain that is exerted by the frontal neocortex.

EVIDENCE THAT ANTEROGRADE AMNESIA IS
FUNCTIONALLY HETEROGENEOUS

Several functional disorders, each caused by lesions to a specific subset of the structures,
damage to which produces anterograde amnesia, may be involved in the syndrome. Most
prominently, Aggleton & Brown (1999) have argued that lesions of the hippocampus im-
pair recall but leave item recognition relatively intact, provided that successful recognition
depends primarily on familiarity. They have also argued that damage to each of the other
structures in the Papez circuit causes a similar pattern of impairment to that produced by
hippocampal damage. Thus, according to their view, fornix damage, mammillary body
damage, or anterior thalamic damage disrupts recall, but leaves item recognition relatively
intact. In contrast, they have proposed that damage to the perirhinal cortex severely impairs
item recognition as well as recall, and that a milder recognition deficit is produced by lesions
of the dorsomedial thalamic nucleus and, possibly, regions of the prefrontal neocortex, to
both of which the perirhinal cortex projects. They believe that the item recognition deficit
is more severe when these structures are damaged because the lesions impair familiarity as
well as recollection, whereas Papez circuit lesions only disrupt recollection.

Brown & Aggleton (2001) have reviewed evidence from animal studies with single unit
recording and immediate-early-gene imaging (measurement of the activation of genes that
control the transcription of other genes, and hence the production of specific proteins:
immediate-early-gene activation correlates with neural activity). This evidence indicates
that the perirhinal cortex and adjacent visual association cortex are involved in discriminat-
ing between familiar and novel visual objects. In monkeys, the latency of such familiarity
judgements and of the perirhinal neural responses to familiarity correspond closely, and the
rapidity of the familiarity discrimination makes it unlikely that a top-down input from the
hippocampus influences the judgement. Consistent with the results from recording work,
immediate-early-gene studies indicate that hippocampal neurons do not significantly dis-
criminate between the familiarity or novelty of individual visual stimuli, but are involved
with memory for associations between individual visual stimuli and aspects of their spatial
or temporal contexts. In contrast, these studies indicate that the perirhinal cortex is involved
in memory for individual items, but not for spatial associations.

Although the above sources of evidence suggest that the perirhinal cortex and hippocam-
pus mediate different explicit memory processes, this does not conclusively prove that selec-
tive lesions of these two structures will have clearly dissociable effects on explicit memory.
The evidence, which mainly relates to whether hippocampal lesions cause item recognition
deficits, is still conflicting and hard to interpret. The majority of animal studies indicate that



ANTEROGRADE AMNESIA 175

hippocampal lesions have a minimal effect on object recognition (see Aggleton & Brown,
1999; Brown & Aggleton, 2001). Indeed, it has been argued that although monkey stud-
ies indicate that hippocampal lesions mildly disrupt object recognition, there is a negative
correlation between the extent of hippocampal damage and the extent of the recognition
deficit (Baxter & Murray, 2001a, 2001b), although this view is disputed (Zola & Squire,
2001). The existence of such a negative correlation would imply that complete selective
destruction of the hippocampus would have a minimal effect on item recognition, and that
small hippocampal lesions might have a larger effect, for any of several reasons (see Mayes
et al., 2002), e.g. abnormal outputs from residual hippocampal tissue, which may be
greater when there is more such tissue, might disturb the activity of connected structures,
such as the perirhinal cortex, that mediate familiarity memory.

A mechanism of this kind might help explain why different human patients with ap-
parently relatively selective hippocampal lesions have shown different patterns of item
recognition performance. On the one hand, some patients with either early-onset lesions
(Vargha-Khadem et al., 1997) or adult onset lesions (Mayes et al., 2002) have shown
relatively normal item recognition across a variety of recognition tasks, but impaired recog-
nition of associations between different kinds of information, particularly those between
items and their spatial (Vargha-Khadem et al., 1997) and temporal (Mayes et al., 2001)
positions. On the other hand, patients with adult-onset lesions have also been reported to
show clear item recognition deficits across a variety of tasks (Manns & Squire, 1999; Reed
et al., 1997). The contrasting pattern of deficits shown by these patients is almost cer-
tainly related to patient rather than test differences. These patient differences could involve:
(a) differing degrees of functional reorganization of the brain; (b) differing degrees of hip-
pocampal damage; or (c) differing degrees of extrahippocampal structural damage (see
Mayes et al., 2002). Future resolution of why patients show differing extents of item
recognition impairment will require the use of sophisticated structural magnetic resonance
imaging (MRI) and functional MRI procedures.

Contrasting patterns of deficits have also been reported in patients who have relatively
selective damage to other Papez circuit structures (for discussion, see Mayes, 2000). For
example, whereas the colloid cyst patients with fornix damage who were described by
McMackin et al. (1995) had relatively intact item recognition, a colloid cyst patient with
left fornix section, described by Mayes & Montaldi (1997), had clearly impaired item
recognition. Nevertheless, the bulk of the evidence from animal and human studies suggests
that lesions of the fornix, mammillary bodies and anterior thalamus leave item recognition
relatively intact.

The anterior thalamic nucleus is connected to the retrosplenial cortex, which is one of
the two major subdivisions of the posterior cingulate cortex. The retrosplenial cortex is
connected to parts of the prefrontal and posterior parietal cortices, and provides a major in-
put to the parahippocampal and entorhinal cortices, as well as to the presubiculum (see
Maguire, 2001). There is growing evidence that retrosplenial cortex lesions disrupt
explicit memory, although the precise nature of this disruption remains unclear. Maguire
argued that examination of human cases with right-sided damage to the retrosplenial cortex
indicates that this lesion causes a transient impairment in learning new spatial routes as well
as in navigating previously familiar environments.

Whereas the perirhinal cortex receives, from the posterior association neocortex, highly
processed information that may be particularly concerned with objects, the parahippocampal
cortex receives mainly spatial information from its retrosplenial and posterior parietal cortex
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inputs. There is evidence that parahippocampal cortex lesions disrupt acquisition of spatial
information in new environments more than information about objects (Bohbot et al., 1998;
Epstein et al., 2001). In contrast, perirhinal cortex lesions in animals prevent acquisition of
new object information, so as to impair intramodal and cross-modal recognition of objects
and recognition of object—object associations, but may leave spatial recognition relatively
intact (see Aggleton & Brown, 1999; Murray, 1999).

It remains uncertain whether damage to all parts of the Papez circuit disrupt explicit
memory in the same way, as Aggleton & Brown (1999) have proposed. The mammillary
bodies and anterior thalamus receive fornix projections from the entorhinal and perirhi-
nal cortices, as well as from the hippocampus, and also receive inputs from other brain
regions. To the extent that these non-hippocampal inputs are important, damage to other
Papez circuit structures may have different effects on memory from those of hippocam-
pal lesions. Although there is no convincing evidence that patients with medial temporal
lobe and midline diencephalic lesions show different rates of forgetting (for discussion,
see Isaac & Mayes, 1999a, 1999b), Parkin and his colleagues have proposed that lesions
to these two sites disrupt contextual memory differently. In support of their proposal, they
found that Korsakoff patients were more impaired on tests of memory for temporal order
than were post-encephalitic amnesics who had equivalent item recognition memory deficits
(e.g. Hunkin et al., 1994). However, like Korsakoff patients, patients with both selective
hippocampal (Mayes et al., 2001) and larger medial temporal lobe lesions (Downes et al.,
2002) have been shown to be more impaired at memory for temporal order than for
item recognition. This does not refute the proposal of Parkin and his colleagues because
it remains possible that patients with midline diencephalic lesions are more impaired at
temporal order memory tests than are patients with medial temporal lobe lesions who have
equivalent levels of item recognition memory. The possibility that midline diencephalic
lesions have a slightly different effect from medial temporal lobe lesions on temporal and
possibly other kinds of contextual memory requires more investigation. If the possibility is
supported, it will need to be shown, however, that the greater effects on context memory of
midline diencephalic lesions are not the result of incidental damage to frontal cortex regions
concerned with temporal order memory (but see Parkin et al., 1994).

It remains unclear, therefore, whether midline diencephalic and medial temporal lobe le-
sions produce global amnesic syndromes with slightly different features. In contrast, there
is no doubt that the patients described by Kapur and others (e.g. see Kapur et al., 1996)
who show retrograde as well as anterograde amnesia have an atypical kind of anterograde
amnesia. However, as these patients show normal memory for up to a day or longer after
they have encoded new information before forgetting the information pathologically fast
over a period of weeks or longer, it might be concluded that they merely have mild im-
pairments rather than qualitatively distinct memory deficits. But this conclusion cannot be
correct, because one such patient showed less severe memory deficits than a patient with
hippocampal lesions at short delays but markedly more severe ones after delays of weeks
or longer (Holdstock et al., 2002a). The neural bases of this disorder are uncertain, but it
remains possible that some epileptic seizures contribute to the disorder in some, but not all,
cases and that the location of damage may vary across cases.

It is well known, although sometimes disputed, that lateralized damage to the structures
implicated in the amnesia syndrome causes material-specific memory deficits (for discus-
sion, see Mayes, 1988). The most probable interpretation of such deficits is not that they
constitute different kinds of processing impairment, but that they reflect the same kind of
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processing deficit of different kinds of information. If this interpretation is correct, then
lesions which disconnect the input of specific kinds of information into the “memory pro-
cessing regions” would be expected to cause memory impairments for the disconnected
kinds of information (see Mayes, 1988). Ross (1982) has provided examples of memory
deficits that show a high degree of material specificity, which are broadly consistent with
this interpretation, and there have been reports of anterograde amnesia that is relatively
selective for faces (Tippett et al., 2000).

As has already been indicated, theories of anterograde amnesia may also have to explain
premorbid memory deficits if these cannot be dissociated from anterograde amnesia. Even
if focal retrograde amnesia exists (see Kopelman, 2000), this does not prove that selective
lesions can cause anterograde amnesia without some degree of retrograde amnesia. The
major evidence for such a possibility would be single cases where it is claimed that the
deficit mainly involves anterograde amnesia (e.g. Epstein et al., 2001) or group studies in
which there is a negligible correlation between measures of anterograde and retrograde
amnesia severity. Unfortunately, such studies have typically been confounded because tests
of pre- and postmorbid memory have differed in critical ways, such as with respect to the
kinds of information that subjects have to retrieve (for discussion, see Mayes et al., 1997).

WHAT KINDS OF FUNCTIONAL DEFICIT CAUSE
ANTEROGRADE AMNESIA?

The amnesia syndrome could occur because information is not encoded properly, is not
consolidated and stored properly, is not retrieved properly, or some combination of these
problems. These processing deficits could apply to all aspects of episodic and factual in-
formation or to specific components of this information. Over the past 30 years, many of
these different possible kinds of processing deficit have been proposed as the major cause
of anterograde amnesia or even of the whole amnesia syndrome.

Few, however, have proposed that impairments in representing aspects of factual and
episodic information at input cause anterograde amnesia. However, Butters & Cermak
(1975) postulated that amnesics, or at least Korsakoff patients, do not spontaneously en-
code semantic features of information to a normal level at input, and that this failure causes
patients’ later poor memory. Although Gray & McNaughton (2000) have argued that some
evidence (e.g. Oscar-Berman & Samuels, 1977) suggests that the proposed semantic en-
coding deficit may be part of a broader problem in multidimensional stimulus analysis,
this possibility has not been developed, whereas the semantic encoding deficit hypothesis
has been influential. However, if this hypothesis is proposing that amnesics do not sponta-
neously represent a normal amount of semantic information about stimuli at input, then it
is in tension with patients’ preserved intelligence and inconsistent with evidence that their
immediate semantic memory is normal (Mayes et al., 1993) and that they benefit normally
from semantic orientating tasks (see Mayes, 1988). This tension would be avoided if the
hypothesis is construed in the way indicated by Cermak (1997). Cermak wrote that he
had intended the hypothesis to postulate that amnesics fail to encode semantic information
normally into long-term memory, i.e. at input, patients fail to consolidate into long-term
memory semantic information that they may have represented normally. Like the encoding
(representing at input) hypothesis, such a consolidation hypothesis should predict that purely
perceptual explicit memory should be completely normal in amnesics. However, amnesics
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are clearly impaired at recognition tasks in which foils are so perceptually similar to targets
that semantic and verbal memory cannot help performance (see Holdstock et al., 2002b).

On the basis of monkey studies, Murray & Bussey (1999) have, however, argued that
a specific lesion that causes severe anterograde amnesia impairs the ability to represent
certain kinds of information that are presented visually. They have proposed that perirhinal
cortex lesions disrupt not only explicit memory for studied stimuli, but also disrupt the
ability to represent certain aspects of high-level visual object information at all, so as to
cause a kind of visual agnosia. If they are correct, then monkeys with perirhinal cortex
lesions should show impaired perceptual discrimination in visual tests of the appropriate
kind, even when memory load is minimized. Even if they are correct that perirhinal cortex
lesions have this effect in monkeys, Buffalo et al. (1998) have found that human patients
with large bilateral lesions of the medial temporal lobes that include the perirhinal cortex
have normal short-term memory, let alone preserved matching abilities, for complex visual
stimuli despite having very severe recognition deficits at longer delays. Even if perirhinal
cortex lesions do disrupt aspects of perception, it remains unclear how much this encoding
deficit contributes to the memory impairment that this lesion causes.

Encoding, or representation at input, should only be impaired in anterograde amnesia
when poorly remembered information can only be represented in the critically damaged
brain regions. This would be the case if certain kinds of visual object information only con-
verge in the perirhinal cortex and, by extension, if certain kinds of associative information,
such as associations between objects and their location, only converge in the hippocampus
or entorhinal cortex. However, if the components of the information also converge in the
neocortex or elsewhere, then representation should still be possible even when the lesion in
question causes amnesia. It remains to be shown that any kind of information is represented
only within the brain structures, damage to which causes anterograde amnesia. Even if some
kinds of information are represented in this way, damage to these regions would cause not
only an encoding deficit, but also a storage deficit if a widely held view is correct. This
view is that information is stored within the same neural system that represents it at input
(see Gaffan & Hornak, 1997). If this is true, then a lesion that destroys the storage site for
specific information is also likely to impair the ability to represent that information at input
(see Mayes & Roberts, 2002).

The most popular kind of hypothesis about the cause of anterograde amnesia is that
patients do not store factual and episodic information properly, even though they can encode
this information normally and retrieve it normally provided it is already in storage (e.g.
Milner, 1968; O’Keefe & Nadel, 1978). This kind of hypothesis may seem to be in tension
with the widely held view that specific information is represented and stored in the same
system of neurons. However, this tension may be avoided by certain kinds of storage deficit
hypothesis. This is certainly the case with the kind of storage deficit hypothesis which
postulates that patients fail to consolidate information into long-term storage in still intact
regions of the brain, such as the posterior neocortex. In other words, some or all features
of anterograde amnesia are caused by lesions disrupting the facilitatory modulation of the
processes that consolidate long-term memory storage elsewhere in the brain.

Several different hypotheses have proposed that some or all aspects of anterograde amne-
sia are caused by a selective disruption of the modulation of consolidation. It has been argued
that amygdala damage disrupts a facilitatory modulation of the hippocampus and perhaps
other structures when emotional stimuli are processed (Cahill et al., 1996). Amygdala dam-
age may prevent emotional arousal from facilitating the consolidation of stimuli so that the
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ability to recall these stimuli declines abnormally fast (Phelps et al., 1998). The stimuli
could be stored in the medial temporal lobes and parts of the neocortex.

Disconnection of the basal forebrain and midbrain from the medial temporal lobes and
temporal neocortex causes a dense amnesia (Gaffan et al., 2001), but it seems very unlikely
that factual and episodic information is stored in the basal forebrain and midbrain. It is
much more plausible that the basal forebrain and midbrain exert both a tonic and a phasic
facilitatory modulation of consolidation that occurs in the medial temporal lobes and tem-
poral neocortex. This lack of facilitatory modulation largely prevents these latter regions
from storing new memories, but leaves them still able to represent relatively normally the
information that they cannot store.

Gray & McNaughton (2000) have argued that the hippocampus does not store any in-
formation related to facts or episodes, and Vinogradova (1975) has proposed that the hip-
pocampus is a comparator that mediates novelty detection. Lesion evidence, which indicates
that damage to this structure impairs the attentional arousal that novelty normally produces
(e.g. Knight, 1996), supports Vinogradova’s proposal. Without such attentional arousal, the
consolidation processes that produce long-term storage primarily in the posterior neocortex
would not occur normally, and anterograde amnesia would result. However, even if it is
correct that hippocampal lesions block the upregulation of the neocortical storage of novel
information, this deficit would only partly explain the anterograde amnesia caused by hip-
pocampal lesions. This is because these lesions also impair memory for information that is
not novel at input. More seriously, there is not even good evidence that hippocampal lesions
impair memory more for information that was novel at input, rather than already familiar.

However, most hypotheses about anterograde amnesia have proposed that key lesions
impair initial consolidation because the damaged sites are where some aspects of factual
and episodic information are stored for at least some time after input. Theories of this
kind are clearly in tension with the widely held view that storage occurs within the system
of neurons that represent the stored information. If the view is correct, selective storage
deficits, rather than combined storag