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The cloud computing paradigm has been defined from several points of view, the main two di-
rections being either as an evolution of the grid and distributed computing paradigm, or, on 
the contrary, as a disruptive revolution in the classical paradigms of operating systems, net-
work layers and web applications. This paper presents a distributed cloud computing plat-
form called SlapOS, which unifies technologies and communication protocols into a new 
technology model for offering any application as a service. Both cloud and distributed com-
puting can be efficient methods for optimizing resources that are aggregated from a grid of 
standard PCs hosted in homes, offices and small data centers. The paper fills a gap in the ex-
isting distributed computing literature by providing a distributed cloud computing model 
which can be applied for deploying various applications. 
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Introduction 
Internet users are increasingly adding 

video content to existing online services and 
applications, therefore having the effect that 
the number of people viewing videos online 
has grown over the past year and the time 
spent per viewer has increased accordingly. 
Google sites, including YouTube, continue to 
be the most watched online video sites with 
more than 35.4 million Google sites visitors 
watching YouTube [1]. 
Many real-world systems involve large num-
bers of highly interconnected heterogeneous 
components over the Internet. The cloud is 
among one of the more promising systems 
that will be deployed at a large scale in the 
near future because this field counts on many 
success stories: Amazon EC2, Windows Az-
ure or Google App Engine [2]. 
Cloud computing is traditionally divided into 
three market segments: Infrastructure as a 
Service (IaaS), Platform as a Service (PaaS) 
and Software as a Service (SaaS). To better 
understand cloud communications, it is use-
ful to understand the different service models 
of cloud computing [3]. The best known is 

SaaS where the customer purchases access to 
an application that is hosted and runs in the 
cloud. PaaS refers to access to platforms that 
allow the customers to deploy their own ap-
plications in the cloud, and IaaS is at a lower 
level with access to the systems, storage, 
network connectivity, and OS management. 
Recent research on Cloud Computing has fo-
cused on the implementation of Service Lev-
el Agreements (SLA) and operation of large 
Data Centers [4]. However, in case of Force 
Majeure such as natural disaster, strikes, ter-
rorism, unpreventable accidents, etc., SLA 
can no longer be applied. Rather than central-
izing Cloud Computing resources in large da-
ta centers, Distributed Cloud Computing re-
sources are aggregated from a grid of stand-
ard PCs hosted in homes, offices and small 
data centers.  
Based on the proposed scenario, several 
questions arise regarding its performances 
and efficiency. Cloud nodes reports on re-
sources used and trusting clients to report 
billing values is a well-known security issue. 
The security mechanisms included in the 
proposed solution are setup to prevent a node 
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from cheating on reported billing values. 
However traffic on unencrypted links could 
be intercepted and it is possible for a node to 
join the cloud and start sniffing sensitive da-
ta. Therefore, the optimization of the authen-
tication process for distributed applications is 
needed [5]. 
Currently, the cloud model can be used for 
other scientific fields. This is the case with 
the so-called CloudRAN (C-RAN) [6] used 
in telecommunications. It is a cloud compu-
ting based new radio access network archi-
tecture that can support 2G, 3G or 4G sys-
tems and future wireless communication 
standards. Due to the ever growing complexi-
ty of the radio access networks, the cloud 
computing paradigm can be successfully ap-
plied for the computationally extensive algo-
rithms that are used in telecommunications 
networks [7]. 
 
2 Cloud Computing Technologies and Sys-
tems 
In this section the technologies and systems 
that are the basis for cloud computing solu-
tions and the role of communication net-
works in such solutions are presented. The 
timeliness of the proposed concept of cloud 
communications is justified and a brief sum-
mary of projects aimed at the development of 
cloud computing solutions is presented. Also, 
technologies like grid computing, virtualiza-
tion systems and communications aspects 
such as IPv6 networking are evaluated. 
Cloud computing is the delivery of compu-
ting and storage capacity as a service to a 
community of end-users. Cloud computing 
also extends the concept of IT services by 
combining user data, software and on-
demand computation resources over a net-
work. It relies on sharing of resources to 
achieve coherence and economies of scale 
similar to a utility (like the electricity grid) 
over a network (typically the Internet). At the 
foundation of cloud computing is the broader 
concept of converged infrastructure, virtual-
ization and shared services. 
The traditional layered approach implicitly 
supposes that the IaaS layer of Public Clouds 
is implemented by very large server farms, 

which are supposed to provide optimal effi-
ciency through economies of scale and auto-
mation. The IaaS layer of Private Clouds is 
implicitly supported by expensive Storage 
Area Networks (SAN) hardware. There are 
several efforts already under way, including 
the Distributed Management Task Force 
(DMTF) Open Cloud Standards Incubator, 
the Open Grid Forum’s Open Cloud Compu-
ting Interface working group, and the Storage 
Network Industry Association Cloud Storage 
Technical Work Group. In France the Free 
Cloud Alliance promotes the first Open 
Source Cloud Computing Stack which covers 
IaaS, PaaS and SaaS with a consistent set of 
technologies targeted at high performance 
and mission critical applications. A great re-
source to see the spectrum of cloud standards 
activity can be found at the OMG’s cloud 
standard wiki [8]. 
On the SaaS side, cloud communication ser-
vices support embedding communication ca-
pabilities into business applications such as 
Enterprise Resource Planning (ERP) and 
Customer Relationship Management (CRM) 
systems. For “on the move” business people, 
these services can be accessed through a 
smartphone, supporting increased productivi-
ty while away from the office. These services 
are over and above the support of service de-
ployments of VoIP systems, IP contact cen-
ters, collaboration systems, and conferencing 
systems for both voice and video. These ser-
vices can be accessed from any location and 
linked into current services to extend their 
capabilities, as well as standalone service of-
ferings. In terms of social networking, using 
cloud-based communications provides click-
to-call capabilities from social networking 
sites, and access to Instant Messaging sys-
tems and video communication, broadening 
the interlinking of people in the social circle. 
Virtualization of resources is the core of any 
cloud computing architecture, allowing the 
use of abstract logical interfaces for access-
ing physical resources (servers, network, 
storage). Among the methods of simulation 
of the interface to the physical objects are  
(a) multiplexing - creating multiple virtual 
objects in a single instance of a physical ob-



Informatica Economică vol. 17, no. 4/2013  111 

DOI: 10.12948/issn14531305/17.4.2013.10 

ject , such as a processor to process multi-
plexed multiple linked processes (threads) ,  
(b) emulation - building a virtual object in a 
physical object of another type , such as a 
hard disk can emulate physical RAM 
(through an interchangeable file or partition - 
swap ),  
(c) aggregation - creating a single virtual ob-
ject from multiple physical objects, for ex-
ample a number of hard drives to form a 
RAID disk unit,  
(d) Multiplexing combined with emulation - 
for example TCP emulates secure communi-
cation channel and multiplexes the data 
transfer between channel physical communi-
cation and processor. 
Along with virtualization, service-oriented 
architecture (SOA) concepts and Web 2.0 
services are the fundamental technologies for 
the creation of a cloud. The latter two can be 
connected and coordinated together repre-
senting a SOA architecture whose compo-
nents are implemented as independent ser-
vices that communicate with messages, but 
do not necessarily need web service technol-
ogy. 
In systems based on cloud computing, the 
above mentioned technologies for infrastruc-
ture, platforms and virtualized applications 
are implemented as services (usually web 
services), and are offered to users in the form 
of service-oriented architecture systems. 
Most public cloud systems, provide access to 
services via standardized interfaces and pro-
tocols, as described on the services of Web 
2.0 and RESTful (Representational State 
Transfer - a description of the software archi-
tecture model based on HTTP). 
Addressing Internet resources is one of the 
main characteristics of a cloud network, so 
the migration to IPv6 is one of the important 
topics, as will be shown below. Protocol 
IPv4 address space is 232 (4.3 billion) ad-
dresses, a number that has turned out to be 
insufficient. On January 11, 2011 the IPv4 
space address was officially announced as 
exhausted [9]. In contrast, IPv6 using 128 bit 
addressing has a capacity of up to 2128 (3.4 x 
1038) addresses. 

The advantages of a virtual routing system 
based on virtual machines are considered, as 
they are able to isolate each different instance 
(as stored in files or operating system files), 
the ability to easily perform common opera-
tions (start, stop, create, delete, copy, move), 
the ability to achieve additional operations 
(return to saved snapshots, backup and resto-
ration of snapshots), and last but not least, 
the simultaneous use of different protocol 
stacks (IPv4 and IPv6). 
 
3 Distributed and Decentralized Systems 
Research over many decades in the field of 
parallel and distributed computing is the ba-
sis for the development of cloud-based com-
puting systems, considering that many of the 
problems identified in the resource manage-
ment algorithms were already solved, or 
problems at the implementation level can be 
avoided. The cloud system is an evolution of 
distributed computing systems that extends 
the following paradigms:  
(a) Computing grid systems,  
(b) Utility computing (Computer processing 
systems as utilities),  
(c) Internet Computing (Systems using the 
Internet for calculations),  
(d) Autonomous computing systems,  
(e) Edge computing (Computing systems at 
the network perimeter),  
(f) Green computing (Computing systems 
with low environmental impact). 
Another important aspect is the issue of 
communication and modification of existing 
applications to convert them to the SaaS 
model. As we will explain in the next sec-
tion, the P2P volunteer computing paradigms 
contributed to the development of distributed 
computing systems and decentralized appli-
cations. 
The P2P model can be viewed as a precursor 
of cloud systems, being a variant of a distrib-
uted system that was based on flexible and 
least cost access to processing and storage re-
sources provided by participants in the sys-
tem (that are in different administrative are-
as). As a definition, a P2P (Peer-to-Peer) sys-
tem represents a distributed and decentralized 
network architecture, where peer nodes are 
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typically user terminals. These nodes have 
equal attributes and tasks, and also function 
as a consumer, but also as a data source by 
providing a portion of the processing and 
storage capacity for use by other nodes, thus 
relieving network from certain tasks [10].  
For building a cloud network, the transfor-
mation of the Chord [11] protocol structure, 
from a typical ring topology, to a master -
slave multi- ring structure, by using the ad-
dress grouping mechanism of IPv6 is pro-
posed. Also, taking into account factors such 
as performance and reliability of a node in 
the cloud to manage heterogeneous resources 
efficiently, we propose to calculate the repu-
tation and performance of a node by extend-
ing the P2P mechanism Credence [12], re-
sulting in a decentralized algorithm where 
each node uses the locally stored information 
to evaluate other nodes and to share assess-
ments of performance and reputation nodes 
neighbors. Reputation is very important for 
these systems, where unstable or even mali-
cious nodes may appear. The reputation is 
calculated for each node based on their 
matching between their own votes and the 
votes of nodes in a group with similar voting 
criteria. 
 
4 Distributed Cloud Computing Architec-
tures and Algorithms 
Cloud architectures can be analyzed from 
two different perspectives, from an organiza-
tional perspective and from a technical 
standpoint. In this section we will discuss 
first from the organizational point of view, 
which implies a distinction of the domains in 
which users and service providers are orga-
nized, and how they are separated. Next we 
will research technical functionality and al-
gorithms for cloud resource management sys-
tem. 
The traditional way of IT in a company can 
be very problematic. As changes in the busi-
ness environment occur, so appears the need 
to implement more efficient enterprise sys-
tems. Cloud Computing technology repre-
sents the next enterprise computing paradigm 
and a solution to most current enterprise IT 
problems. This section examines how Cloud 

technology has evolved and the way it affects 
related performances by presenting a case 
study based on a proposed open source Cloud 
platform. 
A deployment model defines the purpose of 
the Cloud and the nature of how the Cloud is 
located. The NIST definition [13] for the four 
deployment models is as follows: 
• Public Cloud: The public Cloud infrastruc-
ture is available for public use alternatively 
for a large industry group and is owned by an 
organization selling Cloud services. 
• Private Cloud: The private Cloud infra-
structure is operated for the exclusive use of 
an organization. The Cloud may be managed 
by that organization or a third party. Private 
Clouds may be either on or off-premises. 
• Hybrid Cloud: A hybrid Cloud combines 
multiple Clouds (private, community of pub-
lic) where those Clouds retain their unique 
identities, but are bound together as a unit. A 
hybrid Cloud may offer standardized or pro-
prietary access to data and applications, as 
well as application portability. 
• Community Cloud: A community Cloud is 
one where the Cloud has been organized to 
serve a common function or purpose. 
Networks based on cloud computing offers 
the ability to manage resources that are theo-
retically almost unlimited in terms of compu-
ting power, memory, processing and storage, 
while customers have the ability to adjust the 
dynamic consumer needs in a short time, 
usually a few minutes [5]. 
To manage a cloud services network, five 
specific factors were defined [14], which will 
be detailed in the following: self-service ac-
cording to need; network accessibility; 
shared resources; rapid elasticity, measurable 
services. 
Policies are necessary to determine which are 
the principles by which decisions are made 
for resource management, and thereafter to 
determine the mechanisms for implementing 
those policies. The cloud resource manage-
ment policies can be grouped into five clas-
ses:  
• Access control - is restricting access 
to a system, in the sense of accepting new 
processing tasks under the control policy , 
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but also to complete tasks already in work 
requiring knowledge of the state to limit 
overall system ;  
• Efficient allocation of capacity - re-
fers to the allocation of resources for each ac-
tive instance of a service in the cloud, as a 
global optimization problem, which requires 
the search for resources in a space with con-
straints and frequent changes of the compo-
nent systems.  
• Network load balancing (Load bal-
ancing) - can be done locally with energy op-
timization to distribute processing tasks 
equally in a group of servers. 
• Energy optimization - is one of the 
main objectives to reduce service costs, and 
can be achieved by focusing processing tasks 
on the lowest possible number of servers, and 
connections to other servers in standby mode. 
It is, however, difficult to manage QoS in 
this context.  
• Ensuring QoS - can be treated as an 
optimization problem of resources, but the 
models require complex calculations that 
cannot be performed efficiently in a short 
enough time for management decision mak-
ing and resource allocation 
Resource management is the core operation 
of any computer system, and is subject to 
three basic criteria for evaluating system per-
formance, functionality and cost. 
Implementation of resource management pol-
icies can be achieved by four types of mech-
anisms, which rely on a well-defined ap-
proach rather than ad- hoc methods:  
(a) Control theory - using the principle of 
feedback in order to ensure stability of the 
system and predict the transition [15], but 
can only predict the behaviour of local, rather 
than global, with simplified models, but un-
realistic use of Kalman filters for it;  
(b) Utility algorithms - need a performance 
model and a mechanism for allocating the 
cost and coordination of its user-level per-
formance [16]; 
(c) Machine learning systems - uses a branch 
of artificial intelligence techniques by which 
a system can learn from the process data. An 
advantage is that these techniques do not re-
quire a performance model of the system 

[17], and can be applied for coordination of 
multiple nodes that are themselves managers 
of autonomous systems;  
(d) Economic mechanisms - are mechanisms 
that take into account operation principles of 
a free market trading of resources and does 
not require a model of the system, for exam-
ple using combinatorial auctions for resource 
packages [18]. 
The performance model of a cloud system 
may become very complex cloud and a part 
of the analytical solution as described above 
is reaching its limits in the case of a large 
number of nodes. Also in some cases it was 
found that monitoring systems that require 
collecting information on the state system 
may be regarded as intrusive or models can-
not provide accurate data. 
As parameters needed are the average use of 
a CPU, memory, storage space and power 
consumption, a strategy is considered im-
proved when reducing the number of re-
quests to controllers to change the amount of 
virtual machines. A theoretical approach to 
optimal control proved difficult in terms of 
the amount of computation required. Also 
convincing results cannot be based on empir-
ical values of some parameters for optimal 
control equations. Another approach to com-
binatorial auctions offered a simple solution 
for resource management, reducing the prob-
lem to that of a packing model for sets of re-
sources. 
As innovative solutions we consider the use 
of epidemic algorithms (infection / immuni-
ty) to reproduce by cloning instead of cross-
ing for virtual machines, and the application 
of at least one mutation of each individual in 
the population, resulting in a selection of the 
best individuals and the loss of diversity be-
low 70%, compared to 90% for genetic algo-
rithms. 
Thus, this approach foresees that in the future 
we will use servers with normalized perfor-
mance, uniform communication links and da-
ta centers composed of modular components 
easily interchangeable when new modules 
are available as the technology improves. 
 
5 Cloud Computing Services 
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In this section we present the services offered 
by a cloud computing based system, and how 
they can be grouped into the category of re-
sources offered in certain levels. We under-
line the difference between cloud services 
and their attributes, and the concept of cloud 
computing as described in previous sections, 
the latter being actually the technologies and 
systems that enable the creation of cloud ser-
vices. 
As was shown in previous sections, cloud 
systems allow the implementation of hetero-
geneous systems and technologies, resource 
allocation mechanisms and applications as 
Web services. Consequently, it is no wonder 
that the cloud services are very diverse, and 
at first sight very heterogeneous in terms of 
functionality and use. 
Based on the above conceptual architectures, 
we will build first a comparison between 
cloud computing and its services, and then 
carry out a chart that will help categorize the 
different levels of service. This will allow 
comparison of instances of each class and is 
useful for determining the equivalence clas-
ses and to find some complementary cloud 
services to achieve optimal solutions for dif-
ferent usage scenarios. 
In Section 2 we found that there are many 
standardization initiatives for defining types 
and classes of cloud services, and structuring 
of the levels of service delivery, best known 
as IaaS, PaaS and SaaS. Management strate-
gies for these levels are different, but as 
common property there is the very high de-
mand fluctuation of resources that cloud ser-
vice operators should take into account to 
streamline the allocation of resources by im-
plementing mechanisms for the elasticity at-
tribute type. In some cases, traffic peaks can 
be managed, for example for web services 
that have seasonal peaks, but contingency 
must be implemented at the level of automat-
ic allocation mechanisms. This implies that 
there is a pool of resources that may be is-
sued or allocated according to demand and 
that a monitoring system is available with a 
control mechanism to decide in real time re-
allocation of resources. 
Further detailed are the levels IaaS, PaaS and 

SaaS. Infrastructure as a Service (IaaS) is one 
of the most popular ways to provide re-
sources as a service, known also as Hardware 
as a Service (HaaS). It can be divided into 
several categories, the most important being:  
(a) Computing as a Service (CaaS) where vir-
tual machines are rented and priced accord-
ing to resource consumption in a given unit 
of time, the main memory, CPU , features of 
its operating system and pre-installed appli-
cations ,  
(b) Data as a Service (DaaS) , also known as 
storage as a Service (STaaS), where virtually 
unlimited storage space is provided for stor-
ing files, regardless of size and type, being 
charged according to the amount of data 
stored or transferred ,  
(c) Network as a Service (Network as a Ser-
vice - Naas) refers to cloud services which 
provide virtual network connections, such as 
VPN or MVNO, or by infrastructure sharing 
that may belong to third parties e.g. commu-
nication operators[19]. 
Platform as a Service (PaaS) are services 
mainly used by developers to code applica-
tions for users, rather than to be directly ac-
cessed by the latter. The platform is essen-
tially a middleware that provides a program-
ming environment and run by different appli-
cations written in different programming lan-
guages can be offered as services. 
Software applications are offered as cloud 
services make up the level of Software as a 
Service (SaaS), being placed in terms of ser-
vice delivery levels above PaaS and IaaS. 
This model has the advantage that users do 
not need to install software on local resource 
limited equipment, but can be easily accessed 
and configured through the web interface. 
Recent scientific literature introduced new 
concepts of other applications offered as ser-
vices (XaaS), culminating in the topmost lev-
el in the form of people offered as a service 
over the stack of cloud-based computing, the 
so-called Human as a Service (HuaaS). This 
approach emphasizes that the paradigm of 
"cloud computing" is not limited to techno-
logical resources, but can be expanded to 
provide services through the participation of 
human beings as resources. As a subset of 
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HuaaS the term of crowdsourcing is emerg-
ing, which describes a service provided by a 
group of interconnected people performing 
certain tasks or solving some complex prob-
lems, including crisis situations [20]. 
In [21] the authors propose a service for 
managing contextual information in large 
scale distributed systems. This work propos-
es a concept of Reasoning as a Service 
(RaaS) and is based on XML messages for 
configuration of M2M services, which adapts 
according to the changing context. In addi-
tion, authors in [22] propose a system for 
management of communications that use the 
services of contextual information for com-
munications platforms with a goal to make 
the user interaction more effective. 
These services are also the foundation for the 
new paradigm of the Internet, such as:  
- Internet of Things (IoT): a global infra-

structure of sensor networks and devices, 
based on interoperable communications 
protocols interconnecting physical and 
virtual objects in an information net-
work;  

- Internet of services (IoS) standardized 
interfaces, open and configurable which 
enables different applications to function 
as interoperable services using specific 
semantic understanding, aggregation and 
processing of information derived from 
different sources, formats or other levels 

services ;  
- Internet of People (IoP) as shown by the 

concept of HuaaS, people become part of 
intelligent heterogeneous networks, be-
ing able to connect, interact and share in-
formation easily between them and the 
social or environmental;  

- Internet of Everything (IoE) : the ability 
to connect any device capable of provid-
ing web service interfaces for accessing 
their natural human-machine interaction. 

 
6 Development of the Distributed Cloud 
Computing Platform SlapOS 
In this section we present the architecture as-
pects and main features of the SlapOS plat-
form, which was chosen to build a cloud plat-
form from the research presented in the pre-
vious section. 
SlapOS architecture is based on the concept 
of Master and Slave, as shown in Figure 1, 
which will be detailed further in terms of 
software and the functionality of a platform 
for distributed cloud. Master nodes are cen-
tral directory nodes cloud system, serving to 
allocate processes to Slave nodes and keep 
track of the situation of each slave node and 
software that are installed on each node. 
Slave nodes can be installed on any comput-
er, both in data centers and in private net-
works, and their role is to install and run 
software processes. 

 

Slave

Slave

Office

Home

Slave

Datacenter

Slave

Moble 
device

Master

Client

 
Fig. 1. Proposed Open Source Distributed Architecture 

 
SlapOS Software has a kernel consisting of a 
hierarchical architecture that is built on an 
POSIX operating system, and the following 
modules: SLAPGrid, Supervisord and 
Buildout [4], as shown in Figure 2. 
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POSIX (GNU/Linux)

SLAPGrid

Buildout

Supervisord

 
Fig. 2. SlapOS Slave Software Architecture 

 
SlapOS works based on the SLAP protocol, 

which is an acronym for "Simple Language 
for Accounting and Provisioning", as pre-
sented in Figure 3. It is independent of pro-
gramming language, operating for experi-
mental platform implemented by Python im-
plemented SLAPGrid Slave node, and the 
corresponding Python module ERP5 SLAP 
Cloud Engine Master node. 

Master NodeSlave Node

http: set‐capacity

Once

http: get‐sr‐list

5 min

http: get‐cp‐list

5 min

1 sec

websocket

http: post‐accounting

1 zi

 
Fig. 3. Proposed SLAP Protocol 

 
After some time, a typical SlapOS Node will 
include multiple software applications and, 
for each software application, multiple in-

stances, each of which running in a different 
process, as depicted in Figure 4. 

 

POSIX (GNU/Linux)

SLAPGrid

Buildout

Supervisord

Partition 
App. 1

Partition 
App. N

Application
Computer 
partitions

User 
Folder

Shared 
Folder

SlapOS 
Kernel

 
Fig. 4. Proposed SLAP Protocol 

 
As shown in Figure 5, a computing partition 
is assigned a dedicated user N (slapuserN) 
and a dedicated directory 
(/srv/slapgrid/slappartN) and several address-
es on the network connection: global IPv6 
address, an IPv4 private and emulated Ether-
net interface (slaptapN). In addition, a public 

IPv4 address can be assigned, or a disk stor-
age unit type (/dev/sdaN). 
The development of Ubuntu alongside cloud 
networks was one of the reasons for choosing 
it as the operating system implementation 
slap nodes. Both versions of Ubuntu Server, 
the latest 13.10 12.04 LTS 64-bit and 64-bit 
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servers were used to host cloud nodes. 
As a general approach, we first installed a 
UNIX operating system, Ubuntu Linux is 
preferred, as was argued above. The next step 
is to configure network parameters and 
downloading sources for installation, after 

which will install the kernel modules: 
Buildout, Supervisord and SLAPGrid. Final-
ly, we set up the partitions and will assign 
different applications to test the cloud sys-
tem. 

 
 

Computing partition N

Dedicated folder 
(/srv/slapgrid/
slappartN)

Dedicated user 
(slapuserN)

Block storage 
device 

(/dev/sdaN)Ethernet emulation 
(slaptapN)

IPv6 
global   

IPv4 
private

IPv4   
public

 
Fig. 5. Block diagram of a computing partition on a SlapOS Slave 

 
Table 1 presents the hardware specifications 
of the two servers Fujitsu Siemens and the 3 
HP servers that were used to build private 

cloud system infrastructure presented in this 
paper. 

 
Table 1. Hardware specifications of the HP and Fujitsu Servers 

Server 1 Fujitsu RX300S4 
Processor Intel Xeon E5405 @ 2GHz 
Cores 4 
RAM 2 x 2GB 
Storage 2 x 140GB 15k SAS, 4 x 2TB 7.2k 

SATA 
Hardware RAID LSI MegaRAID 5/6 SAS 256MB 
Network 3x Gigabit 
  
Server 2 Fujitsu RX300S6 
Processor 2 x Intel Xeon E5506 @2,133 GHz 
Cores 2 x 4 
RAM 16GB 
Storage 3 x 1TB 7.2 SATA, 3x 2TB SATA 
Hardware RAID LSI MegaRAID 
Network 3x Gigabit 
  
Server 3 HP ProLiant DL380p Gen8 
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Processor 2 x Intel Xeon E5-2620 6-Core 
(2.00GHz 15MB L3 Cache) 

Cores 2 x 6 
RAM 32 GB 
Storage 4 x 1TB 7.2 SAS,  3x 2TB SATA 
Hardware RAID Smart Array P420i/1GB with FBWC 

(RAID 0/1/1+0/5/5+0) 
Network 4 x Gigabit 

 
For a SlapOS Slave node composed of sever-
al computing partitions we implemented the 
SLAP protocol to demonstrate:  how to cre-
ate folders on a slave node, the allocation of 
network interfaces to each partition, creating 
configuration files based on Buildout for al-
location and instantiation of applications, 
controlling processes by Supervisord. 
A typical commercial PC can usually provide 
100 computing partitions, while the servers 
we deployed can contain easily 500 to 700 
computing partitions. 
SlapOS Master node is used for requesting an 
instance for various communications applica-
tions and will seek a free partition according 
to specified SLA parameters. SlapOS Slave 
node will install the chosen software on a 
free partition and start an instance of the ap-
plication, and when it is no longer needed it 
will be deleted. Finally, we implement on the 
SlapOS Master the mechanisms for monitor-
ing and metering of the resources consumed 
by the nodes SlapOS Slave processes. 
At the extreme limit performance computing 
partition can include multiple instances of the 
same application, consuming cloud resources 
node. To increase performance, it is recom-
mended that the principle of installing appli-
cations on each partition elementary calcula-
tion, which allows network expansion and 
optimization of resources due to their alloca-
tion granularity. 
Below are some of the skills that IT depart-
ments need to develop both to benefit from 
the opportunities offered by the CC and to 
successfully overcome the challenges posed 
by the CC. 
• Areas of competence for Cloud computing 
in the enterprise. The first aspect is the ability 
of organizations to standardize and compare 
economic models for IT services / Cloud. 

Organizations must be able to compare the 
cost structures of traditional IT model charg-
ing - sharing in the Cloud Computing i.e. 
processing capacity - CPU / hour and storage 
- GB / month. Hidden costs such as manage-
ment, administration and transition costs, in-
cluding staff training should also be intro-
duced in the calculation. Gross price for 
Cloud Computing is very convincing at the 
moment but will be tempered by costs. 
Therefore, organizations need to assess as 
accurately as possible, the time required to 
recover the investment due to the adoption of 
Cloud Computing working environment; 
• Creating effective prototypes and selection 
process of suppliers. Choosing a platform for 
cloud computing work term does not imply 
immediate advantages for organizations. 
Moreover, smart organizations will moderate 
their approach by creating prototypes proac-
tively and a selection process that will help 
them in selecting the best set of services and 
tools for Cloud Computing. For example, 
early implementation of the non - critical ap-
plications can be a useful way to accommo-
date members of the working environment 
requirements and Cloud Computing possibil-
ity of integration with existing IT processes. 
This implementation can validate the busi-
ness model and efficiency, furthermore, will 
provide an opportunity to explore the area 
surrounding Cloud Computing: performance 
issues, latency and other issues caused by 
distance moving services of the points are 
used, strengths and weaknesses of platforms 
used in prototypes or pilot applications; 
• Technical ability to adopt and execute 
Cloud Computing services. After the eco-
nomic efficiency has been achieved, the next 
challenge is the acquisition of Cloud Compu-
ting platforms Fluencies of technical, some-
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thing that tends to bring attention to open 
technologies ( open source ) or web pro-
gramming languages and models for applica-
tions less known. Architects, developers, 
testing, operational teams, security and net-
work issues will have to adapt or be adapted 
to Cloud Computing. This process of adjust-
ment will be provided with time and re-
sources so that the core business not to be af-
fected; 
• Incorporation of Cloud Computing in IT 
strategic planning. Introducing Cloud Com-
puting brings important questions as the ex-
tent to which this affects strategy implemen-
tation SOA (Service Oriented Architecture - 
SOA), impact on recovery plans in case of 
disaster, rescue and restoration policy and ar-
chiving policies legally mandated data, the 
risk profile for the use of CC and mitigation 
strategy, the risk of locking the platform and 
how can this be avoided . All these details 
need to be clarified given that CC is imple-
mented applications and IT functions increas-
ingly important. 
The fundamental purpose of Cloud Compu-
ting technology is sharing resources and ser-
vices, and the most important part of the im-
plementation process is the management and 
assigning resources effectively [23]. Intro-
ducing economic element in question may re-
flect initially offer resources and dynamic 
changes of demand. When there is a signifi-
cant change in the world of IT, implications 
are unclear, therefore organizations, especial-
ly large ones, tend to choose a precautionary 
attitude following a careful risk management. 
Occasionally, some of these changes deter-
mine the cost savings, operational enhance-
ments and approaches to business issues with 
important strategic advantages. One of these 
changes is determined by the adoption of 
Cloud Computing working environment, as 
mentioned by the authors in [24] "The great-
er the benefit in one or more of these areas, 
the strategic advantage is more obvious, and 
this potentially impacts on a wider range ". 
There are benefits that can influence the 
companies / organizations that choose to be 
pro - active in the management of potential 
risks. These benefits include access to com-

pletely different levels of scale and cost sav-
ings in terms of ability to prioritize quickly 
and also the capability to operate IT systems 
at a lower cost than previously possible. 
Changes in infrastructure management, in-
cluding maintenance and updating (Cloud 
Computing providers offer extensive virtual-
ization and accessibility of basic components 
to make them insensitive to replacement and 
upgrade), as also improved agility solutions 
and the possibility to choose between suppli-
ers especially in the context in which in-
teroperability is indisputable, are all benefits 
of implementing Cloud Computing. 
We believe that the working environment 
Cloud Computing has great potential to gen-
erate change in mentality and doing business, 
whether these technologies are exploited 
within companies or in their relations with 
the world economic. 
 
7 Conclusions 
By running instances of applications as pro-
cesses instead to create a virtual machine for 
each application, as other cloud systems such 
as Amazon AWS EC2 are implemented, we 
presented how SlapOS allows more efficient 
use of hardware resources. 
In conclusion, SlapOS is the recommended 
platform for open source application devel-
opers to transform their applications to a dis-
tributed SaaS model, including their migra-
tion to IPv6. 
The presented research study can be used for 
implementing distributed cloud platforms for 
different applications in areas such as agri-
culture, smart cities, expert systems, e-
learning platforms or neutrino radiation mon-
itoring. 
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