
THE GRAMMAR OF RELATIVE ADJECTIVES AND COMPARISON 

Renate  B a r t s c h  
FU B e r l i n  and U n i v e r s i t y  of Cal i forn ia ,  Los Angeles  

Theo Vennemann  genannt  Nie r fe ld  
U n i v e r s i t y  of Ca l i fo rn ia ,  Los  Ange les  

1. E a r l i e r  Approaches  to the P r o b l e m  of Re la t ive  Adjec t ives  and Compar i son .  

Speakers  of Eng l i sh  know that  the following s en t ences  have someth ing  in common.  

(0} John  is  5 feet  ta l l .  

John is  ta l l .  

Mary  is  ta l l .  

John is  t a l l e r  than Mary.  

(i) 

(i,) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

John  i s  as  tal l  a s  Mary .  

John is  the t a l l e s t  of P e t e r ' s  sons .  

John i s  shor t .  

John is s h o r t e r  than Mary .  

John i s  as  s h o r t  as  Mary.  

(8) John is the shortest of Peter's sons. 

Contemporary syntaeticians have tried to account for this knowledge. Most of them 

have assumed that sentences (i) and (I') are somehow involved in the derivation of sentences 

(2) - (4), viz. as part of their deep structures from which their more complex surface struc- 

tures are derived by means of syntactic transformations. This procedure did not, of course, 

arise accidentally. It is suggested by the relative complexity of the surface structures of 

these sentences, and is thus a direct result of the preoccupation of contemporary syntac- 

t i c i ans  with s u r f a c e - s y n t a c t i c  p r o p e r t i e s  of languages .  

The fa i lure  of mos t  c o n t e m p o r a r y  syn tac t i c i ans  to ana lyze  and fo rmula t e  the p r o p e r -  

t i e s  of r e l a t i ve  ad jec t ives  and c o m p a r i s o n  p rope r ly  is ,  of cou r se ,  by no means  novel .  On 

the c o n t r a r y ,  they perpe tua te  (or  renew) a vene rab l e  t r ad i t ion  which s t a r t e d  two and a half  

thousand y e a r s  ago with P l a t o ' s  Theae te tus ,  and m ay  thus c o n s i d e r  t h e m s e l v e s  in exce l l en t  

company.  B e r t r a n d  R u s s e l l  (±945, p. 159) w r i t e s ,  

This  paper  a p p e a r s  in L ingu i s t i s che  Be r i ch t e ,  21. It is  a s h o r t  v e r s i o n  of an a r t i c l e ,  
"Rela t ive  Adjec t ives  and C o m p a r i s o n " ,  UCLA P a p e r s  in Syntax, 2, edi ted by Paul  Schach te r  
and George  B e d e l l .  The theory  of g r a m m a r  on which th is  a r t i c l e  is based ,  as  well  as  app l i -  
ca t ions  of th is  theory  to o the r  p r o b l e m s  of g r a m m a t i c a l  ana lys i s ,  i s  p r e s e n t e d  in  o u r  b o o k ,  
S e m a n t i c  S t r u c t u r e s :  A S t u d y  in  t h e  R e l a t i o n  B e t w e e n  S e m a n t i c s  an t i  S y n t a x ,  
F r a n k f u r t :  A t h e n a u m - V e r l a g  1972.  
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" T h e r e  a r e ,  a t  th is  point,  some puzz les  of a v e r y  e l e m e n t a r y  
c h a r a c t e r .  We a r e  told tha t  s ince  6 is  g r e a t e r  than 4 but l e s s  than 12, 6 i s  
both g r e a t  and sma l l ,  which  i s  a con t rad ic t ion ,  Again,  Soc ra t e s  i s  now t a l l e r  
than Theae te tus ,  who is  a youth not  yet  full grown; but in a few y e a r s  Socra tes  
wil l  be s h o r t e r  than Theae te tus .  T h e r e f o r e  Soc ra t e s  is  both ta l l  and  shor t .  
The  idea of a r e l a t i o n a l  p ropos i t ion  s e e m s  to have puzzled P la to ,  a s  i t  did 
m o s t  of the g r e a t  ph i lo sophe r s  down to Hegel ( inc lus iveL" 

Log ic ians  and  s e m a n t i c i s t s  e m p h a s i z e  tha t  (2), (3), and (4) do not  imply  (1) and (1 ') .  

John may be a v e r y  s h o r t  boy, which m e a n s  that  (1) is  fa lse ;  yet  (2), (3), and (4) may  be 

t rue .  N e v e r t h e l e s s ,  even  though the re  ex i s t s  no impl ica t iona l  r e l a t i o n  between s e n t e n c e s  

(2) - (4) on the one hand and (1) and (1')  on the o ther ,  t h e r e  c l e a r l y  e x i s t s  a s e m a n t i c  r e l a -  

t ionship  which  a theory  of g r a m m a r  m u s t  account  for .  

T r a n s f o r m a t i o n a l  g r a m m a r i a n s  have p roposed  deep s t r u c t u r e s  of the following kind 

in which  (1) a n d / o r  (19 a p p e a r  as  cons t i t uen t s  of (2) 1. 

(A) S 

John is Mod tall 

m o r e  t h a / ~ n  S 

Mary  i s  ta l l  

(B) 

NP 

I 
S 

John is tail 

S 

VP 

V NP 

I I 
more S 

Mary  i s  tal l  

The syn tac t i c  p r o p e r t i e s  in these  a p p r o a c h e s  run  coun te r  to the s e m a n t i c s  of s e n t e n c e s  l ike 

(2): they p r e s e n t  deep s t r u c t u r e s  of c o m p a r a t i v e  s en t ences  which  contain  deep s t r u c t u r e s  of 

the c o r r e s p o n d i n g  s e n t e n c e s  wi th  pos i t ives  a s  cons t i t uen t s .  Th i s  is  i n c o r r e c t ,  because  the 

mean ings  of s en tences  with pos i t ives  a r e  not  conceptual  cons t i t uen t s  of the mean ings  of the 

c o r r e s p o n d i n g  c o m p a r a t i v e  s e n t e n c e s :  one does not  have to i n t e r p r e t  the posi t ive  s e n t e n c e s  

i n t e r p r e t  the c o m p a r a t i v e  sen tences .  In (B), the cons t i t uen t  [[John i s  ta l l ]  SJNP in o r d e r  to 

sugges t s  tha t  t e r m s  a r e  the a r g u m e n t s  of the r e l a t i on  more .  But as  i t  s t ands  we do not  know 

what  kind of nomina l i za t ion  of S is  intended.  It  i s  even  wrong  because  i t  sugges t s  tha t  the  

I 
F o r  de ta i l s  and r e f e r e n c e s ,  cf. the comple te  a r t i c l e  ( B a r t s c h  and  Vennemann ,  1972).  
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nominal izat ion of the posit ive sentences  John is  tall  and Mary  is tall is intended, This would 

be something like John 's  being tal l  and Mary[s  being tall ,  o r  John ' s  ta l lness  and M a r y ' s  t a l l -  

ness  where ta l lness  is the proper ty  of being tall,  even though sentence (2) does not imply 

that e i ther  John or  Mary have the proper ty  of being tall .  Note fur ther  that with analyses  of 

type (A) and (B), sentences like Bill  be l ieves  he is t a l l e r  than he is a r e  not r ep resen tab le ,  

as  observed  by Ross  and P e r l m u t t e r  (1970). 

Severa l  semantic  approaches  to the problem of re la t ive  ad jec t ives  and compar ison  

have been proposed. It would be too t ime-consuming  to demonst ra te  in this lec ture  that 

those made by Reiehenbaeh (1947), Seuren (1970), and Wierzb icka  (1972) a re  inadequate. 

The only authors who have shown an understanding of the problem are  Sapir (1944), F i l l -  

m o r e  (1965), Wunderl ieh (1970), Bie rwiseh  (1971) and Dik (1971).Of t h e s e ,  S a p i r - F i l l m o r e  

on the  one  hand ,  and W u n d e r l i c h  on the  o t h e r ,  r e p r e s e n t  c o n t r i b u t i o n s  tha t  

a r e  s i m i l a r  to o u r  p r o p o s a l .  S a p i r - F i l l m o r e  s u g g e s t  that  the  c o m p a r a t i v e  i s  

not  b a s e d  on the  p o s i t i v e  s e m a n t i c a l l y ,  d e s p i t e  t he  m o r p h o l o g y .  And  W u n d e r -  

l i c h  i n t r o d u c e s  t he  c o n c e p t  of m e a s u r e  f u n c t i o n s  r e l a t e d  to r e l a t i v e  a d j e c t i v e s .  
1 

Both  p r o p o s a l s  h a v e  s e v e r a l  i n a d e q u a c i e s .  H e r e ,  r a t h e r  t han  p o i n t i n g  t h e s e  

out ,  we  p r e f e r  to  p r e s e n t  ou r  own a n a l y s i s  of r e l a t i v e  a d j e c t i v e s  and c o m p a r i s o n s .  

2. Semantic Representa t ions  of (0) - (8). 

In this section,  we use ~T as an abbreviat ion for the m e a s u r e  function as  applied to 

the dimension Height (Tal lness) .  We will  explain this abbrevia t ion in Section 3. NT, y 

r ep re sen t s  the average  of the heights of the objects  in the r e fe rence  set  Y within which x is 

compared.  The angular brackets  a re  used to indicate presupposi t ions .  

(0a) f~T(X) = 5 feet 

M 
(la) f T ( X ) > N T , y  

(2a) f~T(X) > ~TIT(y) 

(3a) ~TI(x)=f~T(y) (and 2 <~T(Y)>NT, y }  ) 

John = (lx  [Soo(x (y (Son(y Pe) x ¢ ( y @  

(5a) ~TT(X) < Nw, y 

(On) /and 

I 
The semant ic  approaches  a r e  analyzed in the complete  a r t i c l e  (Bar t sch  and Veanemann, 

1972). 
2 

Sentence (3) has a second in terpre ta t ion  with > r a the r  than =.  Simi lar ly ,  (7) with < 
for = .  
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3. 

d imens ion  D, 

a b b r e v i a t i o n s :  

(Ta) ¢(y) and N ,y> 

(Sa) John = (Ix) FSon(x, Pe) ~ (y)(Son(y, Pe) & x ~y ~ fTM(x)< ~T(y))3 

The G e n e r a l  M e a s u r e  Func t ion  fM. 

The gene ra l  m e a s u r e  function fM is  a 2 -p lace  o p e r a t o r  whe re  one a r g u m e n t  i s  a 

and the o the r ,  an objec t  m e a s u r e d  in th i s  d imens ion ,  fM(x, D). We use  two 

• D D  (x) = def  t~I(x'  D) i f  D i s  cons tan t ;  

~xx (D) = def  flvI(x" D) i f  x i s  cons tan t .  

F o r  example ,  D is  cons t an t  in John is  t a l l e r  than Mary ,  and  x i s  cons t an t  in Th i s  house i s  

b r o a d e r  than high. The gene r a l  m e a s u r e  function fM maps  p a i r s  of ob jec t s  x and d i m e n -  

s ions  D on equiva lence  c l a s s e s  of ob jec ts  r e l a t i ve  to D. The se t  of equ iva lence  c l a s s e s  

r e l a t i ve  to D is  l i nea r ly  o r d e r e d .  

In Section 2, D was  exempl i f ied  with T (Ta l lness ) .  Other  d i m e n s i o n s  for  which 

both  Eng l i sh  and G e r m a n  have r e l a t i ve  ad jec t ives  a r e :  Bread th ,  T e m p e r a t u r e ,  Speed; In t e l -  

l igence,  Beauty,  L ive l i ne s s .  Note tha t  a d imens ion  may  or  may  not  have a quant i f ied  sca le  

a s s o c i a t e d  with it. Of the  above,  the f o r m e r  t h r e e  do, the  l a t t e r  do not (but a t t emp t s  have 

been made  to quantify in te l l igence) .  Many, m o r e ,  mos t ,  and  t h e i r  an tonyms  few, fewer ,  

fewest ,  m i s t aken  by some l inguis t s  as  quan t i f i e r s  l ike al..~l and  some,  a r e  a l so  r e l a t i ve  a d j e c -  

t ives ,  spec ia l  in tha t  t he i r  d imens ion  (D = P,  for  Power ,  the n u m b e r  of e l e m e n t s  in a set) 

appl ies  to se t s  r a t h e r  than individual  ob jec t s .  Much (mgre ,  most)  and i ts  an tonym l i t t le  

( l e s s ,  least)  a r e  r e l a t i ve  ad jec t ives  r e f e r r i n g  to the d imens ion  Quant i ty  appl icable  to m a s s  

n o u n s .  

4. On the Syntax of Re la t ive  Ad jec t ives .  

We now tu rn  to the syn tac t i c  de r iva t ion  of c o m p a r a t i v e  s e n t e n c e s .  The ma in  types  

of r u l e s  we use  a r e  l ex ica l i za t ion  r u l e s ,  cons t i t uen t  s t r u c t u r e  r u l e s ,  and s e r i a l i z a t i o n  r u l e s .  

By lex ica l i za t ion  we mean  the choice  of lex iea l  i t e m s  app rop r i a t e  to c o n v e r t  s e m a n t i c  r e p r e -  

s en t a t i ons  into phonet ica l ly  i n t e r p r e t a b l e  s t r u c t u r e s .  T h e r e  a r e  usual ly  s e v e r a l  ways  to 

v e r b a l i z e  a g iven  s eman t i c  r e p r e s e n t a t i o n .  F o r  example ,  the s eman t i c  r e p r e s e n t a t i o n  

may  be e x p r e s s e d  a s  in (2 0 ) and (2). 

(2 0) " D i r e c t "  ve r ba l i z a t i on :  

The  he ight  of John i s  g r e a t e r  than the height  of Mary .  
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(2) "Better" verbalization: 

John is taller than Mary. 

Of these sentences, (2 0) seems to verbalize (2a) more directly. As a consequence it is long- 

er than (2). The difference between a "direct" verbalization and a "better" one is even 

more obvious in cases like 

(la) ~TIT(xj) > NT, Y 

(I 0) John's height is greater than the average of the heights of boys. 

and 

(I) John is tall. ~I) used in a ¢~ontext which makes clear that John is compared 
to other boys.J 

The function of syntax is not simply to verbalize semantic representation but to do it "well", 

i. e., to provide shortcuts which allow the speaker to express complex meanings in short and 

simple surficial structures. Thus,(2) is better than (2 0) and (I) is better than (I0), where 

"better" here stands for "expressing the same semantic representation with fewer words 

and a simpler surface phrase structure". 

From this point of view, the "invention" of the relative adjective (just like that of the 

relative verb) was a stroke of genius of the human linguistic mind. A dimension is inherently 

a nominal concept, and so is the value associated in it with an individual by the measure 

function fM. The relations >, <, = are the verbal elements in comparison sentences. The 

compared values are the arguments of the relations. The names of the objects compared are 

hidden in the argument of the measure function. Relative adjectives permit the speaker to 

present the second-degree arguments of the semantic representations as first-degree sur- 

face arguments. Consider the semantic and surface representations of the sentences (2a), 

(2), (in), and (I): John is a second-degree argument in (2a) and (In), but a first-degree 

argument in (2) and (I) (see Figure i). Furthermore, the deletion of an average which can 

be inferred from the context allows semantic representations of the kind (In) to assume sur- 

face structures like (~) which look like the most primitive kind of predications: f(x), as in 

This rose is red, Mary is human (Figure 2). The gain in surface shortness and simplicity 

is optimal, while all semantic properties of the sentence remain completely recoverable. 

The shortcut aspect of relative adjectives becomes most apparent from the fact that 

only the most frequently referred to dimensions have a corresponding lexical relative adjec- 

tive. English has lexical units for "largeness", "liveliness", and "weight", but not for 

"being prepared for the contest" or "being more balanced racially". (Perhaps the deverbal 

adjective integrated will develop into a special relative adjective for the dimension of "racial 

balance" of a given set of people, as this dimension becomes more important socially and is 
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P 

P r e ~ A r g  
I I 
> C 1 

Op/~Arg 

i I 

C 2 

Op~Arg 

i I 

P r e ~ A r g  

Com!d ! 1 Y 

FIGURE 1 

P 

Pre Arg 
I L I 
> /~ ND' y 

Op Arg 

i I 
¢ x 

P 

/A 
Pred Arg 

FIGURE 2 
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more frequently referred to.) Even certain simple geometrical dimensions do not have 

adjectives in English, e. g,, the (maximal) diameter and circumference of a figure such as 

a rectangle or circle, while the length and width of appropriate figures do. There is no sen- 

tence ;'.,All circles are more circumferenced than diametered as there is the sentence All 

proper rectangles are longer (or more long) than wide. In such eases the nominal character 

of dimensions becomes apparent on the surface: The circumference is greater than the dia- 

meter for all circles, or All circles are greater in circumference than in diameter. The 

analogous situation seems to arise in some languages even with more common dimensions, 

e,g., in Igbo with Tallness: John ka Mary ogologo, '~John is taller than Mary", literally 

"John (sur-)passes Mary (in) tallness", (examples due to Marianne Celce-Mureia, UCLA). 

Often a language neutralizes several semantically similar dimensions into one adjective 

English uses long for a spatial and a temporal dimension. German uses gross for the Tall- 

ness, Largeness, Bigness and Greatness dimensions separated in English. Certainly there 

are interesting universals of dimensional syncretism to be discovered here. It seems quite 

plausible to us that there may exist languages lacking relative adjectives altogether in which 

nouns (weight, duration) or verbs (weigh, last) are used instead. (English has heavy and 

long in addition to the nouns and verbs. ) However, that a language renounces both the adjeo- 

tire and the verb shortcuts seems less likely. Note also that while many of the relative nouns 

lacking related relative adjectives are rather long, relative adjectives themselves tend to be 

short, with many of the most basic ones being monosyllabic in English: long, high, wide, 

broad, far, tal___l, large, big, great, smart (together with sharp and bright preferred to the 

unwieldy intelligent),  late, good, bad, etc. 

A re la t ive  adjective is represen ted  in the lexicon with no other information than the 

dimension(s) to which it r e fe r s ,  and the information Adjective (in addition to i ts  phonetic 

shape, and perhaps ee r t a in id iosynera t l c  proper t ies  it  may have, such as supptetiveness).  

Let d be a basic ("unmarked") re la t ive  adjective with the phonetic shape d and the d imen-  

sion D. The lexical representa t ion  of d is Ed, D. AdjectiveJ.  The ("marked") antonym 

of d is represen ted  with a "mark" ,  for which we may use < i tself :  L~, D, <. AdjectiveJ.  

We will now give the typical lexieai izat ions for sentences containing posit ives,  c o m -  

parat ives,  super la t ives ,  and a s . . . a s  const ruct ions .  We use Y to designate the re ference  

set. This re ference  set is needed for the superlat ive,  where the "superlat ive" e lement  has to 

to be a member  of it, and in the positive, where the average ND, y is  based on it; cf. the 

"different meanings" of ~ in This mouse is big and This elephant is  big, which follows from 

the fact that NBig ' {x: mouse(x)} ¢ NBig, {x: elephant(x)}" 
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(9) (a) fM(x) > ND, Y ~ x(Posd) 

-~D(X) <ND, Y ~ x(Posd) 

(b) fDM(x) > ¢ ( y )  ~ x(Compd) y 

¢(x) <¢(y) x(0omp )y 

(e) ( i x ) ~ y ) ~ y e Y  & x # y )  D fDM(X)> fDM(y) & <x~Y)] ' - " -~ (x ) (x ( supd)Y)  

(lx) Ey) ( (yeY & x # y )  ~ fMD(x)<fDM(y) & (xcy>~- -~ ,<  x)(x(sup'd)Y) 

(d) a s . , .  as const ruct ions  

¢ ( x )  = ¢ ( y )  " ~  x(Equal d)y 

¢ ( x )  = fM(y) & < ¢ ( y )  < ND, y )  ~"-~ x(Equal ~) y 

These texicatization ru les  requi re  a number  of c lar i fying r emarks .  F i r s t ,  we note 

that no other aspects  leading to the lexieal izat ion of these semant ic  represen ta t ions  have 

been dealt  with than those leading to the introduction of the re la t ive  adject ives themselve s. 

Other ru les  a re  needed to lexicalize the const i tuents  Pos (Positive) [usually lexical ized as  

zeroS, Comp (Comparative),  Sup (Superlative), and Equal, and to introduce further  m o r -  

phological ma rke r s  requi red  for a given language. We will show in some detail what these 

ru les  are  for English. 

Second, we must  point out that (9) is a s implif ied representa t ion  which we have 

introduced in the in te res t  of expository c lar i ty .  A false impress ion  one may get f rom (9) is 

that the const i tuents  of the forms left and right  of the ar row a re  necessa r i ly  a r ranged  in a 

l inear  sequence. It  is apr!or.i, the case that the logical forms to the left of the ar row a re  

logically devoid of any spacial or  temporal  sequential i ty.  The fact that they are  ordered on 

paper is based on the desi re  to save additional notational apparatus.  To make explicit  that 

the l inear  a r rangement  of logical forms is accidental  (i, e . ,  has only pragmatic  but no logical 

reasons) ,  we must  introduce a notation which makes explici t  what the re la t ionship of each 

argument  to i ts  re la t ion is .  Thus,  we label the two arguments  occurr ing  in the definition of 

> in some a r b i t r a r y  fashion, e . g . ,  by means  of numbers  1, 2 (but an as t e r i sk  and a hear t  

would serve the same purpose). Let ! mark  that place in the re la t ion  > which in the con-  

ventional notation a > b is occupied by a; let 2 mark  the place of b. We wri te  ~ to 

indicate that we use this par t icular  notation for the re la t ion "grea te r  (more) than". (Note 

that this procedure is not c i r cu la r  because the re la t ionships  of the two arguments  to the 

re la t ion > follows di rec t ly  from the meaning of the re la t ion. )  Now al l  possible l inear  
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a r r angemen t s  of the const i tuents  a, >, 

(iO) Q~2  ± 2 )  , a b  

b of a > b are equivalent:  

( b ~  b a  ~ ' 

In fact, ver t ica l  a r r angemen t s  would l ikewise be equivalent.  We enclose const i tuents  whose 

order  is  i r r e levan t  in braces ,  with an a r b i t r a r y  a r rangement  of the consti tuents 

1 2 
1,2 

More explicit ly,  s ince ~ and i ts  a rgument  a re  l ikewise unordered,  w e  wri te :  

1 2 

Note that the operation fM and i ts  two arguments  can l ikewise be represen ted  as an uno r -  

d e r e d s e t ,  e . g . ,  { f M x l ~ } ;  but we use the abbrevia tory  notation, a s l e s s c o m p l e x .  

We suggest that the output of the lexical izat ion ru les  (9) is l ikewise unordered.  Thus, 

we intend our rules  in (9) to be in terpre ted  on the analogy of (9b'), which is a formal r e p r e -  

sentation of (9b) in the model jus t  outlined: 

2 

Our basis  for this suggestion is that different languages ser ia l ize  ( l inearize) the const i tuents  

in compar ison sentences  differently,  and that some languages se r ia l ize  the same const i tuents  

differently indifferent contexts. Thus, English serializes {~Compd}l 2} as 

~{Comp d} 21, Hindi ~i 2{Comp }I , serializes as d , Sanskrit in any order" German 

{Comp d}  as [d Comp], Spanish as [Comp d~, English as [d Comp] if Comp is l ex ica l -  

ized as  - e r ,  otherwise as LComp dj .  On the other hand, ser ia l iza t ion  depends on texica l -  

ization:  Whether a re la t ional  concept is  lexical ized as a re la t ive  adjective,  or  a verb,  or  a 

noun, can have incis ive  consequences for the ser ia l  a r r angemen t  of the whole sentence.  
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We will  now show with a sample  de r iva t ion  how r u l e s  (9') E = (9) r e i n t e r p r e t e d  along 

the l ines  of (9b')J work,  and what  o the r  l ex ica l i za t ion  and s e r i a l i z a t i o n  r u l e s  may  be needed  

in a given language.  We use  an Eng l i sh  sen tence ,  (2) John  i s  t a l l e r  than Mary .  I ts  s eman t i c  

r e p r e s e n t a t i o n  is  (14a), where  x j  and x M a r e  ind ices  for  the two ind iv idua ls  which a r e  

l ex iea l i zed  as  John  and Mary ,  r e s p e c t i v e l y  ( r a t h e r  than as ,  say,  Smi th ' s  son and M i l l e r ' s  

daughter ) .  Th i s  l ex iea l i za t ion ,  with  a l l  the syn tac t ic  and s eman t i c  p r o p e r t i e s  of the l ex ica l  

i t e m s  involved,  has  taken place in (14b). One m u s t  r e c a l l  the nota t iona l  d i f fe rence  between 

d and d in o r d e r  to i n t e r p r e t  l ex ica l  r e p r e s e n t a t i o n s  p roper ly :  

1 2 

1 2 

(14) 

Application of (9b') yields (15): 

(15) omp tall John Mary 

Lexicalization of Comp follows the well-known rule according to which a certain class of 

common monosyllabic and disyllabic words (with certain phonological conditions imposed on 

disyllables) take -er, while all others take more: taller, redder (or more red), happier, 

commoner (or more common) vs. more serene, more beautiful, more jaune, more dead. 

Let us designate the class of adjectives taking -er be ER; i .e . ,  let us consider all such 

adjectives as marked ER in the lexicon. The rule can then be formulated as (16), where 

both -er and more are, of course, marked lexically as containing the feature Comp. 

(16) (a) Comp ~-er/ER 

(b) Comp ~ more . 

Equivalently, we can write (17): 

(17) Comp ~ I -er/ER } m o r e  

but we do not intend any order of application to be involved here. The theory of grammar 

provides conventions which prohibit the general case from applying if a special mark re-  

quires the application of a restricted rule. 

The need for at least two more lexicalization rules of a morphological nature is 

obvious. The first introduces than as part of the second argument of a comparative: 
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Note that the information Comp is still present even after the lexicalization of the constituent 

Comp, because it has to be part of the lexical representation of both -er and more in order 

for rules (16a, b) to find them in the lexicon as suitable lexicalizations of Comp. Note further 

that than is introduced in such a way that it builds a new constituent together with the old con- 

stituent 2. 

The second morphological rule is that which introduces the copula in verbless subject- 

predicate sentences. We formulate only that part of the rule which applies to adjectives as 

predicates, because only that part is needed in our fragment. We do not formalize certain 

restrictions related to the modality of the sentence, or to such information as "predicative 

use of the adjective", Note that different from than, be is not adjoined to any one of the con- 

stituents of the sentence. The reason for this is that we want this rule to be neutral to the 

modality of the sentence, e .g . ,  to the information "declarative", "interrogative", "impera- 

tive": 

(19) ~ ~ b e / { - -  

The remaining rules are familiar enough. The verb of an English sentence takes the number 

and person of the first argument: 

(20) (a) 

(b) 

{1} {Adjective X } Y } .  

> E~ Number] / {~ Nmnber 

, ~ Person] / { I ~ ]  {/3 Pe:Lrs°n}} ' 

These are feature spreading rules, or agreement transformations. The verb (be is char-  

acterized in the lexicon as a verb) likewise adopts properties from the modality of the sen- 

tence. We have not given any part of the modality here. In a complete grammer,  the situa- 

tion must be presented in such a way that the verb can adopt the features equivalent to 

Present and Indicative. The lexicalization rules for the verbal categories can now operate. 

If the verb is regular, they add -s__, given the verbal categories of our sentences. Since be 

is a special case, no - s  is added. Instead, the lexicalization rule for verbal categories 

refers us back to the lexical item be__, where a paradigm search finds i s  as a match, where- 

upon be is replaced with is. 

The next rules are examples of constituent structure rules: 
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(b) {{be  Adjective} { 1 } }  -----> {{be {Adjective}} < 1 } }  

Rule (21b) must be restr icted to declarative and imperative sentences. Note that it orders 

itself intrinsically after (21a), and that it is formulated in a sufficiently general way to 

accommodate positives, adverbially expanded adjectives, and other kinds of adjective con- 

structions as well, because they are all categorically relabeled as Adjectives. In other 

words, in a more comprehensive grammar of this kind, we would have to systematically 

lable constituent braces with category labels. For example, rule (21b) presupposes that the 

total expression {{'-er Adjective} {than j [2}}} is labeled as an Adjective. 

Now we must sketch the serialization process leading from the still unordered though 

lexicalized and constituent-braced string to the surface representation (2). Some of the 

processes outlined here are of greater  generality than comparison sentences require. We 

omit the information which is drawn from the modality to determine whether or not a rule 

applies. We use brackets [ ] to indicate ordered strings. Note, however, that an ordered 

string X can be refer red  to as either [xJ or The notation {X}  simply abstracts 

away from the order.  Thus, the serial order imposed by the following rules is entirely 

determined by their structural descriptions and the inputs they operate on, but independent of 

their order  of application. 

(22) { - e r  Adjective~ ~, EAdjective-er] 

(23) {than {2}~ ~ [than 2}~ 

(24) { { - e r  Adjective} {than ~[ 2 } } }  

> ~{-er Adjective} {than 2 }~ 

(25) (a) {be {Adjective}} : . -~e  {Adjective}~ 

(b) <~1 t {be {Adjective}}} ----> ~{ 1 } { be {Adjective} }~ 
This group of rules formulates special applications of the general English word order princi- 

ples that in declarative clauses the verb precedes its complement, and the subject its verb. 

After all rules have been applied, we need to apply a convention which erases all 

non-phonetic information from the string. We indicate this by replacing constituent symbols 
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by t h e i r  under l ined  f o r m s ,  (Recal l  the r e l a t i on  between d and d def ined above,  )1 

We s u m m a r i z e  the de r iva t i on  of sen tence  (2) in Table  1. It  mus t  be kept  in mind  that  

the p a r t i c u l a r  o r d e r  showing in th i s  de r iva t ion  is in pa r t  a r b i t r a r y .  Rules  of g r a m m a r  a r e  

not t h e m s e l v e s  o rde red .  They apply wheneve r  t h e i r  s t r u c t u r a l  de sc r ip t i on  is  met .  This  

imp l i e s  tha t  a ru le  cannot  apply as  long as  i t s  s t r u c t u r a l  de sc r ip t i on  is  not met ,  which may 

impose  a c e r t a i n  amount  of i n t r i n s i c  o r d e r  on the app l ica t ion  of the r u l e s ,  Th i s  o r d e r  of 

appl ica t ion  need  not ,  however ,  be s t a t ed  in the g r a m m a r ,  because  i t  i s  comple t e ly  a c o n s e -  

quence of the s t r u c t u r e  of the r u l e s  and t h e i r  input.  

F ina l ly ,  we ske tch  the ru l e s  needed for  the o the r  c o m p a r i s o n  cons t i tuen t s  r e s u l t i n g  

f rom the appl ica t ion  of (9). (9a) r e q u i r e s  no f u r t h e r  r u l e s .  Since Pos  is  not  l ex ica l i zed  by 

any ru le  of Engl i sh ,  i t  will  f inal ly  d i s a p p e a r  f rom the s t r i n g  th rough  the appl ica t ion  of the 

non-phone t ic  f ea tu re -de le t ion  convent ion.  

The fu r t he r  de r iva t ion  of supe r l a t ive  t e r m s ,  cf. (9c), i s  dif f icul t  to d e s c r i b e  in a 

genera l  way, because  so much  depends on the way in which Y is def ined and l ex ica l i zed :  

John  is  a) the t a l l e s t  of P e t e r ' s  s o n s  b) the t a l l e s t  son of P e t e r ' s .  A s s u m e  tha t  Y is  

def ined a s  { y :  Son(y, P e t e r ) } .  Now ( x ) (x  (Sup d) { y :  Son(y, Pe t e r )} )  can  be l ex ica l i zed  

as  ( t h e  (Sup d) { y : S o n  (y, Pe te r )}}  . The se t  can then be l ex ica l i zed  e i t h e r  a s  a geni t ive  of 

(Sup d), o r  a s  a head noun with geni t ive  for  (Sup d). The f o r m e r  y ie lds  a) the t a l l e s t  of 

P e t e r ' s  sons  (equivalent ly :  the t a l l e s t  of the sons  of Pe t e r ) ,  the l a t t e r ,  b) the t a l l e s t  son of 

P e t e r .  (Sup d), or  m o r e  p rope r ly ,  {Sup d} ,  is  l ex ica l i zed  and s e r i a l i z e d  by r u l e s  which  a r e  

a r e  ana logous  to (16) and (22). In o r d e r  to get  f r om he re  to sen tence  (4), John  i s  the t a l l e s t  

of P e t e r ' s  sons  we have to in t roduce  the s e m a n t i c  r e p r e s e n t a t i o n  of the supe r l a t i ve  t e r m  

Ithe t a n e s t  of P e t e r ' s  s o n s l ,  cf. (9c), into an equal i ty  r e l a t i on  John = I I (or  

John I I ), which is  l ex i ea l i zed  and ser ia l i z ed  as John is I ] 
The as  . . .  as  c o n s t r u c t i o n s  of (gd) p r e s e n t  no new p r o b l e m s .  One way of l ex ica l iz ing  

the r i g h t - h a n d  s ide of (9d) is  by" ru le  (26): 

(~Equald} 1 2 1 2 
(26) 

The serialization rule for as is straightforward. All other rules needed are available from 

our study of the comparative sentence (2). 

1 
Note tha t  the  e r a s u r e  of a l l  n o n - p l ~ n e t i c  i n fo rma t ion  a t  the end of a de r iva t ion  may  wel l  be 

an ove r s imp l i f i ca t i on .  Fo r  example ,  i t  may  wel l  be  the c a s e  that  the a r g u m e n t  m a r k e r s  1 
and 2 a r e  super f luous  a f t e r  the appl ica t ion  of the s e r i a l i z a t i o n  r u l e s  (24) and (25) in Engl ish ,  
while  in a language r e ly ing  of morphology r a t h e r  than posi t ion (e. g. Sanskr i t )  the a r g u m e n t  
m a r k e r s  become  super f luous  a f t e r  the appl ica t ion  of the ca se  m a r k i n g  r u l e s  (which a r e  l e x i -  
ca l i za t ion  r u l e s  in our  sys tem}.  
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TABLE I 
i 2 

1 2 

{{Comp tall}join Ma2ry} 

-er tal_~ John Mary 
1 2 

{{-er tall} John {than (Mary }}} 

{{-er tall} be {jolhn} {than {M2ary}}} 

{(-er tail}[ }irdul:r:on3 jolhn {than {Ma2ry}}} 

1 2 
~V~:d Personl John {{-er tall% ~than{Mary}}}} 

L Singular d 
be 2 1 l 

[k L, Singular -J 

~3:dPerso: I[tall -er] (than {Ma2ry }}}} jolhn} 
[' LSingular _ 

{Ib3:d Person 1 {[tall -er] [than{Ma2ry}]}}Joln} 
l_Singular A 

~V~:dPersonl [[tall -er~ ~than(Ma2ry}~} jolhn} 
LSingular J 

{Ip3:dPerson][[tall-er][thanfM2ary}~l jolhn} 
kSingular J 

[j1 i-be lit r~ Vt ~M 2 }]?]] oho 3rdPersoo a l l - e  h~n ary 
_ Singular 
%e 

ohn Singular i I - e o  han ar 
Present 
Indicative 

[ jolhn [is [[tall -er] ~than {M2arY}l~l? 
John is taller than Mary 

(13) 

c~. (14) 

(9b'),cf. (15) 

(16a) 

(18) 

(19) 

(20) 

(21a) 

(21b) 

(22) 

(23) 

(24) 

(25a) 

(25b) 

(unnumbered rule) 

(unnumbered rule) 
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Although we have not  i l l u s t r a t e d  th i s ,  i t  i s  obvious  tha t  our  r u l e s  work in both 

d i r ec t i ons ,  f r om seman t i c  s t r u c t u r e  to su r f l c i a l  s t r u c t u r e  and conve r se ly .  Our f r a g m e n t  

of a g r a m m a r  i s  thus  neu t r a l  a s  to product ion  o r  i n t e r p r e t a t i o n .  

This  d i s c u s s i o n  of l ex iea l i za t ion  and s e r i a l i z a t i o n  ha s  been  somewha t  t echn ica l  and  

ted ious .  We feel tha t  i t s  exp l i c i tnes s  may  be useful ,  because  i t  r e p r e s e n t s  the f i r s t  f a i r l y  

comple te  desc r ip t i on  of a de r iva t i on  of c e r t a i n  l anguage - spec i f i c  su r f ace  r e p r e s e n t a t i o n s  

f rom language- independen t  (un iversa l )  s e m a n t i c  s t r u c t u r e s  in a g r a m m a r  wi thout  o r d e r e d  

deep s t r u c t u r e s ,  wi thout  movemen t  t r a n s f o r m a t i o n s ,  and without  e x t r i n s i c  ru le  o r d e r  

(na tu ra l  gene ra t i ve  g r a m m a r ) .  

5. F u r t h e r  Evidence  and Special  Appl ica t ions .  

Wi th in  our  f r a m e w o r k ,  we can account  for  a n u m b e r  of phenomena  r e l a t i n g  to 

r e l a t i v e  ad jec t ives  and  c o m p a r i s o n  which have puzzled  e a r l i e r  ana ly s t s .  F o r  r e a s o n s  of 

t ime  l im i t a t i ons ,  we can  he re  onIy ske tch  our  so lu t ions .  

5 .1  Sentences  con ta in ing  pos i t ives  typ ica l ly  c o m p a r e  a m e a s u r e m e n t  value  of an individual  

to an a v e r a g e  or  n o r m  p re supposed  as  p a r t  of the cu t tu ra l  background  of s p e a k e r s  of the 

language.  Sentences  conta in ing  c o m p a r a t i v e s  typ ica l ly  c o m p a r e  a m e a s u r e m e n t  value  of one 

individual  to tha t  of ano t he r  which  i s  not  p a r t  of the l i s t e n e r ' s  cu l t u r a l  background,  but  has  

to be g e n e r a t e d  in h i s  mind  for  the speci f ic  purpose  of the c o m p a r i s o n .  We t h e r e f o r e  c o n -  

s i d e r  the compa ra t i ve  as  s em an t i ca l l y  " m a r k e d " ,  the posi t ive  as  s e m a n t i c a l l y  " u n m a r k e d " .  

It  i s  th i s  s e m a n t i c  a s y m m e t r y  which i s  r e f l e c t e d  in the  morpho log ica l  " m a r k e d "  : " u n m a r k e d "  

c o n t r a s t  of the c o m p a r a t i v e  vs .  the pos i t ive ,  such as  in Engl i sh ,  ta l l  + e r  : ta l l  + ~. 

5 .2  J u s t  as  two indiv iduals  can be c o m p a r e d  in one d imens ion ,  two d i m e n s i o n s  can  be 

c o m p a r e d  for  one individual .  

(27) This  house i s  wide r  (or :  m o r e  wide) than high.  

(27a) xfM(D1 ) > x~(D2) 

5 .3  A m e a s u r e m e n t  va lue  fM(x, D) can  be quant i f ied  in two d i f fe ren t  s ca l e s ,  wi th  uni ts  

We e x p r e s s  th i s  by r e p r e s e n t i n g  the m e a s u r e m e n t  va lue  as  a function o v e r  1M 1 and 1M 2. 

s c a l a r  uni ts .  

(28) 

( 28a) 

Mary  i s  h e a v i e r  in A m e r i c a n  pounds than in Cont inenta l  pounds. 

D)) (1M t) > (Y(x.D))(1M 2) 
5 .4  One and the s ame  objec t  may  have d i f fe ren t  m e a s u r e m e n t  va lues  in the s ame  d i m e n -  

sion at  d i f fe ren t  t i m e s .  

(29) The U.S .  was  l a r g e r  in 1900 than in 1800. 

t2 a) 1) 
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5.5 Jus t  as  in the case  of t ime,  a m e a s u r e m e n t  value can also be a function over  p laces .  

(30) E x p lo r e r  5 is  l igh ter  on the moon than on ear th .  

(30a) (~(x,D))(p 1) <(~(x,D))(p~) 
5.6 A m e a s u r e m e n t  value may fur ther  vary  accord ing  to d i f ferent  proposi t ional  a t t i tudes 

of d i f ferent  individuals.  We r e p r e s e n t  this  with the concept  of "poss ib le  wor lds"  developed 

in model theory  (ef. Hintikka, 1969). 

(31) John be l ieves  he is  t a l l e r  than he i s .  

(31a) CP(x.D))(ix, believ e) > (P(x,D))(i0) 
5.7 Again, the m e a s u r e m e n t  value of an individual in a d imens ion  can be unders tood as  a 

1 
function over  c i r c u m s t a n c e s  under  which the Measu remen t  is taken. 

(32) Mary is  l ive l ie r  with her  l ove r s  than with he r  paren ts .  

(33) Mary is  p r e t t i e r  in a nightgown than in a ra incoat .  

(3~.33a) (~(x,D))(~ 1) > (~(x,D))(~) 
6. Conclusion.  

"Compara t ive  cons t ruc t ions  in any language have proven t hemse lves  r e s i s t a n t  to 

sa t i s f ac to ry  analys is  " (Jaeobs and Rosenbaum,  1970, viii). We ag ree  with this  a s s e s s m e n t  

of the r e s e a r c h  situation and conclude that l inguis ts  in the pas t  have not fully apprec ia ted  the 

ro le  of s eman t i c s  in de te rmin ing  syntact ic  s t r u c t u r e s .  We cons ide r  the semant ic  p rope r t i e s  

(in production) and the physical  p rope r t i e s  (in recept ion)  of a sentence  as  "given";  the ro le  

of syntax is  de t e rmined  by the exigencies  of semant ic  s t ruc tu re  on one side and by the con -  

s t r a in t s  a r i s ing  f rom the physical  na ture  and r equ i s i t e  eff ic iency of communicat ion  on the 

1 
We would like to point out that for  sen tences  like those in Sections 5 .4  - 5 .7 ,  a l te rna t ive  

in te rp re ta t ions  a re  poss ib le  in which the indices t, p, i, j a re  indexical  to the individuals ,  or  
in the case  of pos i t ives ,  a lso  to the average  or  no rm.  For  example ,  sen tence  (29) could 
also be i n t e rp re t ed  as  in (29a'). 

(29a) Car e~ x)(x=~S)(tl)) > Carge((x)(x=US)(t2)) g 
In this  case ,  the t e r m s  left  and r ight  of the compara t ive  sigh have the s ame  denotat ions in 
the two in te rp re ta t ions .  The same is  not t rue of the following example :  The p res iden t  of the 
U.S .  was o lder  in 1965 than in 1971. In the absence  of factual knowledge this sen tence  could 
be i n t e rp re t ed  as  a s ingle individual ' s  having grown younger  in t ime:  

(¢(x)J(tl) ~ (¢(x))(t2) 
However,  the intended in te rp re ta t ion  is ,  of cou r se ,  "Of the two d i f ferent  individuals who held 
the office in the y e a r s  1965 and 1971, r e spec t ive ly ,  the f i r s t  was o lder  in 1965 than the 
second was  in 1971": 

(f~((x)(P(x)~tl))) (tl) > (¢~  x)(P(x))(t2))~t2) 
Determining  the condit ions under  which such in tens ional ly  d i f fe ren t  in t e rp re t a t ions  a re  e x -  

tenstonal ly  equivalent  goes beyond the scope of the p r e s e n t  paper .  
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other.  Our analysis  of compar ison  sentences  s ta r t s  with an analysis  of the i r  ( language-  

independent) semant ic  p roper t i es .  We explain the i r  seemingly paradoxical  over t  p roper t i es  

by making expl ic i t  some of the applicable cons t ra in ts  imposed by communicat ion.  

Specifically,  we propose that semant ic  represen ta t ions  a r e  logical  fo rms  which a re  

d i rec t ly  mappable f rom the level  of logical  syntax onto models  of s ta tes--of-affai rs .  The 

reason for positing this kind of semant ic  represena t ion  is twofold: 1. the convict ion that 

semant ics  is un iversa l ,  in the sense that only the basic  words ,  the morphology and the word 

o rde r  of sentences  such as (0-8) a re  specif ica l ly  English,  but the i r  meanings,  which r e p r e -  

sent exc lus ive ly  the s t ruc ture  and the resu l t s  of conceptual operat ions,  a r e  independent of 

any par t ic t~ar  language; 2. the inferabi l i ty  pr inciple ,  i . e . ,  the postulate that al l  val id  in -  

fe rences ,  and only these,  must  be possible on the semant ic  level  by no other  means than 

logical  inference  ru l e s  (and the language-spec i f ic  meaning postulates  for iexical  i t ems) :  e, g. 

while the surface  s t ruc tu res  of (2), (21), and (1) below de not r evea l  that (2) does not entail  

(1) while (2 ')  does,  the semant ic  s t ruc tu res  must  revea l  this according to this pr inciple ,  

and do so in our notation: 

(34) (2) John is  t a l le r  than Mary. / > (1) John is tall .  

(35) (2') John is  even ta l l e r  than Mary.  > (1) John is  tal l .  

(34a) f~D(X) > ~DD(Y) / >  i~Dl(X) > ND, y 

a > b  / >  a > c  

(35a) f~D(X) > f~D(y) & <f~D (y) > ND, y> ~ IDa(X) > ND, y 

a>b g~ b>c---->a>e . 

We consider comparing (measuring) as a universal capacity of the human mind, and 

r e p r e s e n t  i t  semant ica l ly  by the genera l  measu re  function which is a two-place operat ion,  

with individuals as f i r s t  a rguments  and dimensions  as second arguments .  While posi t ives  

and compara t ives  a re ,  in our sys tem,  both based on compar ison ,  they a re  defined indepen-  

dently of each other .  It follows that they a re  not based conceptual ly one upon the other .  We 

thus e l iminate  the basic defect  of the syntact ical ly  or iented analyses .  We cha rac t e r i ze  and 

exempl i fy  the syntactic ru les  re la t ing  these  semant ic  represen ta t ions  in t e r m s  of the i r  over t  

manifestat ions.  The rules  lex ica l iz ing  compar i sons  by means  of r e l a t ive  adjec t ives  a re  of a 

type that has not been d iscussed  in the l i t e ra tu re  before.  We argue that the semant ic  r e p r e -  

sentations we provide a r e  not inherent ly  l inear ly  o rde red  (a consequence of both the un ive r -  

sal i ty  and the inferabi l i ty  pr inciples) ,  and we have found no reason  to postulate ex t r ins ic  

o r d e r  for our syntactic ru les .  
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It seems significant to us that ear l ie r  approaches, in addition to leaving doubts as 

to their semantic adequacy, have invariably left - or created - residual problems of even 

greater  magnitude than they solved. By contrast, all of these problems are  resolved in our 

theory in a uniform way without any ad hoc apparatus. It seems to us that our approach 

reveals these problems to be pseudo-problems created by models of language which treat  

syntax as the generative component of a grammar.  We therefore feel encouraged to propose 

that our mode of analysis, which is based on the universality and inferability principles for 

semantic representations, be extended to other syntactic problems and to the foundation of 

language theory in general. 
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