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ABSTRACT

Reliability is an important issue in very large scale insggm(VLSI) circuits. In the
absence of a focus on reliability in the design process,caitts functionality can be com-
promised. Since chips are fabricated in bulk, if reliapildsues are diagnosed during the
manufacturing of the design, the faulty chips must be tgssldth reduces product yield
and increases cost. Being aware of this situation, chimdess attempt to resolve as many
issues dealing with reliability on the front-end of the dgsphase (architecture or system-
level modeling) to minimize the cost of errors in the desigriali increases as the design
phase matures. Chip designers have been known to allocatgeadmount of resources to
reliability of a chip to maintain confidence in their prodastwell as to reduce the cost due
to errors found in the design. The reliability of a designfien degraded by various causes
ranging from soft errors, electro-migration, hot carrigection, negative bias temperature
instability (NBTI), crosstalk, power supply noise and @ions in the physical design.

Given the continuing scaling down of circuit designs achi#e by the advancement
in technology, the issues pertaining to reliability haver@ater impact within the design.
Given this problem along with the demand for high-perforoedesigns, chip designers
are faced with objective to design reliable circuits, thatlsigh performance and energy-
efficient. This is especially important given the huge gtowt mobile battery-operated
electronic devices in the market. In prior research, thaseldeen significant contributions
to increasing the reliability of VLSI designs, however stebhniques are often computa-

tionally expensive or power intensive.
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In this dissertation, we develop a set of new techniques temgee reliable designs by
minimizing soft error, peak power and variation effectsveé3al techniques at the architec-
tural level to detect soft errors with minimal performaneeihead, that make use of data,
information, temporal and spatial redundancy are propo$éeé techniques are designed
in such a way that much of their latency overhead can be hitigethe latency of other
functional operations. It is shown that the proposed maitomies can be implemented
with negligible or minimal performance overhead hidden biiaal path operations in the
datapath. In designs with large peak power values, higrentigpikes cause noise within
the power supply creating timing issues in the circuit whatflect its functionality. A path
clustering algorithm is proposed which attempts to normeetihe current draw in the circuit
over the circuit’s clock period by delaying the start timésertain paths. By reducing the
number of paths starting at a time instance, we reduce theiatned current drawn from
the power supply is reduced. Experimental results indieateduction of up to 72% in
peak power values when tested on the ISCAS ’'85 and OpenCenehimarks. Variations
in VLSI designs come from process, voltage supply, and Teatpee (PVT). These vari-
ations in the design cause non-ideal behavior at randommadteodes which impacts the
timing of the design. A variation aware circuit level desigethodology is presented in
this dissertation in which the architecture dynamicalhg®tes the clock when the effect
of an variation effects are observed within the circuit dgrcomputations. While previous
research efforts found are directed towards reducing vani&ffects, this technique offers
an alternative approach to adapt dynamically to variatitects. The design technique is
shown to increase in timing yield on ITC '99 benchmark citsiiy an average of 41% with

negligible area overhead.
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CHAPTER 1

INTRODUCTION

Reliability is a important issue in digital integrated ciits. Semiconductor corpora-
tions employ engineers to verify and validate the reli&pitif the design at all levels of
the design phase. According to [51], seventy percent of ffoete in the production of a
design is dedicated to verifying the design’s functiowyaliReliability engineers focus on
both correct functionality and the lifetime of the circuithe lifetime of the circuit can be
hindered by issues such as hot carrier injection, elecigration, negative bias tempera-
ture instability, and electrostatic discharge. Functitywan the other hand can be affected
by soft errors, power supply noise, and variations.

The trends in technology scaling have led to an exponentattly in the number of on-
chip transistors and significant reductions in the voltagels of a chip. Due to technology
scaling, with the increase in chip densities and clock fesmies, the demand for the design
of low power integrated circuits has increased. This trehoh@easing chip density and
clock frequency has made reliability a major issue for thsigleers mainly because of
the high on-chip electric fields [71, 75]. Several factorshsas the demand of portable
systems, thermal considerations and environmental coadeave further driven the area
of low power design [71]. The power-performance trade-@i$ lonly been exacerbated
with the inception of parameter variations in nanometenetogy. Variation parameters
comprise of process deviation due to doping concentratgonperature fluctuations, power

supply voltage variations and noise due to coupling.



Some major issues in the reliability of a circuit are keepting soft error rate (SER)
low, minimizing noise on the power supply, and timing thesait such that it is variation
tolerant. A majority of transient faults in modern proceassis due to radiation induced
soft errors. Soft errors occur when the energetic neutronsrgy from space or the alpha
particles arising out of packaging materials hit the trstogs. Power supply noise manifests
from the large instantaneous current demand by logic ufiitss instantaneous demand
causes an IR drop within the power supply and increases thg deinternal nodes which
affects timing of the design. Variations caused by procesitage supply, and temperature
can cause frequency and power dissipated to vary from thafigaktarget and hence can

result in parametric yield loss.

1.1 Motivation

Soft errors have become a critical issue in nano-scale VLt&lits. It has been shown
that the growth of the soft error rate(SER) increases asettienblogy size shrinks. The
authors in [70] state that the SER is predicted to increaseri®/orders of magnitude from
1992 to 2011. In earlier technologies, the effects of safirerin combinational circuits
were too minute to have an effect. As the scaling of transgtoogressed, the possibility
of soft errors has increased. Due to the power wall and theaddrfor high performance,
the era of multi-core designs was born. Multi-core procesace composed of a number of
small processing cores which allow higher throughput tgroparallelism. Efficient solu-
tions focused on today’s architecture are needed. Sokitiame been proposed to mitigate
soft errors in processors but some these techniques eé@teire a lot of resources or are
power intensive. The problem of implementing detectiomtegues with low overhead is
still open. Solutions that are energy efficient that canaeteft errors with minimal over-

head will be of significant benefit. As the demand for high perfance designs continues



to grow and the growth in the smartphone and tablet marketepefficient solutions are
needed to prolong the battery life in these devices. Thaksgsa continuous growth in the
cloud computing arena which requires fast and correct conication between millions of
users. In high performance designs, high current demanods tine circuit causes power
supply noise known aBower and Ground Bouncé&siven high current density, the effects
of electro-migration, hot carrier injection and electrtatg discharge are possible which
leads to permanent failure of the design. Since the powealgw@annot accommodate the
current demand of the design at the time necessary, an gsecnealelay is seen which has
an effect on the timing of the circuit. To mitigate this higiment demand, designers have
allocated more 1/O pins to power and ground rails. There baes techniques proposed in
research that have approached this problem by taking aatyaof the clock skew between
registers [26, 32, 86], however in this work, the peak poweuction is achieved through
path clustering.

As shown in [28], the manufacturing cost increases as thatdogy scaling decreases.
With demand for high performance, timing of the circuits glddbe as aggressive as func-
tionally possible. Many designs are timed conservativetyc has an effect on perfor-
mance and energy efficiency. Techniques at the layout leaxgd been proposed but are
complex and can be computationally expensive to generatduéia. There have been

techniques that suggest the use of multi-voltage domainthbse can be power hungry.

1.2 Contributions of This Work

e A series of techniques are proposed that detect soft em@mmbinational design in
multi-core processors. The technique focuses on combimaltiogic operations in
the pipeline. Soft errors are detected using data valuerrnimdtion-based, temporal

and spatial redundancy. The multi-core architecture isl tséelp minimize perfor-



Major Contributions

. | Redundancy Mining for Soft Error
" | Detection In Multi-Core Processors

Contribution 1

a2 » A Clock Control Strategy for Peak
Power Reduction Using Path Clustering
Contibution3 A Variation Tolerant Circuit Design

Technique using Dynamic Clock Stretching

Figure 1.1. List of Research Contributions

mance overhead in the spatial redundancy. Other techniguesadvantage of the

resources currently available during computation.

¢ A path clustering algorithm is proposed to minimize peak @ovalues in combina-
tional circuits. The focus of the peak power reduction mdthiogy is geared towards
combinational logic between registers. The objective isltster those paths that
possess slack relative to its path delay and the circuitieal path delay. By reduc-
ing the number of paths starting at a time instance, we rethecamount of current

drawn from the power supply is reduced.

e A variation-tolerant technique is proposed based on usiymgauhic clock stretch-

ing. A variation aware circuit level design methodology regented in which the



architecture dynamically stretches the clock when thecethé an variation effects
are observed within the circuit during computations. A dwiaclocking strategy
is used to provide additional delay to the wire driving thgaadnt register circuit if
conflicting values are seen at thatical interconnect transitiorwhich is discussed

later.

1.3 Ouitline of Dissertation

In Chapter 2, a discussion on background information andetaed work pertaining
to this research is given. In Chapter 3, redundancy teclesigised to detect soft-errors
in multi-core designs are presented. The proposed artimieeand algorithm to detect
soft-errors with low performance overhead is illustratedhis chapter. In Chapter 4, a
discussion is given on peak power minimization technigbesugh the use of path clus-
tering. Circuit-level techniques are implemented on thealwmational logic to minimize
the amount of current drawn from the power supply at a givere instance. In Chapter 5,
an architectural-level solution to dynamically performeait stretching to mitigate the ef-
fects of process variations is shown. By inserting a smaltkbf logic on all near critical
paths, the timing yield can be increased for performancenipgd chips that have affected
by variations. In Chapter 6, conclusions are given for thetrdoutions presented in this

dissertation.



CHAPTER 2

BACKGROUND

2.1 Transistor Theory

Transistors are the building blocks of digital circuits.efé are two types of transistors
that can be created in Complementary Metal Oxide Semicaod(€CMOS) technology.
These types are called p-type and n-type. N-type silicomaated by doping a silicon
body with large concentrations of phosphorus or arsenit $hat the majority carriers
are electrons. P-type silicon can be created by dopingosiligith large concentrations
of boron such that the majority carriers are holes (placesra/an electron can reside).
p-type transistors are designed by doping concentratibpstype silicon within a n-type
substrate. The reverse method generates an n-type tmn3isese two devices are called
Metal-Oxide Semiconducting Field-Effect Transistors (BEET). An illustration of a n-
type transistor is shown in Figure 2.1 Lead wires are locatethe gate, source and drain
terminals. The drain of a n-type transistor is connected¢aigd and the source terminal
is connected to the output node. As the voltage of the gateases with respect to the
drain terminal{,;), an electric field is created between the gate and the majatrriers
are repelled in the substrate which creates an empty regiteddhe depletion region. As
the gate voltage increases and reaches the thresholdediiag starts to attract electrons
under the gate. The voltage between the source and the draimals{/;;) creates a lateral

electric field which causes conduction of current to flow fritra source to the drain. The



Gate

Drain

Source

oaeR0cRenenaana

Figure 2.1. Two Dimensional View of NMOS Transistor

same technique applies for the p-type transistor exceptdhgers are holes instead of
electrons.

The transistor in CMOS designs acts as a switch to chargesonhaige the load capac-
itance on the output node. This capacitive load is made upeo$durce and drain terminal
capacitors near the output as well as the wire capacitanoasgithe connecting gates(or
pins). The CMOS transistor design is a widely chosen methieda that it only consumes
power when it switches states (ideally) and it also has laayge margins which allows for

well defined logic "1’ and logic 'O’ states.

2.2 Soft Errors

Soft errors were initially discovered within dynamic memasrby the authors in [40].
Soft errors are caused by random collisions from alphagbestfound in traces of uranium,
high energy neutron particles, and low-energy cosmic peuinteractions with Boron
which is a doping element used in IC manufacturing. Theséghes can be found in
large volumes in extra-terrestrial environments and thek@ging materials used to en-

close the chip. When these particles strike the active regi@ transistor, a group of free
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Figure 2.2. Effects of an High-Energy Particle Strike

electron-pairs are formed by the collision of particlesh# excess majority carriers of the
transistor are collected into the drain terminal of the srstor this may offset the voltage
reading on the node (called a single-event transient (SE&)sing an incorrect value at
the output. Once this single-event transient gets storeal memory element, it becomes
a single-event upset (SEU). The critical char@g,;;, defines the amount of charge needed
to cause a disturbance in the state of the output. As our @gwontinue to shrink, this
critical charge decreases making circuits more suscegdblgoft errors. There are multiple
metrics used in research to measure soft errors. The Saft Rate(SER) calculates the
number soft errors occurring within a time measurementrgite density of high-energy
particles. The architectural vulnerability factor(AVF)easures the probability that a soft
error causes an error in the architectural state. Failar&sne(FIT) defines the number of
failures everyl0? hours. Mean Time Between Failure (MTBF) or Mean Time to Railu

(MTTF) measures the amount of time between consecutiveseoroaverage.



2.3 Pipeline Design

A datapath in computer architecture is the process flow ofieg instructions. The
main operations that must be performed in any datapath ateuagtion fetch, instruction
decode, instruction issue, execute, write back, and comirhise operations may be exe-
cuted in a single-cycle, multi-cycle or pipeline implemagran. The pipeline implementa-
tion is the most common approach in today’s architecturedalits increase in information
throughput. A pipeline dataflow is shown in Figure 2.3. lastions are fetched from the
instruction memory cache in the fetch stage. Instructiepsasented as 32-bits(known as
a word) or 64-bits(double word) are translated so that thkitacture knows what actions
are necessary in the decode stage of the pipeline. The detagkedetermines the type of
instruction, the location of the registers for the sourcerapds, and what register to store
the result of the instruction. The issue stage sends thesoperands to the functional unit
needed to perform the operation. Source operands are danttemnal units as soon as the
source operands are ready(all dependencies have beevedsdbepending on the archi-
tecture, this may be done in order or out of order. Out of oiskere makes better utilization
of the issue slots of the functional units and is commonhduselynamic scheduling tech-
niques as well as Simultaneous Multi-Threading (SMT). Titidnetic operations that are
necessary are performed in the execute stage. Load andrstbrections use the execute
stage of the pipeline to calculate the memory addresses.reldudts are placed in a re-
order buffer(ROB) where data dependent operands can beadoiaiethe issue slots of the
functional units. The ROB is used in the case where hardwaeewdation is implemented.
Hardware speculation is defined as predicting a conditibreaich to enhance the perfor-
mance of the processor. If the branch has been mis-preditiedROB is flushed and the

instructions are re-executed with the correct branch valljgon correct speculation, the



values stored in the ROB are written to their respected mi##bin registers. These actions
are performed in the commit stage of the pipeline.

Instruction Memory

Fetch
and
Decode

Y

\

> Issue Execute >Memory »|Commit

Figure 2.3. Pipeline Architecture Design

2.4 Processor Core Model

Earlier designs of the processor consisted of a large sicwile model. Within this
model, there was a Central Processing Unit (CPU) and theeQgiemory as illustrated in
Figure 2.4. As shown, These two components reside on thedig@mpackage. Performance

optimizations for processors were implemented by incrgaie clock of the processor so

that operations could be executed faster. Architectenadltechniques such as instruction
level parallelism (ILP) and thread-level parallelism (T)liere also incorporated to opti-
mize performance from the software-level. Threads areqases that maintain their own
instructions, data and stack such that multiple processgsaxecute in parallel. Threads
allow for multiple processors to share the execution urfith® processor so that multiple
processes are able to progress and complete more efficiPnbigessors are designed with

the hardware resources to support a defined amount of thseadianeously.

10



Increasing clock speed reached a limit when the power copgsamof the chip gener-

ated large amounts of heat dissipation. Large cooling @ests incurred since the lifetime

Die Area

Single Core
CPU

L1 Cache

Figure 2.4. Single Core Architecture Model

and performance of the processor are affected by the tetoperaThis brought about
a new era of processor designs called multi-core procesdtudti-core processors have
multiple smaller CPU cores on a single die which are inteneated through some shared
cache memory. With multiple CPU cores allowed to perform potations simultaneously,
multi-core designs can achieve high performance at lowsmakcspeeds which reduces the
power consumption and heat dissipation. We illustrate alauae architecture design in
Figure 2.5 where each processor core maintains private 41 arcache and the L3 cache
is shared amongst all of the cores. In multi-core designaytaalprocessor may have up to

eight-cores and each core has the ability to execute attlgastardware threads.

11



Die Area

Processor Processor

Core Core

Processor Processor
Core Core

Figure 2.5. Quad-Core Architecture Model

2.5 Clocking in Digital Logic Circuits

Clocking is done in digital design to synchronize the combonal logic to assure
that stable signals are read/written to sequential(mejrelgments. Timing of a circuit
is defined from the transistor level, where the delay of a ned#efined by the time to
charge/discharge a capacitance load. A clock is used taenttat at the end of its pe-
riod, all outputs values should have been calculated artdest&locking is performed on
sequential devices such as latches and flip-flops. A latcéfisetl to be a sequential struc-
ture that becomes transparent only when the level of th&dtaasitions. A flip-flop (also
called a register) on the other hand reads values on the eddles clock. Due to these
characteristics, latches are commonly called level-sgaslevices and flip-flops are called
edge-triggered devices. Once these structures are inrtheitransparent mode, the data

value is stored until a new data value has been read. To eosuertness, sequential de-

12



vices have a setup time and hold time constraint. The setupttiotates the time the data
signal must be stable before the clock signal transitiortse fiold time defines the time
the data signal must be stable after the clock transitionolcaarred. Violation of these

constraints causes these sequential devices to storedictpi®e values which in turn has

an effect on the reliability of the design.

2.6 Power Definitions in CMOS Designs

Power consumption in CMOS designs contributes to both teed@and energy con-
sumption of a circuit. Power dissipation is directly progpamal to the power supply voltage
and capacitive load of a particular node. Static power comtion correlates to the power
dissipation when no circuit activity is being done. Statever consumption is contributed
to second-order effects such as sub-threshold leakageiandling. Dynamic power is the
largest factor of the total power consumption and direatigr&esponds to the charging and
discharging of capacitors. When a capacitor is being cluargeergy is transferred from

the power supply to the capacitor. The dynamic power condumgiven by
denamic = aCLVdef (21)

wherea equals the activity facto(’;, equals the load capacitance andquals the clock
frequency. This short-circuit power comes from the direthgrom the power supply{,)
terminal to groundY(,,) terminal. Short circuit power is dependent on the input amighut
transition times of the gate. If the input transition timdasger than the output transition
time, the short-circuit power is large due to the long peabtime of a direct path froni,

to Vi,. The Peak power is the maximum amount of power drawn giveriarg/instance.
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2.7 Power Supply Noise in VLSI Designs

Power is supplied to VLSI designs by the power supply unit.e Power supply is
connected to a chip design through bonding wires connectéket pads on the die. In
synchronized designs, all the combinational begins on tlge dransitions of the clock.
This causes a large instantaneous current demand on the papgly. There are two
sources of noise on the power suppliR noiseandinductive noiseIR noise is caused by
the resistive parasitics within the interconnect wiressoagia voltage drop over the signal.
The farther a gate is away from the power source, the morag®ldrop can be seen at its
supply terminal. This lower voltage supply causes a deldgercharging of the capacitors
which decreases the performance of the design. Inductige 0ol x % noise is caused by
the inductance within the bonding wires used to connectdmeepsupply to the pins on the
chip. When the chip requests a large instantaneous curesnamid on the power supply,
this sharp change in currer@%l causes a drop in the supply voltage due to the opposing
voltage created by the inductance. Given that there is apaatance in the wire, this
creates a resonator. If the transfer of voltage betweemthéctor and capacitor oscillates
at the resonant frequency, this causes a resonance on thge/slupply. This resonant
behavior can be seen in Figure 2.6 where the voltage suppbnates before returning to
the nominal voltage level. These types of supply noise cafusetionality problems due to
the reduction in noise margins as well as performance idsoiesthe delay incurred by the
lower voltage supply. Also the large current draw creatasreeat spike causing large peak
power values. High current demands not only effect timing l&rge current densities can
lead to permanent failure due to electro-migration, hotteda injection and electrostatic

discharge(ESD).
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Figure 2.6. Power Supply Noise Due to Inductive Coupling

2.8 Variations

Variations within a design are caused by the factors impdsethe manufacturing
process, temperature and voltage supply. The variatiotmimsistor length, and doping
concentrations generates variations in timing of the tséois. These variations also have
an effect on the threshold voltage which determines wherntrtresistor starts conduct-
ing current. These variations due to manufacturing cawsseges in the timing the circuit.
Designers account for this when designing the circuit, batrhuch conservativeness can
cause for the design to be clocked slower than necessarypératare has an effect on
the mobility of carriers which causes a delay in overall tighdf the design. The voltage
supply varies due to current demand which also has an effettteotiming of the design.

Two types of variations are Die-to-Die(D2D) and Within-OM/I1D) variations. Die-
to-Die, or inter-die variations, are the type of variatiadhat have an effect on parameters
across die differently, but do not have an effect on the patara within the die. Within-

Die, or intra-die variations, affect the parameters withi& die differently. A random WID
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variation fluctuates randomly and independently from detacdevice. A systematic WID
parameter variation results from a repeatable and govgprinciple where the device to
device correlation is empirically determined as a functbthe distance between devices.
Variations are modeled in a probabilistic manner, mostrotising the Gaussian dis-
tribution. Chips designed today are designed to meestndards such that 99.99966%
of the yield meets the constraints set by the designers. sChigt do not meet the tim-
ing constraints have to be tossed which incurs a cost in bwaetd. Designers perform
strenuous testing in CAD modeling to hopefully account foy &ssues that may arise in

manufacturing.

2.9 Related Work on Soft Errors

Several techniques have been proposed for reduction aéigoftrates in caches. These
include techniques like the use of error correction cod€Q parity bits, bit interleaving
and small value duplication [1].

Soft errors can also occur in any internal node of a comhonatilogic and subse-
guently propagate to and be captured in a latch. Technolays$ like smaller feature
sizes, lower voltage levels, higher operating frequenay r@duced logic depth, are pro-
jected to increase the soft-error rate (SER) in combinatidmgic [70]. Thus, the vul-
nerability of both combinational logic structures and lhets have made modern processor
pipelines significantly susceptible to soft errors. Sofbes may cause corruption in data
which may lead to incorrect addressing, faulty instrucesrcution or generation of false
exceptions. Various memory and latch elements within tbegssor pipelines, for example
the issue queues in [19], have been individually protectgdrest soft errors. In one of the
earliest works, complete processor pipelines were dupkicg/8] for detecting transient

faults. In [88] "valid but idle” instructions were explodefor soft error reduction. The
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Figure 2.7. Taxonomy of Soft Error Research

authors in [14] propose the design of a self-stabilizingcpesor for improving soft error
vulnerability. The core design in [41] usstate history signatur¢SHS) on memory and
functional units for error detection. In [58], the authoes introduced memory based core
design that uses the FRAM technology for immunity to sofbesr However, this architec-
ture has a high memory cost and has limited functionality{8If{, the authors have used
exceptions and incorrect control flow as "symptoms” for deten. However, since these
symptoms are not known until the execution phase of the ipipgl allows false positives
to occur which can lead to huge performance costs. In [25hpler directed instruc-
tion duplication has been proposed. The approach howeads l® large increase in code
size and inefficient resource utilization. The high tratmsisounts afforded by technology

scaling are making chip multi-processors (CMPs)an attracption to overcome the per-
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Figure 2.8. Taxonomy on Peak Power Research

formance and power wall provided by superscalar machined2<Care building blocks for
server-class machines for which reliability is a key concefhe problem of soft errors
is further exacerbated in a large multiprocessor servechvhequires even lower failure
rates for the individual microprocessors. The authors & 3] studies the tradeoff of the
soft error rate, power and performance metrics for a rediallti-processor. A two-way
CMP enables on-chip fault detection using locksteppingictvthe same computation is

performed on cycle-by-cycle basis. Error detection andembion has been exploited using
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simultaneous redundant threads (SRT) of execution, on a@®idessor, by using a leading
and trailing thread separated by a slack [59]. The traillmgad uses load memory values
and branch outcomes of the leading thread to avoid memoepdats and mis-predicted
computations. Memory corruption is avoided by only commgtstores after comparison
with the trailing threads. Register values may be commikiefbre or after comparison
of the trailing threads [84]. The motivation behind schaayland checking independent
threads as against lockstepping is that lockstepping wsésvare structures less efficiently
than SRT. Both copies of a computation in lockstepping areefd to waste resources on
mis-speculation and cache misses. Chip level redundariRy)@pplies the SRT scheme
to CMPs for error detection. Unlike SMT processors, rebatvlulti-core processors are
required to execute redundant threads concurrentlgifferentchips. Error detection is
performed by checking by comparing the results from the tweads. The primary con-
cern for CRT have been reducing the latency associated Wwébking of the results from
the two threads which is performed using high-speed hamlwauctures for inter-chip
communication. Although, techniques have been proposedclecking threads at the
tail of dependence chains and judicious chaining of maskisguctions, the performance

overhead of such schemes is still significant.

2.10 Related Work on Peak Power

Significant amount of research has been reported in thatitex on peak current and
peak power reduction as well as clock skew scheduling. Ing2% a multi-domain clock
is used where a single clock source is used to create mutiifalses of the clock within the
original clock period. In [85], a 0-1 ILP is used to solve thaltadomain clock scheduling
problem. In [26], They attempt to reduce the runtime of thié farmulation by partitioning

zones for the registers within a bounded constraint andrepkach zone using the 0-1 ILP
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algorithm. In [57], a graph-based algorithm approach istasuch that for a user-specified
amount of clock domains, an optimal phase shift for eachkctimmain is generated. In
[9,31,32,86], a single clock and edge-triggered flip flogsweed to account for the worst-
case scenario. In [86], a genetic algorithm was used to fiadgtimal clocking schedule
to minimize peak current. In [32], peak current is minimizsdshifting the arrival times
of the flip-flops based on there respected clock skews betadmtent flip-flops. [31],
extracts the current profile from the Cell Library and usesusated annealing algorithm is
used to find the optimal peak current minimization. In [9F ttlock signal is inverted on
half of all the flip-flop elements such that half of the flip-foill become active the falling
edge of the clock and the other half switches on the rising@ebig[89] he issues rising and
falling edges to various IP cores in a SoC-designs.

Several researchers have studied the reduction of avenaigeeak power at the behav-
ioral and logic synthesis levels [44]. The use of multiplply voltages for power reduc-
tion is well researched and several works have appeared litéhature [7,30,34,38,45,56].
In multiple supply voltage scheme, the functional units baroperated at different supply
voltages. The energy savings in this scheme is often accaegbay degradation in per-
formance because of the increase in the critical path d&€lasdegradation in performance
can be compensated using dynamic frequency clocking (DEZYE], multi-cycling and
chaining [52], and variable latency components [3, 4, 54 multi-cycling, an operation is
scheduled for more than a single control step and in addiéach control step is of equal
length. On the other hand, in the case of DFC, an operatioohisdsiled in one unique
control step, but all the control steps of a schedule may eaflequal length and also, the
clock frequency may be changed on-the-fly.

In the works reported in [39,62], the peak power reductiachieved through simulta-
neous assignment and scheduling. The authors demonsiteaiee of power minimization

at one level to achieve optimization at another level. Smadiy, the simultaneous use of

20



SPICE and behavioral synthesis tools is demonstrated. dtheis use genetic algorithms
for optimization of average and peak power. In [67], ILP lshseheduling and modified

force directed scheduling have been proposed to minimia& pewer under latency con-
straints. The ILP formulation considers multi-cycling apighelining and single supply

voltage. ILP based models to minimize peak power and peak lzage been proposed
in [68] for latency constraint scheduling. The authors admduced resource binding to
minimize the amount of switching at the input of functionalta. The ILP based scheduler
allows the minimization of multi-cost objectives using tiieer defined weighting factors.
In [66, 69], a time constrained scheduling algorithm fodl teme systems using a modified
ILP model that minimizes both peak power and number of resmyiis described. The au-
thors in [55] propose the use of data monitor operationsifoukaneous peak power reduc-
tion and peak power differential. The authors advocate ¢eeliior the careful choice of the
transient power metric for the minimization of area and peniance overheads. In [46,47],
a heuristic based scheme is proposed that minimizes peaérppeak power differential,

average power, and energy altogether. In [43, 48], the asithmpose ILP based data-
path scheduling schemes for peak power minimization unesurce constraints. The
scheduling algorithms handle multiple supply voltages)aiyic frequency clocking and

multi-cycling.

2.11 Related Work on Variations

In this context, several researchers have proposed thef gsatigtical timing analysis
and statistical optimization mechanism to meet timing engghesence of variations without
significant overhead [10, 11, 23, 35, 36]. The variation aagstimization methodologies
use stochastic or fuzzy methodology to minimize the impécincertainty due to process

variations on performance, power and other design ovesieathtistical timing analysis
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Temperature

(SSTA) was investigated in, [10,11], where continuoustitistions are propagated instead
of deterministic values to find closed form expressions &fgrmance in presence of varia-
tions. Variation aware solutions have also been develogeiricuit optimization problems
like gate sizing, buffer insertion and incremental placeti23, 35,36]. The main objective
of these works has been to improve yield, without compramgigin performance, power
and area. The variation aware optimization techniques slag&/n to improve design over-
heads without loss in parametric yield. However, the gtaioptimization methods still
over consume resources irrespective of whether the cicaifected by variations or not.
Hence, to facilitate more aggressive power-performaneletyradeoff improvement, dy-

namic schemes to detect and correct the uncertainty duetess variations are becoming
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necessary.
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Further, the authors in [60], proposed a novel design pgraavhich achieves robust-
ness with respect to timing failure by using the concept dfced path isolation. The
methodology isolates critical paths by making them prediilet and rare under parametric
variations. The top critical paths, which can fail in singlele operation, are predicted
ahead of time and are avoided by providing two cycle opematid he methodology which
works well for special circuits with rare critical paths,viver has severe timing penalty
on benchmark designs.

One of the popular methods to dynamically combat procesati@r’s impact on design
has been to use adaptive voltage scaling (AVS) [13, 15, 16 Woltage scaling systems
track the actual silicon behavior with an on-chip detectmouit and scales voltage in small
increments to meet performance without high overheadsarmpthsence of process varia-
tions. In [6, 76], the critical path of the system was dugkchto form a ring oscillator and
the actual performance requirement of the circuit is cateal to the speed of the oscillator
and appropriate voltage scaling is performed. Howevehemtanometer era, it is not feasi-
ble to use a single reference for a critical path and the tvans range can make the close
to critical delay paths critical on actual implementati®ecently the authors in [15], pro-
posed an AVS system which can emulate critical paths witleidint characteristics. With
increasing amount of on-chip variations and spatial cati@h the methodology can have
severe discrepancies. In a bid to reduce such margin andvesthe dependency of feed-
back mechanism on a single path, a novel on-chip timing dreestas proposed in [16] to
test a set of potential critical paths. The method uses aoshiadch with a delayed clock to
capture data in all potential critical paths. An error sigag@enerated if the value in origi-
nal and shadow latch is different due to a timing violationszd by process variations. The
methodology however aims at correcting (not preventingrercaused by aggressive dy-
namic voltage scaling. To guarantee high timing yield anddoerheads in the presence of

variations, the ultimate solution is to dynamically altee tlock signal frequency. The au-
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thors in [64, 65], proposed a technique to control and adjesk phase dynamically in the
presence of variations. The methodology focused on thgudesia dynamic delay buffer
cell that senses voltage and temperature variations a@ig aliock phase proportionately.
However, it is not generic to all types of variations and doesinclude spatial correlation
between the delay buffer and the gates in the critical patlso,Ahe methodology is not
input data dependent and hence changes the clock captygertin more than required
number of instances. [8] tries to mitigate variation effday unbalancing the first stage of
the combinational path to reduce the minimum clock pulsdtwidriation . This technique
was done from the transistor level and could be time consgmwimen considering Very-
large scale integration. Both [61] and [77] use techniquasifthe micro-architecture level
to reduce timing effects from process variations. [61] usgmmic-speed boosting to speed
up computation when necessary to reduce the timing efféstar@mtions. This increase in
speed caused by largéf,; values can cause a large amount of average power overhead.
In [77], clock skew between pipelines are computed and detages are inserted where
slack is available so that slower stages and borrow time femter stages. Since the defi-
nition of the clock period is determined by the average stiay, the timing of the circuit

may be too slow for certain designer’s specifications.
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CHAPTER 3

REDUNDANCY MINING TECHNIQUES FOR SOFT ERROR REDUCTION IN
MULTI-CORE PROCESSORS

The trends in technology scaling have led to exponentiaktiron the number of on-
chip transistors and significant reductions in the voltayels of a chip. These trends for
improving performance and power have made modern processgeasingly susceptible
to transient faults. A majority of soft errors in modern peesors are due to radiation
induced transient faults. Radiation causes 'transiertdaor 'single-event transients’ to
occur in logic which, once propagated and latched, becotheyfcie errors or soft errors.
If radiation hits memory elements, this is usually calladgse-event upset’ or 'soft error’
as it can further propagate as a full cycle error. Soft ercotdd occur when the energetic
neutrons coming from space or the alpha particles arisingobpackaging materials hit
the transistors. With the shrinking of device geometries,dritical charge@...;;) required
for the occurrence of soft errors, decreases. Howevereaadiive silicon area of the cells
also decrease due to scaling, the probability of radiatidkesalso decreases. Thus, the
vulnerability of individual transistors due to cosmic rayilees remains almost constant
[21]. However, the decreasing voltage levels and the exmitadly increasing transistor
counts have caused the overall chip susceptibility to emeesignificantly.

In this chapter, it is shown that lock stepping can be usetkaifectively if sufficient
redundancy can be mined within each core’s boundary. Schameepresented that uti-

lize the property of temporal, data value, and informatiedundancies in programs for
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detection of soft errors. The use of latency slack cyclesQ)Lfr error detection using
temporal redundancy and the mining of value based redugdarcprocessor core by uti-
lizing the small data value width of the operands are intoedLin this chapter. Information
redundancy is exploited by encoding the operand valuesresiidue codes when possible.
Furthermore, it is shown that the latency overhead assutiith inter-processor com-
munication can be significantly reduced when a clustered gocro-architecture is used.
Experimental results indicate that the proposed schenmetheaverage, can detect and
correct soft errors in multi-core systems with negligibleaaand performance overheads.
The rest of the chapter is organized as follows: The ardhitecof a clustered core
multi-processor for soft error detection is described ict®a 3.1. In Section 3.2, it is
discussed how temporal redundancy can be exploited for detection. Static and dy-
namic techniques for exploiting temporal redundancy fér swor detection are presented.
Section 3.3 describes how data value based redundancy esngdeyed using small value
replication. Section 3.4 discusses error detection ussglue code by utilizing informa-
tion redundancy. The overall architecture for error dédectising the proposed approach
in a typical multi-core processor as well the algorithm iermpkntation is shown in Section
3.5. In section 3.6, experimental results are given andlyisaiction 3.7 gives simulation

results and compares the experimented work with prior works

3.1 Clustered Multi-Core Architecture for Error Detection

In multi-core processors, multiple threads can be mappeuittple cores and executed
concurrently to increase the system throughput. ThesadBrean be separate independent
applications or independent pieces of the same thread frgirrea application. Redundant
execution of threads and comparing the results of theiripialexecutions can be effec-

tive towards reduction of soft errors. However, two prokdesariously limit this approach.
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First, the inter-processor communication latency can geifstant. The wire delays due
to inter-processor communication can impose significaahlzy overhead which cannot be
hidden in the typical complete-to-commit times, if all retgr and memory accesses have
to be checked. Secondly, due to the non-deterministic orgl@f communication events,
threaded applications can produce outputs in differengérsrend of different values when
given the same inputs over consecutive runs [53]. This pmemon can make error detec-
tion by dedicated execution of the original and the dupéichteads on different processors
in a CMP ineffective or not beneficial. On the other hand, iftgaeterministic execution
for replication by lock-stepping will have a high perforncarcost.

A clustered multiprocessor architecture to reduce the comaeation latency due to
inter-processor communication is used in this work. Furthiés shown that by mining
of available temporal and data value redundancy and by #gxgdhe information redun-
dancy, the inter-processor communication required in k-falerant CMP can be brought
down significantly. In this section, a discussion on theteltes core processor architecture
for low overhead error detection in a CMP. The technique toenaivailable redundancy is

described in the following sections.

4 N O N

Branch Branch
Predictor Predictor

Arbiter
Arbiter

K_/K_/

Figure 3.1. Hardware Architecture for Error Detection inlastered Core Processor
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The clustered micro-architecture for a large multi-corecpssor core is divided into
multiple clusters. Each cluster is small so that if the layeaverhead for inter-processor
communication can either be hidden completely by comgetesmmit times or is negli-
gible in terms of impacting overall performance. Unlike gukar homogeneous multi-core
processor, this architecture consists of multiple clesteores rather than monolithic ones
and each core is based on the clustered micro-archited¢tignere 3.1 illustrates the typical
architecture of a multiple clustered core multiprocessith twwo homogeneous clustered
cores, each having two identical clusters. Each clustesistaof register files (RF), instruc-
tion scheduling queue (1Q), and functional units (FU), whilstruction and data caches,
branch predictor and decoder are shared by all clusters area &ach cluster shares an
instruction arbiter for inter-processor communicatione©verall architecture of our clus-
tered core processor is shown in Figure 3.1. The detailduitaoture of the instruction
arbiter is described in the following section. A multiplestered core multi-processor with
two cores in each cluster can be effectively used for errtgadi®n. Since cores in a cluster
are close in proximity and the latency overhead for int&repssor communication can be
minimal. It is possible to exploit the clustered micro-atebture combined with multi-
core architecture to trade-off between power and perfoomavhich is not considered in

this work.

3.2 Mining Temporal Redundancy

It is generally not possible to detect a soft error in the pssor pipeline before the in-
struction is executed at least once. Also, to achieve a leem&y overhead, error detection
must be done concurrently during execution of each ingomcConcurrent error detection
can be achieved by complete duplication of the processa@lipg and issuing duplicate

copies of each instruction. A soft error is detected whenréiselt of the instruction and
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its duplicate instruction do not match. However, such an@ggh would be prohibitive in

terms of area and power overheads. In this section, we peopd®v overhead soft error
detection technique by exploiting temporal redundancyngderal redundancy can be ex-
ploited by using compiler hints or by using a specializedmt®r hardware. As discussed

later, temporal redundancy in existing programs can be anwith a low overhead.

3.2.1 Compiler Directed Slack Computation

Temporal redundancy can be exploited by duplicating arekessuting instructions in a
different time slot in the same processbatency slack cycl@d_SC) value of an instruction
is defined as the amount of cycles between the current itigtruand the next true data
dependent instruction. The LSC values can be determingdadhaduring code generation
in the compiling phase of a program. Given a fixed thresholtN(MSC), the compiler
probes the nearest data dependency on any of the sourcendparad checks to see if the
number of instructions between them is lower than the MIBC. If this condition is met,
then a special bit called thetack bitis set. This bit can be checked during the issue stage
of the processor pipeline. The value MINSC should be chosen in a manner such that the
majority of the instructions should be able to make use of.

Given the slack bit, temporal redundancy is exploited fooredetection by re-executing
the instruction within MINLSC cycles. Once both instructions have been executed, com-
parison can be done to detect any transient faults that megydeurred. Slack information
encoded in the instruction itself is used to determine ifrdsalt of the instruction are not
immediately needed. The duplicate instruction can be dredollowing in time using a
temporal redundancy approach.

The use of temporal redundancy for soft error detectiorlustilated using Figure 3.2.

A specialbusy bitis used which simply indicates if any of the issue slots age in the

current cycle. An instruction arbiter, which is a simpletstenachine, and a special error
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Figure 3.2. Instruction Arbiter for Temporal Redundancy&aDetection

detection stage in the processor pipeline between the txstage and the commit stage,
shown as the boxes with chamfered edges, to indicate themre®f internal buffers for
storage. The sequence of steps for error detection is asvi&lThe slack bit is checked for
each instruction thatis issued. Ifitis set, the arbitefatizes itself for error detection using
temporal redundancy and guides the multiplexor (MUX) atitipait of the issue stage to
issue the duplicate instruction within MINSC cycles depending on the status of the busy
bit in the issue stage. Since the arbiter knaxactlywhen the original and the duplicate
instruction are issued and as the duplicate instructios doéwait in the issue queue due
to data dependency, the arbiter can set the control sightie appropriate clock cycle to
latch the result from the execution of the original and dugdke instructions and compare

them for error detection.
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3.2.2 Dynamic Slack Implementation

In the previous subsection, a technique to statically eggnbh SC using compile time
analysis was described. The technique thus assumes thaileoperforms additional tasks
and encodes slack information in the form of the slack bib@ainhstruction. This technique
thus can lead to increase in binary code size. Moreovergsampiler directed technique
only decides slack by analyzing instructions staticallyim a window, the slack estimate
is not accurate. In this subsection, a technique is pregdehs exploits the temporal re-
dundancy in a dynamic manner during execution.

A scheme for predicting instruction slack dynamically dgriexecution has been de-
veloped. The technique is based oslack predictionscheme and is illustrated in Figure
3.3. As shown in the figure, the slack predictor is a simpléesb@sed cache structure.
Each entry in the array type structure stores a operatiah Betlestination register field, a
slot to indicate a execution start time and a user defined puwivoter slots. The slots
indicate a vote on various binned predicted slack values.rnimber of slack slots for each
cache entry depends on the granularity of binning of theipred slack and its range. For
example, if the instruction slack varies between 2 and &) wistep size granularity of 2,
there will be three slots for the corresponding cache effitmg. three slots correspond to the
slack values of 2, 4 and 6. The vote on each slack value slaates a confidence level on
the amount of times the predicted slack was indeed correct.

The hardware architecture for dynamic slack predictionlben illustrated in Figure
3.3. The destination register of an executed instructioroted in the destination register
field of a free cache entry. It should be noted that this regisimber is the register address
after register remapping which is available at the decodgest When the corresponding
instruction starts execution we also time stamp the execgiart time slot. During this

initialization, the votes associated with the cache enteyadso set to zero. For each in-
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Figure 3.3. Slack Predictor Hardware for Dynamic Tempoedithdancy Based Detection

struction, the slack predictor cache is also checked tofsie isource registers for that
instruction matches any destination register in the slaekliptor for any previous opera-
tion. If such a match occurs, the current time step is agaiechand the difference between
the start time stamp is binned and the vote for the correspgnaredicted slack slot is

increased by one. Thus, for each instruction, the destinaggister and the opcode and
the execution start time stamp are noted in an availableecantry, as well as the source
registers are checked to find if they match any previous misbin register entries for any
operation. In case of a match, the slack value with maximutes/s selected as the pre-
dicted slack for this instruction. The slack votes are gadigaged to a saturating zero at
regular intervals of time. The LRU replacement policy isdiger the individual entries

of the slack predictor. The dynamic slack prediction schénus mimics a simple vot-

ing scheme. A correct prediction means that the actual staitbe truly higher than the

32



predicted slack and the duplicated instruction can be a@gdcwithout any performance
penalty. In this case, the next data dependent instructibexecutes at the same time as

that without instruction duplication.

3.3 Mining Data Value Redundancy

Itis commonly known that a large percentage of memory vadwesmall [5], [24], [33].
Typically, small memory values use at the most half of thenikth of the registers. These
small data values can be exploited to increase redundartyngorove the reliability of
the processor pipeline. Small value replication is caraetifor instructions with operand
values that can be represented with half of the bit width @4¢ Small value based error
detection is carried out differently on different operaso For example, if both source
registers meet this requirement then their values arecapli and executed on the same
functional unit. Note that before the execute stage of tipelpie, the data values of the
source operands are already available. Thus, sourceegenwgith small data value width
can be locally duplicated and both copies of the small dalizevean be executed on the
same functional unit and compared for error detection. dfrésults are correct, the upper
half words are filled with Os or 1s to obtain the actual results

Soft errors during execution of arithmetic operations biiklition and subtraction can
also be detected even if one operand is of small data valuesibg value based redundancy.
For example, consider the case when one operand is smalharadithmetic operation on
the other operand does not generate any carries. In this tteesapper half word of the
other operand can be stored in a register and the small vpiraied in the lower half word
of the other operand can be locally duplicated as before.il\¢@th copies of the small
data value operands can be executed on the same functiahahdncompared for error

detection. If the results from the upper and lower half wadeee, the upper half word of
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the other operand is concatenated with the lower half woth@fesult to form the actual
result. Thus, in the absence of a carry, local duplicationbEaapplied to detect errors in the
execution of arithmetic instructions even involving onlyeassmall operand. The same idea
can also be extended for logical operations. For exampiea #®ND or OR operation if
only one operand is small, local duplication can be appleperform duplicate execution
of the operation and detection of errors. The upper half vadrthe result of the logical
operation can be recovered by filling them with all zerospaks, or with the upper half
word of the other operand.

Register A

Replicator Circuit MUX

Register B —_:-

Replicator Circuit

——

Figure 3.4. Error Detection Using Small Values

—pp}Comparator

MUX

Figure 3.4 illustrates the hardware architecture for swellie detection method. The
source operand values stored in the registers are sent sonthilévalue detectofSVD) to
determine whether their data values are small. The SVD iti€simply a zero detector
for the MSB portion of the data bits. If a small value is deg¢elcthe SVD sends the signals
to the multiplexors so that the replicated values are cho$ée two duplicate values are
then sent to the ALU for execution. The results of the ALU @piens are compared with a
comparator that is controlled by the SVD circuit. The SVDhecked to see if it indicates

a small value when the MSB and the LSB portion of the resulukhmatch. However, if
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a small value is indicated by the SVD and LSB and MSB portiorestilt does not match
a soft error is detected and recovery by rollback from theiptes checkpoint state can be
initiated. Thus, as shown in Figure 3.4, error detectionpla@ting small data value size

can be implemented without much latency and area costs.

3.4 Information Redundancy Based Detection

In general, parity codes can be used to detect single biesaits in memory, however,
parity check bits are not preserved across arithmetic tipesa To maintain check bits
across arithmetic operations, residue codes have beengadpn the literature. Residue
codes have the desirable property that for arithmetic ¢io@rsthe check bits of the result
can be determined directly from the check bits of the opesaRésidue code is a systematic
code, i.e., the check bits can be represented separatefytire data bits. The residue
check bitsC are represented byg, N bits , whereN is the total number of bits used for
representation, and can be computed'as (N)mod(m) wherem is represents the residue
of the code. It can be shown that for a pair of operands, thduesode for the sum (or
product) of the operand is the sum (product) of the residaesof the operands modulo
m and that if the residue: is odd all single bit errors occurring during any arithmetic

operations can be detected.

As shown in Figure 3.5, error detection using residue codeires only an extra adder
unit. However, as the extra addition operation is off théical path and since the delay
due to the multiplexors can be neglected, no performancaliyewill be incurred. If the
residue check bits of the sum (product) do not match the suod(et) of the check bits
of the operands, a single bit error is detected. Otherwisesimgle bit error has occurred
and the result is committed to update the processor statedd@termination of the residue

code is dominated by the computation of modulo addition. e\mv, the operation can be
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Figure 3.5. Error Detection Using Residue Code

simplified if the modulo is of the for@™ — 1, as follows,

(x +y)mod(2" —1) = (z+y+1)mod(2") if(x+y+1)>2"

= (z+y)mod(2") otherwise (3.1)

wherex andy represents the source operandsamepresents the bit width of the registers
used to store the source operands. In this work, this prppart be exploited and the two

most significant bits are used for representation of theluvesparameter.

3.5 Proposed Multi-Core Architecture

In the previous sections, several low overhead soft errtaatien techniques were de-
scribed which exploit the various types of redundancy thatlee mined within the bound-
ary of the single core. Error detection is performed durimg issue stage of each core’s

processor pipeline for each instruction. The error deteatiechanism, in order to maintain
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low overheads, makes use of the available functional ressuas well as the remaining la-
tency slack cycles (LSC) which is the number of cycles befioeecomputed result becomes
the source operand of a subsequent instruction. For ingnsowith high LSC, the soft er-
rors are detected using temporal redundancy wherein tHedtginstruction is executed at
a later time step and compared with the result of the orignsdtuction ensuring that there
is no loss in performance. For instructions with small opdraalue size, soft errors are
detected by duplicating the operands and executing on the fianctional unit, thus using
the available resources to maintain low overhead. Foruostms with low LSC and not
having small valued operands, detection is implementedsbguhe residue code. If none
of these methods are applicable, the duplicate instrucsierecuted on a nearby idle pro-
cessor core. The overhead associated with inter-processonunication is reduced using
a multiple clustered core architecture. Finally, cor@ciis done by recovery and rollback
from the checkpoint states. It should be noted, howevet,dhar correction is required
only when a soft error has actually happened, which is randgverror detection needs to
be performed during execution of each instruction. Theeefthroughout this chapter, The
focus is on providing techniques for low overhead error cteta in multi-core processors.
Previously, it was discussed how the slack bit is used in amuntion arbiter for error
detection using temporal redundancy. In the case when &oc& bit is not set, the arbiter
initializes itself for error detection by using spatial vedlancy. The arbiter latches the in-
struction and its source operand values from the origined,ckeeps on polling the busy
bit of the issue stage of the nearby core and once the busyg Hisabled, the duplicate
instruction is issued to the adjacent core. The arbiter g#eta the control signals at the
appropriate clock cycles in the error detect stage to ldtelreésults of the execution from
the original core and the results of execution from the neadye which are then com-
pared for error detection. This is possible as the arbitemlsnexactly when issue starts

and execution finishes for the original and duplicate irdtoms. Many variants of this
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idea have been proposed [2], [73] in the literature. The expnts with redundancy based
detection technique suggested that the scheme of spatiaidancy incurs a considerable
latency overhead due to the interconnect delay in sendiogifring the instruction to the ar-

biter. In general, using the spatial redundancy based ti@texan lead to high performance
overhead and about 200% increase in power. However, by giofirarious redundancy

schemes and using the clustered core micro-architechusestheme is seldom used for er-
ror detection. The overall hardware algorithm for erroredébn in a CMP processor using

our proposed schemes is shown in Algorithm 1.

Algorithm 1 The algorithm for soft error detection

Compute LSC value for all ALU instructions statically or dynically
for Each ALU instructiordo
if slack > St then
Detect soft error using temporal redundancy
end if
if slack < St;, AND Both source operands are smidién
Duplicate data values and execute on the same functional uni
Detect soft error if the LSB and the MSB of the result do notchat
end if
if slack < St;, AND Both source operands are not small AND Two upper bits ef th
source operands are zdhen
Compute residue code for the operands
Replace the top 2 bits of the operand with check bits
Execute the operation and compute modulus m
Compute the check bits of the data without the top two bits
Compare this check code with the top two bit and detect sodir éf they do not
match
else
Duplicate the instruction into a nearby idle core
Commit from ROB only when both original and duplicate instran’s result match
end if
end for

The error recovery mechanism achieves error correctiamgusie traditional rollback
and recovery scheme. Thus, a checkpoint state of the parcafisr execution of each

instruction is maintained. Such fine-level checkpointiag easily be achieved by using a
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structure similar to a re-order buffer. Instructions arenautted from the re-order buffer
only if no error has been detected. Otherwise, all instomdtiin the re-order buffer are
flushed and instructions are re-executed from our last gfeéok Thus, the hardware struc-
tures already present in current processors are leveragsgéculative execution, for error

correction.

3.6 Experimental Setup

Table 3.1. Processor Configurations

Parameter Configuration
Active list 64 instructions
fetch and commit rate 4 per cycle
Functional units | 3 ALUs, 2 FPUs, 2 Address gen. units
Branch predictor 2-bit history predictor
Cache Line Size 64 Bytes
L1 Cache 32KB 8-way associative, Write Back
L1 Cache Latency 6 cycles
L2 Cache 64KB 8-way associative
L2 Cache Latency 16 cycles

In this section, the experimental setup used for simulataod the results of the various
schemes proposed in the chapter for improving the reltgt@gainst soft errors for multi-
core systems are described. The RSIM multi-multiprocesisoulator was modified [27]
and used for this study. RSIM is an execution-driven sinaulptimarily designed to study
shared memory multi-processors and can simulate apgiatompiled and linked for
SPARC V9/Solaris. The base specifications are given in Taldle Each core uses static
scheduling, has a issue width of 4, with 3 integer and 2 FP Atk a active list of 64 en-
tries and used a 2 bit branch predictor. The local L1 cach2K838-way associative while
the shared L2 cache is 64KB 8-way associative with cachesadatencies selected as given

in [29]. The soft-error detection architecture follows ffrecedure presented in Algorithm
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1. Both redundancy based and information dependent mettasdbe determined during
run time by checking the source operands during the decade sif RSIM. The simula-

tion results are stored in a well defined data structure dottieg can be examined using
Perl scripts after run-time. The simulations were perfairoa a subset of the SPLASH
benchmark suite [72] that were ran on a Sun Blade 1500 uregsme with 4GB of RAM.

Within a superscalar processor, the performance overhieinporal redundancy due to
redundant instructions delaying independent instrustismegligible. The performance

overhead of our proposed schemes is calculated as follows

overheadye, = Ispatial X COStspatial (3.2)

where I, i the number of instructions that are forced to use the apatdundancy
technique, andost ... IS the amount of additional cycles it takes to execute thikoated
instruction in the neighboring core. Power calculatioresgiven for the 16-core processor
using the Nangate FreePDK 45 nm Open Cell Library. Powerwopsion values for the
various techniques were calculated using the product leetwee percentage of usage and

the power consumption of the functional units used.

3.7 Simulation Results

Figure 3.6 shows the average slack values in cycles for eaathimark for the imple-
mentation of static temporal redundancy. Since the statigpbral redundancy technique
is implemented on the compiler level, we assume singlesisadth so that the technique
is architecture independent. From the results given inmalavg it is clear that the ap-
propriate LSC value to use is 5. Note that the MUSC value may vary from different
applications but the value of 5 suits best for the set of bevacks. The results from the

static slack implementation deémporal redundancwre given in Figures 3.7- 3.9. The

40



30 T T T T T T T T
- 4core

- 8core &
8 25| 16core
° 32core
& 64core ¢
c
< 20 4
7]
8 O
=
] e
< By & ]
8 ‘
w i
g 10r ° 1
IS &
£ % Bl
= wh Mk ]
& ° |

| b

CA | o

0 nﬁ Lb
%

Figure 3.6. Static Slack Breakdown

Technique Usage with Static Temporal Redundancy (FFT)

100 T T T T T
_ _ small_value ——3

90 residue £ o
< temporal
s 80 o spatial b
[%2} M —
s T0F 1
°©
= 60 |- B
k7]
£ 50 F 4
ks
[0} 40 B
j=2}
54
= 30 B
Q
o
o} 20 i
a

10 B

ol LBl I AN NI NAPY

(a) Static temporal redundancy SPLASH-FFT

Technique Usage with Static Temporal Redundancy (LU)

80 T T T T T

O small_value —
L - residue !

70

M temporal

spatial we—-—|

50 1

40 b g

30 f

20 B

Percentage of Instructions (%)

10 B

(b) Static temporal redundancy SPLASH-LU

Figure 3.7. Results From Static Temporal Redundancy Tqadenior SPLASH-FFT and
SPLASH-LU

41



Technique Usage with Static Temporal Redundancy (MP3d)

70 T T T T T
1 small_value ——
residue !
< 60 |- I temporal
%’/ - spatial s
§ sor .
3]
2
£ 40 -
£
k] L ,
o 30
j=2]
8
£ 20t E
1
[
& 10 i
) 2} i -
0 N N W % L
R & N [ [
Q. Q. %, 2, %,
Q e % % %

(a) Static temporal redundancy SPLASH-Mp3d

Technique Usage with Static Temporal Redundancy (RADIX)

70 T T T T T
~ small_value
— residue
g 60 - temporal :
E’U-; spatial me—
5 sor - 1
3]
2
£ 40 -
=
S L ,
o 30
(=]
8
S 20 E
IS
jo)
& 10 i
0 - 7’& 7( Q: [
2
G B % o %
e e % % %

(b) Static temporal redundancy SPLASH-Radix

Technique Usage with Static Temporal Redundancy (WATER)

60 T T T T —T
small_value
residue &
§ 50 F _ tempO(aI 4
< spatial
1%2]
g —
= 40 B
o
=
=1
[%2]
£ 30} 4
=
(=]
Q
(=2}
g 20 i
c
(9]
e
& 10f ]
0 L bt =t Lot L
%, % v B %
% % 0. N Q.
® ® ® ® Q)

(c) Static temporal redundancy SPLASH-Water

Figure 3.8. Results From Static Temporal Redundancy Tegdenfor SPLASH-Mp3d,
SPLASH-Radix, and SPLASH-Water

42



Technique Usage with Static Temporal Redundancy (QUICKSORT)

70 T —T T T T
M small_value ——
M residue E25°%

9 60 - M - temporal b
< spatial

2

5 50 |- R
°

=

£ 40 | E
£

k]

o 30 R
[=2]

It

S 20 g
e

[

& 10 | i

0

(a) Static temporal redundancy SPLASH-Quicksort

Technique Usage with Static Temporal Redundancy (SOR)

80 T T T T T
small_value ———1
70 | _ M M M residue i
< M temporal
< spatial m—
o 60| P .
c
2
S 50 g
k7]
S 40} 4
ks
S 30 g
54
=
g 20 | i
&
10 R
0

(b) Static temporal redundancy SPLASH-SOR

Figure 3.9. Results From Static Temporal Redundancy Tgalerfior SPLASH-Quicksort
and SPLASH-SOR

43



majority of the benchmarks had less than 30% of their instvas using the spatial redun-
dancy technique. The benchmargajcksortandsorwere the most efficient with respect to
the usage of static temporal redundancy technique. The bémehmarks either had high
usage of data-dependent techniques or the M8C value may have been too large, thus
giving us a low percentage usage for the static temporalneaiicy method. To further
lessen the amount of spatial redundant instructions, idyimamic slack technique, 1, 2,
and 4 cycles are used as the voting choices for the dynantk stgplementation. The
results with the dynamic slack implementation are givenigufes 3.10-3.12. As illus-
trated in all benchmarks, more instructions are able to@mgint the temporal redundancy
method, thus lowering spatial redundancy usage as welkgsdtiormance overhead.

For the correct dynamic prediction rate and power overhealg,the 16-core configu-
ration was analyzed. Figure 3.13 shows that most predstaere correctly predicted for
our benchmarks. Figure 3.14 shows that the technique gesdittle power overhead. The
instruction arbiter at the RTL level was designed using lggrand synthesized it with a
standard cell library of 45nm technology using Design CdempiThe small value based
detection scheme only required small number of MUXes wlakdue code based detec-
tion required an extra n-bit adder. The calculations in@i¢bat the overall area overhead
for our combined error detection framework was less thans%igure 3.15, the percent-
age overhead in CPI compared to a multi-processor with rar dtection capability for
8, 16, 64 and 128 cores was plotted. As shown, the performraresdead was only 8% for
the 8 and 16 core multi-processors while it was 10.5% for thede system and 13% for
128 core multi-processor system. It is noted that the largeease in average CPl is partly
due to the large amount of spatial redundancy instructionse mp3d benchmark, which
if excluded will lead to a even lower performance overhead.

In Table 3.2, the work presented is compared with some regerks provided in lit-

erature, using the data provided in the papers and extrapgplaccording to the experi-
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Table 3.2. Comparison with Related Works

Approach Error Coverage Latency Overhead

RMT [49] 100% 21%

CRT [20] 100% 15%
Slipstream [74] 74% -71%

This work 100% less than 10%

mental setup. SRT techniques [49] executes redundantdhi@aa SMT processor for
error detection. The CRT technique extends the same idedvibh [iocessors. The CRT
approaches [20] achieves considerably low latency overbempared to instruction lock
stepping in CMP processors. This is due to the fact that tiknig thread can effectively
utilize speculative outcomes for a speedier execution. @aw the trailing thread may
read values which can be modified by other instructions inl¢hding thread and hence
false positives may occur. The problem is circumvented Ioygsdditional hardware struc-
tures like the load value queue and by ensuring stores arenttted only after the stores
from the leading thread finishes execution, thus not changiemory state before check-
ing. Further, as relative thread execution rates on diftggeocessors are non-deterministic,
events among concurrent threads in a program cannot beasggiprecisely and efficiently,
leading to spurious divergences [53]. It is shown in thiskambiat by mining and utilizing
various redundancy mechanisms available within a corembary and using a clustered
core architecture, inter-processor communication oatloan be made negligible. Using
the various techniques proposed in this chapter, dupbicain a per-instruction basis is
more attractive than duplicating at the thread level. $igasn processors proposed in [74]
uses a reduced instruction stream in the leading threaditie gloe trailing thread. As the
leading thread is reduced in size and as it can provide kegutgi@on outcomes to the trail-
ing thread, this method can actually improve performanae txecuting the single thread
with speculation. However, compared to this approach ardaffproaches described in

CRT, the error detection coverage is not high and hence isiabte in server application
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where reliability can be a key concern. Thus, compared terotlorks proposed in litera-
ture, this combined framework can achieve complete erreerage at significantly lower

latency overheads with negligible area cost.
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Technique Usage with Dynamic Temporal Redundancy (SOR)
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CHAPTER 4

PEAK POWER MINIMIZATION USING PATH CLUSTERING

4.1 Introduction

Due to technology scaling, with the increase in chip deesiind clock frequencies, the
demand for the design of low power integrated circuits haseimsed. This trend of increas-
ing chip density and clock frequency has made reliabilityaganissue for the designers
mainly because of the high on-chip electric fields [71, 75dve3al factors such as the de-
mand of portable systems, thermal considerations andamental concerns have further
driven the area of low power design [71]. In low power desigimg deep submicron and
nanometer technologies, both the peak power and the totedripare equally critical design
constraints. In this chapter, the focus is on the reductigpeak power through use of a
novel clock management strategy.

Peak power is the maximum power consumption of the intedraiteuit (IC) at any
instance during its execution. Peak power can be defineccanadlimum power consump-
tion during any clock cycle. The reduction of peak power congtion is essential for
the following reasons : (i) to maintain supply voltage levehd (ii) to increase reliability.
High peak power can affect the supply voltage levels. Thgelaurrent flow causes high
IR drop in the power line, which leads to the reduction of theptygoltage levels at dif-
ferent parts of the circuit. High current flow can impactasbllity because of hot electron
effects and high current density. The hot electrons maytieaghaway current failures and

electrostatic discharge failures. Moreover, high curdamtsity can cause electro-migration
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failure. It is observed that the mean time to failure (MTTFadCMOS circuit is inversely
proportional to the current density (or power density).

The reduction of power consumption can be achieved at ddesrds, such as algo-
rithmic, behavioral, register-transfer level, logic, @and transistor [62] during the design
flow. Several techniques have been proposed for peak-p@daction at different levels.
At the algorithmic level, choosing a low power algorithm das helpful in power reduc-
tion. Techniques, such as, shutting down unused operatorsmaltiple supply voltage
operators are used at behavioral level. At RTL level, pregtate assignment is needed
for power reduction. Low power design methods at logic leneludes, the use of asyn-
chronous circuits, the reduction of number of transitioms #ne reduction of hazards. The
use of adiabatic systems and static CMOS can lead to low posresumption at the gate
level. At the transistor level, smaller device geometryalien supply voltage and threshold
voltage are the possible options for power reduction. Qutow power synthesis at the
behavioral level, several low power subtasks, such asdsding, allocation and binding
are performed with the goals of total and/or peak-powerctduo.

As the IC processing technology continues to scale down,ta@dlemand for high
performance IC designs continue to increase, high peakmiand peak power pose critical
problems towards achieving higher performance and rdéilgbrhe peak current problem
has been addressed in the industry by increasing the sizewsdrpand ground lines, and
increasing the number of pin pads on the chip. The probleatsatie caused by high peak
current values can be seen at all levels of processor desi@nsthe VLSI level, high
peak current causes IR-drop which generates power supg and ground bounce. This
power supply noise causes inconsistent supply voltageesdtuthe transistors which can
be translated to slower circuits and timing violations oa ¢ircuit level. Timing violations

in turn translate to logic failures on the architecture leve
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Synchronous-logic design methods rely on the master clodloathe clock tree within
clock domains that present drawbacks to the physical dparéds opposed to logic oper-
ation) of the digital-logic integrated circuit. These piogd drawbacks are manifested as
large peak (surge) power-bus current, increased RMS dupewer and ground bus noise,
ground bounce, simultaneous switching output (SSO) naigeit-threshold margin loss,
timing jitter, and increased propagation delay (due tagrated-circuit power-bus compres-
sion and heating), and system electromagnetic interferefbese deleterious effects can
occur in the integrated core logic circuits and within thputioutput ring. Thus, the focus
is on a RTL-level method that takes advantage of the logib-paing slack to re-schedule
circuit activities at optimal intervals within the unaker clock period. When switching
activities are redistributed more evenly across the closhop, IC supply-current con-
sumption is also spread across a wider range of time witl@rckbck period. This has the
beneficial effect of reducing peak-current draw in additiomeducing RMS power draw
without having to change the operating frequency and withiilizing additional power
supply voltages (as in dual or multi VT approaches). A mamalgf this approach is that
the proposed method can be utilized in conjunction with npaster-reduction methods
such as clock gating, multi- VT, power switching/power sbfff back-end processes such
as floor-plan and interconnect optimizations, and leakadaation methods.

In this chapter, an innovative clock control strategy hasnbproposed and patented
by [79]. A path clustering algorithm is introduced that uties delay slack relative to the
maximum delay to cluster the circuit paths together. Usheydenerated clusters, each
cluster can be attached to a differently phase-shiftedkcl®bis minimizes the number of
simultaneous paths being executed at the same instant whptltitly reduces the peak
power. A multiphase clock generator circuit is needed whiihtake the domain clock
and produce the multiphase clocks using a decoder and canctatecture. Considering

the size of the overall circuit, the overhead due to thislclaiccuitry in terms of area is
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minimal and it does not increase clock power due to the faatttie load on each phase
clock is significantly smaller than the load on a single don@ock driving the entire cir-
cuit. Based on the experiments with the ISCAS 85 benchmackits, OpenCores circuits
and LEON processor multiplier circuit, the proposed teghai significantly reduces the
peak power without significantly increasing clock-poweaoga overhead as presented in
the experimental section. This work was supported by RoGEONNECT and East-West
Innovation Corporation.

The rest of the chapter is organized as follows. In secti@nthe problem formulation
and the proposed clock scheduling strategy are discusse&edtion 4.3, a description
of the proposed algorithm including the clustering stepahtiogether describe the clock
scheduling algorithm to be incorporated in a design tool.flblae experimental set up and

the design automation flow as well as the results are disdussgections 4.4 and 4.5.

4.2 Clock Control Strategy

The peak power of a circuit can be defined as

max / Vddidd (t)dt (41)

whereV, is the supply voltage and,(¢) is the amount of current drawn by the circuit at
time t. Given this equation, minimization of the peak power at agitimet is directly
proportional to the amount of current drawn at tim&ince current is flowing ideally only
when a circuit is active, by minimizing the number of simakausly active elements, the
spike in current drawn can be reduced from the power sugplg, teducing the IR-voltage
drop. In clocked circuits, all register elements are aabnehe rising and falling edges of
the clock causing a large draw in current and thus having thatgst effect on the peak

power of the circuit.
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Figure 4.1. Traditional Clocking of Combinational Logicdgks

An example of a traditional synchronous clock tree driviognbinational logic blocks
isshownin Figures 4.1 and 4.2. In Figure 4.1, the domairkdledistributed by a clock tree
(CT) using CT buffers: CT1, CT2, through CTn. The individabick tree drivers strobe
numerous combinational logic blocks (CLB) of varying prgption time. The exact CLB
propagation time depends on the logic block design, the amatibnal input to the CLB,
and the inherent integrated-circuit speed. The focus hésean CMOS integrated circuit,
where inherent CMOS speed is a function of process, volawktemperature (PVT).

Figure 4.2 exemplifies the contributions of CLB currentsetotal current ina CMOS
IC. After a small CT delay, the strobe signals simultaneouB &ctivity, with a commen-
surate sharp increase in the supply current. This creates@esirable abrupt change in
the supply current, di/dt. A large di/dt is difficult for powgeneration and distribution,
which creates power-bus noise, and causes device volt@agatbn (compression) due to
bus inductance multiplied by di/dt (V = k di/dt). In addition to these problems with the

high transient-current demand, large di/dt is a large ativariance, invoking large RMS
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current with increased power losses in the power grid. Thalided traditional current de-
mand is shown in Figure 4.2, where CLB currents are depictédial rectangles of various
time durations and current amplitudes, all summed to forraggregate power-bus current
shown as a bold black line enveloping the CLBs. In the progasethod, peak power is
reduced by taking advantage of timing slack of individughsil paths within a particular
clock domain. Timing slack data is obtained from the toolfioath-delay database, and
its query time is only a linear function of IC complexity. las been well established that
timing slack is abundant in most IC designs which forms thémzotivation behind our

method.

The methodology consists of the following key steps listeéolows:

1. Combinatorial Logic Block (CLB) propagation time rangialgorithm is a routine

that calculates the maximum propagation time through thB.CL

2. CLB Grouping/Clustering step in which the CLBs of simitlaaximum propagation

time are grouped together to receive the optimal delayezkd¢mminimize di/dt.
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3. The result of a di/dt minimization determines phasetstitlock outputs to be as-

signed to various clustered CLBs.

By taking advantage of the timing slack and judiciously I@zdting the activities of the
various combinational logic groups into specified timervds within a clock period (refer
to Figure 4.3), the total current draw within the clock inedris moderated. The domain
clock illustrated in Figure 4.3 can be viewed as the outpiviedrof an buffer node apart
of a H-tree clock distribution network. Through balancihg humber of paths belonging
to each cluster, it is expected that the interconnect delaqual for the clock domains
®,, &, up to d,,. Also since the buffers are inserted at a particular nodéeénH-tree,
the paths are considered to be in close proximity. Buffergefor generating the buffer
delay can be implemented by adjusting the P/N transister rsitio to skew the charging
of the load driving the combinational paths. This skew \&ffem each circuit and is not
considered in this work since our analysis is performedrdegitacement and routing of the
design. A conceptual traditional, zero-skew clocking sebés depicted in Figure 4.4. On
the left, four CLBs are clocked simultaneously. The additurrent of these four CLBs is
shown to the right; where the peak current is 4 A. Howevengighe new clock control
strategy to schedule the operation of the CLBs as shown iar&ig.5 (left), produces a
summed current shown on the right side of Figure 4.5. Theeggge current variance
is dramatically reduced with our clock control strategyeasmplified in Figure 4.5 (the
additive current of all the CLBs is represented as the badltrace). Time T1, T2, T3,
and T4 are the timing epochs for the respective blocks CLBBZ; CLB3, and CBL4.
Here, power is reduced via several mechanisms. First, bigipussly scheduling tasks
in a synchronous system, peak current and peak-power cqtsumis reduced. Second,
reducing peak current decreases the RMS current which isuooed in the power and

ground grids. Third, reduced peak current and reducedi@mainsurrent (di/dt) reduce the
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power-grid dynamic voltage drop, thereby allowing redudedoupling capacitance, metal,
and even reduced supply voltage.
It will be seen in the results section that the method leadsignificant peak-power

reduction.

4.3 Proposed Peak Power Reduction Technique

In order to optimize the peak power of a circuit, the numbegiauit elements that are
simultaneously switching must be reduced. This can be aglisined by identifying which
paths have delay slack among the various paths and thezeutik slack values to reduce
the number of paths that are simultaneously switching. Titoeiit is modeled as a graph
structure and timing analysis is performed to identify tiedagl slacks for each primary
input among the combinational paths. With the obtainedksiaiormation, the clustering
algorithm is ran to cluster and categorize the primary isgabmbinational paths) with

similar delay slack values.
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Figure 4.5. Proposed Multi-Phase Clocking and Current lerofi

4.3.1 Graph Generation and Timing Analysis

The input behavioral circuit descriptions for the ISCAS &hnbhmarks are converted
to the structural netlist by using standard cell librariesgng the Nangate standard cell li-
brary based on the FreePDK 45nm technology for technologypmg. A graph is then
generated from the technology mapped netlist. The graptnisexted where the nodes are
primary inputs, primary outputs, logic gates and nets agsad stems are the edges con-
necting the nodes. Since the experimentation is targeteal tts combinational circuits and
thus the logic is non-sequential, the circuits have no faekllhogic thus making the graph
acyclic. This technigue can be expanded for sequentiayjdesvhich will be investigated
in future research. After all the nodes and edges that betwtige circuit graph have been
created, the source and sink dummy nodes are added and tashtethe primary inputs

and outputs respectively.
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An acyclic graph is generated so that we are able to traveesgraph in linear fashion
with respect to the number of nodes for timing analysis. fgranalysis needs to be per-
formed on the structural netlist generated after technotogpping. Timing analysis will
identify slacks of various nodes in the circuit and the cuativé slacks on the various cir-
cuit paths. Timing analysis is done outside of the systens ®mwthat their is more freedom
to use a separate technique in the delay annotation of thgtdior further analysis.

Timing analysis is performed by executing the As Soon As Bs$§ASAP) and As
Late As Possible (ALAP) scheduling algorithms on the cit'sigraph. Each node structure
holds the instance name given, its node type, its strenggdid, tapacitance, delay, and its
inputs and outputs. The type of a graph node can be primaty,ippimary output, net,
gate, source or sink. The strength is based on the type deslgnused to synthesize
the design while the load capacitance and delay values lanbtained by the technology
library. These attributes make it easier for graph assemilgr generating the graph, each
gate node is notated with its respective delay and load dapagalues. To expedite this
annotation, the input capacitances, load capacitancededayg values of the combinational
logic cells are extracted from the technology library to a.filThe capacitive loads are
annotated for each node and using this load capacitance,wla nearest delay value
associated with the capacitance value is given to that node.

Now the graph has been fully annotated with its delay valtiesng analysis can be
performed on the circuit's graph. Timing analysis is dongbyforming the Depth-First-
Search (DFS) algorithm from the source node to obtain the R8/iing values, and from
the sink node to obtain the ALAP timing values. By taking thiedence between these
values, the amount of slack delay that is on each path cantbedaed. Those paths with

zero slack are those along the critical path.
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4.3.2 Path Clustering

Algorithm 2 ClusterPaths ()

Define number of nodes as n;
Define number of clusters as k;
balanced= 7;
for each primary inpuk do
max delay]l ] = Delay of longest path connected to input
while delay[i] >= clustertimes[j] do
Decrement j if j!=0;
while clustercount> balanced do
if j==0then
break out of while loop;
else
Go to previous cluster by decrementing j by 1;
end if
end while
Increment clustecount[j] by 1;
end while
end for

A delay value is associated with each primary input so thatctustering algorithm
only has to operate on the inputs to assign a timing valuelftin@ paths connected to it.
Since the timing for the primary input correlates with a# tonnected paths, the worst case
timing value will be associated to some primary input. Thenes all the paths connected
to each primary input are traversed and the maximum delageopaths connected to the
primary input is calculated. This is accomplished by rugnadynamic-programming
scheme that calculates the maximum delay value connecesattograph node. Once the
maximum delay value has been annotated for all the interodés, only the maximum
value delay of all the internal nodes connected to the pyrmgut needs to be associated
with the primary input.

Algorithm 2 illustrates the proposed path clustering pdage. Since all the paths are
connected to some primary input, the path clustering algorideals with clustering the

primary inputs based on the maximum delay value associatidtem. Each cluster’s
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delay is mapped to a fraction of the clock period which egtredgnaximum delay of all of

the paths. The primary input are placed into the cluster evttex delay of a primary input
is less than the delay of a cluster . For each primary inpuigalanto the cluster, the size of
the cluster is increased. With all of the paths associatéa asprimary input, the run time
is significantly reduced since the number of primary inpsitssually significantly less than
the number of combinational paths within a circuit. Thishie main step of the clustering

algorithm.

4.3.3 Clustering Algorithm

In performing path clustering, the delay values betweei gair of graph nodes are
initially calculated. These values are stored imannmatrix wheren equals the total num-
ber of graph nodes. If there is no path between two nodes,db&y values are assigned
-1. Now that we have the data efficiently stored, the maximeaydvalues connected
to each primary input can be found using a memoized algorithAfter associating these
max delay values with their corresponding primary inputa wector array, the clustering
algorithm given in Algorithm 3 is executed.

The clustering algorithm takes the set of delay values a@ssatwith the primary inputs
along with the primary inputs, the clock period and the wdtmed cluster number value
as inputs. The number of inputs are divided by the numbetearisiso that the ideal number
of inputs that should be placed in each cluster to make easteclbalanced is defined. The
clusters must be load balanced as much as possible so thetahge in current over time

%) is as close to zero as possible. Given the ideal case, wHesEthe primary inputs
have equal input capacitances, equal logic paths connéxtibem, and equal switching
activity, it is shown that all the primary inputs consume saene amount of power. From
the worst case, where all the primary inputs (the paths)witetsing simultaneously, it is

observed that the peak-power value will be minimized givex the clusters are as balanced
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Algorithm 3 ClusteringAlgorithm (k clustersn num of PI,CP clock period,P set of Pls,
D set of max delays for each PI)

array[k] = 0;

// ldeally we would like to have a uniform distribution in dacluster

balanced =

tc = critical delay value;

start time forCj is O;

[nitial run

fori=0tok-1do

Set the start time for clusteto (i x balanced)*c;

end for

Cluster_paths();

array[i] = # of inputs placed in cluster

OPT =n;

/[Calculate Cluster factor

Clusterfactor for cluster iC; = OPT - array]i];

/[Calculate Total factor

k
Total factor for circuit=)» _ C;

=0
while Total factor > OP'jI'OR loop has not ran fot iterationsOR CF != PF do
Store current total factor intBF
Choose the largest imbalanced cluster j and change thetir:naﬁ%“j.
Re-calculate Total and Cluster Factors;
Store current total factor iIGF;
if PF < CF then
Previous configuration was better. Choose the next larggsalanced cluster and
repeat above
else
Current configuration is better. Repé&hile from here
end if
end while
if array[i] == 0 for soma then
Delete cluster;
end if
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as possible. The clock period is divided by the number oftelgsso that initially, all
clusters have equal sub-intervals for each cluster. Thek@erival times for each cluster
have been divided into percentages of the clock period als Wwet example, if there is a
clustetnumber = 4, then the clock signal of cluster 1 arrives the saame as the original
clock period, the clock signal of cluster 2 arrives at timachhs equal to 25% of the clock
period after the original, the clock signal of cluster 3\as 50% after the original and the
clock signal of cluster 4 arrives after 75% of the originalai period has past. From this
example, one can see that the shorter delayed paths shoplddael in the latter clusters,
and the longer delayed paths should be placed in the begichisters.

The algorithm places each primary input in a cluster by campgéahe delay widths of
the cluster with the maximum delay associated with the piyningput. The comparisons
begin from the last cluster for two reasons: Firstly, in tgimized performance era, we
expect that many of the delayed paths are close to the dellg afitical path; the second
reason is thatitis preferred to place as many primary inputse latter clusters as possible
so that if any of the latter clusters become imbalanced, gagmmputs can be shifted to an
earlier cluster without generating any timing violationsthe circuit. After placing each
primary input into a cluster, we calculate the cluster fattoeach cluster which is given by
||clustersize- balancedsize|, whereclustersizeis the number of primary inputs placed
in the cluster andbalancedsizeis the ideal number of evenly distributed primary inputs
over the number of clusters. If each cluster has a factor i@f, zBen the configuration is
balanced, and the algorithm exits with the current clustafiguration. If all the clusters
have a nonzero cluster factor, then the cluster that hasatijedt cluster size chosen. If
the cluster is not the first cluster, then we can always tryhiti some of its inputs to an
earlier cluster, as long as it does not cause the other cdustdecome imbalanced. If this
alternative is not possible, then the start time of the eluistshifted to the midpoint of the

previous adjacent cluster start time and its original $iam¢. After adjusting the start time

64



of the cluster, re-clustering of the primary inputs is parfed, to see if a more balanced
configuration can be obtained. This process is continuetlaibalanced configuration is

generated, or a saturation point is reached where no impreneis occurring. To refrain

from the algorithm running for some large finite amount ofejrthe algorithm stops after
a number of iterations. Thia constant can be configured to the user specifications.

The objective of the clustering algorithm is to cluster thienary inputs of the circuit
such that the peak power is minimized for the circuit. The-tiove of the algorithm is
dominated by graph generation and the clustering algorit@men thatN represents the
total number of graph nodes akdrepresents the total number of edges in the graph, the
graph generation is dominated by generating edges fdradides which takes QIE) time.
The clustering algorithm is dominated by Cluskaths() function which runs in O{+ E)
time. Thus the clustering algorithm runs in(ﬂ}(\/ + E)). This gives a linear runtime as
longasa < N + E.

Peak power usually occurs during the transition period efdlock signal thus it is in-
tuitive to reduce switching activity during this intervéuring this transient period, many
of the combinational module inputs are switching causingrgd draw in the current from
the power supply at once and then a decrease as the circuisliegstabilize. The algo-
rithm attacks this problem by balancing the number of injbaisg executed, which in the
ideal case would balance the current drawn by the power guBglgrouping the primary
inputs in a balanced manner, the different paths of the coational logic can be executed
throughout the entire clock period rather than at the same instance. By balancing the
current drawn during the transition time of the clock, thstamtaneous power consumed
by the circuit is reduced which reduces the peak power ofiticait

One benefit of this algorithm is that it gives a time efficieniusion to the peak-power
problem. Instead of addressing the problem at the tramsestel where power accuracy is

higher, the circuit is optimized at the synthesized-netigel during the design automation
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process. Although accuracy may be not be as high at this, Isgkition time efficiency
is better due to the lower level of complexity. Given thati@clogy mapped netlists are
optimized along with the Synopsys tools, power analysiseshre closely relative to the

actual power values of the individual circuits.

Table 4.1. Peak Power Reduction (PPR) Percentage in Bemkl8aa

Benchmark| 2 clusters| 3 clusters| 4 clusters| 5 clusters| 6 clusters
PPR(%) | PPR(%) | PPR(%) | PPR(%) | PPR(%)
c432 26.15 47.55 22.78 46.48 49.85
c499 41.21 44.25 49.20 54.83 71.78
c880 6.55 30.25 42.66 30.70 N/A
c1355 40.18 38.40 45.93 49.97 68.99
c1908 14.22 34.54 35.21 46.28 N/A
c2670 -11.64 17.90 28.13 28.33 34.45
c3540 27.23 38.32 33.06 48.68 54.00
c5315 6.70 10.91 34.68 21.02 35.06
c6288 -24.78 -23.33 9.97 14.91 18.01
c7552 -9.02 2.37 -4.08 -1.90 31.72
divunit 2.63 2.10 4.24 18.13 21.31
fpadd 3.23 -8.62 10.08 13.81 4.84
mul32 7.75 -5.35 8.78 1.67 4.96
oc8051alu 12.33 15.31 34.20 35.43 38.42
parallelfind 14.27 37.11 37.87 47.95 31.32
average 10.47 18.78 26.18 30.42 36.62

4.4 Experimental Setup

The simulation setup is centered around Synopsys Desigp@mmand Primetime-PX
power extension software suites and simulations are peddron thed SCAS 8%bench-
marks and a few circuits from OpenCores [83]. The first stép s/nthesize each bench-
mark using the technology standard cell library. Technplogpping is carried out using
Synopsys Design Compiland the 45nm Nangate Open Cell Technology Library. A small
subset of the library’s combinational cells are used tolsgsize a simpler design. The

technology mapped netlist is given as input to the propos#id gustering algorithm. The
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clustering algorithm was coded in C/C++ programming lagguaThe generated netlist
is converted into an acyclic graph structure where each neglesents a combinational
cell module and each edge represents the nets. The graphatated with the load ca-
pacitances and cell delays for timing analysis. Path cheraation and timing analysis are
performed with the ASAP and ALAP algorithms. Path clustgisithen executed to cluster
the paths after which, Verilog source and script files neargd®r re-synthesis, simulation
and power analysis are generated.

Resynthesis is carried out usiibgesign Compiler In this stage, flip flop modules are
connected to the primary inputs so that the execution ofste/ectors can be synchronized.
The phase-shifted multiple clocks with respect to the dontdock can be generated in
different ways. The generation of the multiple phase-sHiftlocks can be done by use
of a counter and decoder logic module based on a clock diginiategy. The clock lines
are buffered to drive the clock inputs on the flip flop modulesdduce the amount of
internal short circuit power generated by the cell moduliestd large input transition times.
Given the resynthesized designs and the standard delaysfilg, (the gate-level designs
are simulated. Alternately, the phase-shifted clocks @lglzan be generated using delay
buffers on the original clock which involves experimergatwith the number of buffers,
buffer sizes and the capacitive loads on each clock lines dbserved that in a few cases,
when buffers are inserted at the HDL level, the DesignCoenpdol tends to remove some
of the buffers during the optimization phase of logic systeaffecting the amount of phase
shifts needed in the clocks for our experiment. These netalbd checked in each case.
The other observation was that the clock-power overheadgher in the first case which
shall be discussed later in this section. Thus, a seconaagipito implement the phase-
shifted clock was chosen.

Gate-level simulation is performed for power analysis & tiext stage. The gate-level

designs are simulated usiSgnopsys Verilog Compiler Simulatesing some input vectors
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as given in [80] and generating the other input vectors rarigo Each benchmark was
simulated for a set of 10,000 input vectors. The simulateegithe switching activity in
the form of a vcd file. Bit blasting was performed on the switghactivity file so that
each net on the wired bus has its individual switching afsti@nnotation. The bit-blasting
operation is performed for more accurate power analysisvePanalysis was performed
on the designs usin§ynopsys Primetime-PXhe resynthesized gate-level netlist and the
generated vcd files are passed into the software to perfognarialysis. Power analysis
is performed every 1ps to get maximum accuracy. The expetsneere conducted on a
16-core processor server with 98GB of RAM. A 64-bit execldgatas necessary for some
of our benchmarks due to the growth in size of their graplieptesentations. Through
efficient coding optimizations, we were able to optimize cade to run most of the bench-
marks on a 32-bit processor with 4GB RAM. The detailed defimm is shown in Figure
4.6. The specifications for the benchmarks tested are list&€dble 4.2. The clock period
was calculated by adding the maximum delay to the maximurmkelo-q and setup time
delay for the Flip-flop cell module in the technology libraijhe Phase shifting technique
was initially performed using a counter-decoder logic klt perform the phase-shifted
clock arrival times. This method requires the generatiomfasster clock created by a clock
multiplier. The number of clusters used has a direct refatigp with the speed of the gen-
erated clock, thus a limit where the speed of our multipliedkis higher than the flip-flop
cell's propagation delay was reached, thus precluding tesuogic operation. Due to this

limitation, implementation of the phase-shifted clocksevearried out using buffer delays.

4.5 Simulation Results

In this section, the results obtained from the simulatidrib® ISCAS 85 combinational

benchmark and OpenCores circuits are discussed. Also,géesitock divider, single-
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Table 4.2. Benchmarks’ Functionality, Clock Period anddtx®n Time

Benchmark Functionality Clock Period(ns) Exec. Timef:s)
c432 Controller 0.949 6.89E+05
c499 SEC circuit 0.969 5.04E+05
c880 8-bit ALU 0.879 1.11E+06
c1355 32-bitSEC circuit 0.969 1.12e+06
c1908 16-bitSEC/DED circuit 0.959 7.34e+05
c2670 ALU and controller 1.17 8.02E+05
c3540 8-bit ALU 1.12 9.18E+05
c5315 9-bit ALU 1.18 2.09E+06
c6288 16x16 multiplier 2.31 6.18E+06
c7552 32-bit adder/Comparator 1.13 3.65E+06

div_unit Single-Clock Divider 2.07 1.06E+08
fp_add Single-Precision FP Adder 1.52 4.49E+07
mul32 32-bit multiplier(LEON) 2.15 9.29E+08
oc8051alu Intel 8051 core ALU 0.435 5.84E+06
parallelfind | Max/Min Binary Tree finder| 1.48 1.44E+08

precision floating-point adder, 32-bit multiplier from thBEON processor [81], Intel 8051
ALU core, and min/max binary tree finder were included to tbe $he simulations were
performed for two configurations in the case of each cirqyitraditional clock tree driven
circuit (ii) the circuit after clustering being driven by hiple phase-shifted clock lines with
additional buffering as needed. The maximum executiongifoeeach benchmark is given
in Table 4.2. The peak-power reduction due to the proposmkitig scheme are given in
terms of percentage change in Table 4.1. The absolute peak palues for the traditional
(sometimes referred to as original case) and the clustéoeliog schemes along with the
absolute values for the power overhead due to the clockirglits are plotted for each
benchmark circuit in the form of bar graphs in Figures 4824. From our results, the
majority of the circuits have a monotonic peak-power remctvith the largest peak-power
reduction at 72%. In general, the amount of peak-power temtu¢PPR) increases as the
number of clusters increases. The circuits with the best\riRkes are the error-correcting

circuits (c1908, c1355, c499) followed by the ALU designg§¢0, ¢3540, ¢5315, and
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¢880). The divider and multiplier circuits showed the lesabunt of peak power reduction
which is most likely due to that these circuits are tightlienconnected (correlated) which
reduces the amount of slack between the internal combmeltipaths. Note that some
cluster configurations have negative PPR values which mianghe peak-power value
increased with respect to the original circuit configunatid here are also some instances
where the benchmark circuits do not exhibit a monotonic gula pattern in the decrease

in peak power. It was observed that these two issues wereadyshe following:

1. The internal circuit path delays were close to the cHipadh delay which gives very

little slack for clustering

2. The cluster configurations are well balanced, but theckivig activity across the

clusters differed drastically causing a sharp change ireatidemand.

Results were generated for up to six clusters after whicmgmriolations due to the in-
curred buffer delays between the cluster clock time peribdsextend past the next rising
clock edge of the original clock were observed. In the sistuconfiguration, c880 and
€1908 had timing violations.

Given the dynamic power consumption
den = OL‘/d%lPO—Jf

where(';, is the load capacitandé,, is the supply voltagel}_.; is the probability that the
clock event changes the output of a gate g@nsd the frequency, the only factor that varies
in the clustered configuration and the original configurai®F, ;. Contributors to our
power overhead are the buffers inserted as well as the clowkpfor driving the clusters.
The clock-power overhead depends on the method used foragegnethe phase-shifted
clocks and is somewhat simulation dependent. Clock-powerh@ad is considered as the

additional power overhead incurred due to generating thagishifted clocks and this was

71



much less for the second approach discussed above withrttifen the decoder-counter

approach.
Table 4.3. Average Power Overhead Analysis
Benchmark | # of Buffers| Total Power(mW)| Power Overhead(%
c432 3 1.41 2.8
c499 3 1.24 4.7
c880 3 2.74 2.1
c1355 3 1.42 4.1
c1908 3 3.47 1.7
c2670 4 5.05 15
c3540 4 6.24 1.2
c5315 4 8.07 1.0
c6288 7 23.5 0.57
c7552 4 13.1 0.6
div_unit 7 35.2 0.4
fp_add 5 14.8 0.7
mul32 7 118.2 0.11
oc8051alu 2 3.54 1.1
parallelfind 7 28.1 0.3
MINIMUM 2 1.24 0.1
AVERAGE 4.4 17.7 1.5
MAXIMUM 7 118.2 4.7

Initially, while performing the simulations, it was obsedithat the estimated power val-
ues were increasing significantly with the multiphase cloekvork due to internal power
consumption of the cell modules and the internal power igchiyg the short circuit power
as described in the manuals for Primetime-PX. This intgooaler increase was due to the
large input transition time caused by charging the net dégaze of the clock signal inputs
connected to the flip flop modules. Since the clock signalsyarerated by the phase-
shifting logic, buffers must be inserted on the clock drévehich in turn will minimize
this input transition time. To obtain more accurate powéinesion, it was noticed that
the gate-level simulation and switching-activity estimoatgive significantly more accurate

results than the RTL process for power estimation. In Pimmet{ X, power estimation is
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[ Load l_:apa:liia_m:e (I’F]_
Input Transition [ps]
7.50 | 155.29 168.32 179.51 198.34 228.88 278.01 360.17
18.75 | 160.76 173.79 184.08 203.81 234.35 283.48 365.64
37.50 | 170.20 183.22 19441 213.23 243.78 292.90 375.06
fall [ps] [ | 75.00 | 189.81 202.83 214.00 232.82 263.37 312.50 394.66
1150.00| 230.77 243.67 254.79 273.55 304.10 353.14 435.30
|300.00| 308.63 321.31 332.60 351.64 382.63 431.92 | 513.77 |
|s00.00| 419.08 432.39 443.59 464.00 498.60 553.03 630.69

|
|
|
|
|
[ 750 | 9138 | 10644 | 119.45 | 14171 | 180.62 | 253.51 | 397.51
|
|
|
|
|
|

0.40 25.60 51.20 102.40 204.80 409.60 815.20

AtoZ

|18.75 | 96.27 111.32 124.35 146.63 185.55 258.44 402.45
37.50 | 104.62 119.67 132.69 154.97 193.91
rise [ps] 4| 75.00 | 121.86 136.85 149.84 172.05 210.96
1150.00| 153.73 168.56 181.62 203.82 242.38
300.00) 191.02 206.35 220.46 244.70 284.50
|so0.00| 229.53 245.23 259.44 285.59 329.64

266.81 410.80
427.79
45848 _|
498.63
543.53

283.83
314.87
356.27
403.04

* Posltive Unate

Figure 4.7. Snapshot of Propagation Delay Characteristitse Nangate Buffer Cell [82]

computed by taking the average of the power consumptionméhuser-defined sampling
interval, but in the RTL process, this sampling interval caity be defined relative to the

clock period. By performing gate-level simulation, a muahadier sampling interval was

possible (every 1 ps) and it was possible to get significantlye accurate power-estimation
values. It is also useful to perform bit-blasting on the shilg activity file so that each

net within a bus is given its own switching-activity profilewas also observed that buffer
insertion resulted in a decrease in peak power with a smatbge-power overhead.

Next, the power overhead in generating the phase-shifted cising delay buffers was
analyzed. Given the largest clock period from Table 4.2, @arenote that the worst case
where the largest amount of delay needs to be inserted frenshhin of buffers. Given
the propagation delay characteristics shown in Figurei#itfie buffer was used with the
least amount of propagation delay, it is only necessaryderirseven buffers maximum to
generate the delays necessary for the phase-shifted clblockgpower overhead percentage
is shown in Table 4.3. The total power column representsitieuat of power consumption
for each benchmark in its original configuration. From oumdgiation results, it is worthing
noting that the phase-shifted clock average-power is smaadraging only 1.5% over the

entire suite of benchmark circuits. It is important to ndtattthis is an extreme upper bound
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for our smaller benchmark and one should expect a much sanpalieentage in overhead
in the actual(physical) implementation.

The benchmark-circuit area overhead attributable to tltktiad of the phase-shifted
clock(buffer chain) is shown in Table 4.4. Area overheadagligible, averaging only
1.6%, since the area of the BUK32 buffer in our 45-nm technology library is only 2.394
wm?. Variance in the area overhead is possible due to the testjptibrary, cell selection,
and buffer sizing necessary to generate the delay valuesjrne the calculated area was
done using the largest cells possible, the area overheaddshot increase within this

technology size(45nm).

Table 4.4. Area Overhead Analysis

Benchmark | # of Buffers| Total Area(um?) | Area Overhead(%
c432 3 129 3.7
c499 3 289 2.5
c880 3 286 2.5
c1355 3 289 2.5
c1908 3 316 2.3
c2670 4 488 2.0
c3540 4 795 1.2
c5315 4 1160 0.8
c6288 7 1946 0.9
c7552 4 1347 0.7
div_unit 7 2359 0.7
fp_add 5 416 2.9
mul32 7 5347 0.3

oc8051alu 2 703 0.7

parallelfind 7 5001 0.2

MINIMUM 2 129 0.2

AVERAGE 4.4 1391 1.6

MAXIMUM 7 5347 3.7

How the proposed peak power scheme affects the RMS curreéhedienchmark set
was also investigated. To calculate the RMS current for thengpower numbers, results

from the fsdb file generated by Synopsys Primetime-Poweertsxon were extracted and
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converted into an text file. The generated text file is thers@adsnto a C++ program de-
signed to compute the RMS current values. For computing & Rurrent we use the
following formula:

[ 1(t)2at

. . =4/20 7 4.2
rms T ( )

To obtain the current values we divided the calculated powaéres by the nominal
supply voltage which in our case was 1.2V. To calculate thegmal function we use the
Riemann Sum equation to get fairly accurate calculatiorssydu may recall, the integral

of an function can be calculated using the following equatio

> f)At (4.3)

At—0
Since the simulation annotates values every 1ns, it is éggdo get fairly accurate

numbers. Execution times were calculated using the getfidag () function which is part
of the sys.time.h header library. Using this function, timawation time with accuracy
down to the microsecond is able to be calculated. RMS pexgenteduction is shown in
Table 4.5. Results show a monotonous increase in percergdgetion of RMS current
with an average reduction of 49% across the defined clustgigewations. Thus, it is
shown that benchmark circuit paths that have been clustesied our technique generates
a lower RMS current demand, which gives a reduction in thé& peaver draw from the

power supply.
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Peak Power Values for 432 Benchmark
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Figure 4.8. Peak Power and Average Power Values for ISCAS&teinarks for c432,
€499, and c880
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Peak Power Values for c1355 Benchmark
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Figure 4.9. Peak Power and Average Power Values for ISCASeasigtidnarks for c1355,
€1908, and c2670
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Peak Power Values for c3540 Benchmark
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Figure 4.10. Peak Power and Average Power Values for ISCABeBEhmarks for c3540,
c5315, and fpadd
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Peak Power Values for divunit Benchmark
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Figure 4.11. Peak Power and Average Power Values for ISCAB88hmarks for divunit,
oc8051alu, and parallefind
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Peak Power Values for c6288 Benchmark
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Figure 4.12. Peak Power and Average Power Values for ISCABeBShmarks for c6288,
€7552, and mul32
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Table 4.5. Percentage of RMS Current Reduction in Benchi@ark

Benchmark| 2clusters| 3clusters| 4clusters| 5clusters| 6clusters
c432 36.12 52.41 65.53 71.44 80.77
c499 32.32 45.07 59.52 69.48 65.56
c880 28.58 42.16 56.48 68.04 N/A
cl1355 28.58 42.16 56.48 68.04 64.04
c1908 19.92 46.70 58.42 68.56 N/A
c2670 39.80 47.73 54.68 60.23 65.26
c3540 16.94 23.46 31.84 41.45 45.82
c5315 36.73 49.54 53.05 59.54 63.89
c6288 41.64 51.51 64.79 68.37 77.19
c7552 21.95 25.36 43.50 38.90 59.56
divunit 0.00 -3.34 10.32 13.51 31.64
fpadd 63.51 67.89 73.84 79.33 84.35
mul32 43.89 52.02 56.00 57.77 67.03

oc8051alu 33.16 51.08 56.66 59.03 60.92

parallelfind | 24.36 21.24 35.23 49.37 53.48
average 31.31 41.19 51.41 57.55 64.06
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CHAPTER 5

A VARIATION-TOLERANT DESIGN USING DYNAMIC CLOCK STRETCHIN G

5.1 Introduction

Technology scaling into the nanometer dimensions has nfelddsign of high per-
formance and versatile computing systems feasible. Snfalléure sizes in devices has
enabled more integration and performance within the same &k critical concern how-
ever, has been to provide the desired performance with engnighing power budgets.
The power-performance trade-off has only been exacerlatbdhe inception of parame-
ter variations in nanometer technology. Parameter vanattefines the amount of process
deviation due to doping concentration, temperature fluiing, power supply voltage vari-
ations and noise due to coupling. Variations within a desiguses variances in power
dissipation and clock frequency from the specified targdtreence can result in parametric
yield loss. Parametric yield is used to define the desigmsisieity to variations. This
variation sensitivity factor is expected to cause 60-70%llofield losses in the impending
technology generations [17]. To ensure that designs aeealale to all possible variations
(process, voltage and temperature), circuits are ofteiguled with a conservative margin.
These margins are created by increasing the supply voltadjeraby varying the transistor
sizes of device structures to account for the uncertaing/tdworst-case combination of
variations. This method of over-design takes into accowsituation that rarely occurs thus

the design is not allowed to achieve its most optimal peréorce.
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In this chapter, an approach for dynamic clock stretchingyayamically detecting de-
lay incurred by process variations is discussed. The cldge és delayed to critical path
register cells to accommodate the increased signal prtipagielay due to variations. The
clock stretching logic captures the signal transition\waif along the critical path into a
positive level-sensitive latch. If the signal transitiom the critical path is delayed due to
process variation, the latch in the detection circuit hadkfferent value compared to the
signal line and a delay-flag is set. Given that T is the cloaitecyime, the signal transition
is expected to occur before time T/2. The delay-flag, if sgtamhically stretches the clock
at the destination register to accommodate the additiaraéton-induced propagation de-
lay. Thus the clock stretching methodology avoids a mismatd¢he data being captured
and hence prevents a timing error which allows for the desigm clock the circuit at a
faster clocking rate. The detection circuitry needs to k#eddo the top critical paths and
an error signal from any of these paths can stretch the clotke appropriate destination
register. The clock is stretched (the capture edge triggdelayed) considering both spa-
tial correlations between closely spaced critical pategaind an average variation range
as reported, in [12,50]. Experimental results based on Bt@d#rlo simulations on ITC'99
benchmark circuits indicate efficient improvement in tignyneld with negligible area over-
head. The rest of the paper is organized as follows. In Seéti®, the construction of the
delay detection circuit for efficient clock stretching igpéained. Experimental evaluation
and results for an example circuit and benchmark circuggpaesented in Sections 5.3 and

5.4 respectively.

5.2 Proposed Methodology

The objective is to add the clock stretching logic to the topoal paths in the design.

These paths that are chosen are most likely to be affectelgebgelay effects of variation.
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Figure 5.1. Dynamic Clock Stretching for Variation Tolecan

The paths with a delay within 15% of the most critical pathsskected as the candidates for
dynamic clock stretching [12, 16]. Variations have showmtwr up to 10% delay at of the
maximum delay [22]. For the selected critical paths, theustbe a critical interconnect
transition before the T/2 time instance. At this transitithe signal’s value is captured into
the latch of our clock stretching logic(CSL) module. To amssignal integrity, the signal

should remain stable for the setup time of the latch. Thusghvies us

Tcritical_trans S TCLTK - TLatch_setup_time (51)

Simple circuit sizing, buffer insertion, or other increnterchanges can be done to create a
critical interconnect transition, if one does not existoamiétically in any of the top critical
paths. Once the transition signal has been captured, thex@8lle monitors the transition
point for any change in the signal value. If the signal vatudifferent then the value stored
into the latch, this is a notification that a delay has beennmad due to variation effects.

Thus the output of the XOR selects the stretched clockedt wpich delays the arrival
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Figure 5.2. lllustration of Spatial Correlation

time of the clock signal to the destination register to accmdate for the delay incurred by
variations. If no delay due to variations has occurred, therpath is clocked at the normal
clock frequency. With the use of dynamic clock stretchingliminates the need for over
conservative timing margins for rare cases. This can be oseful for high performance
designs.

In the case of short paths following critical paths, the&8ef dynamic clock-stretching
can be eliminated by gate sizing since the clock is strettlyeat most 10%. With multi-
ple design objectives such as power and performance, teeeage of short paths are rare
in current circuit designs. When two consecutive criticathis are connected, the clock
stretching signal should be propagated. This can be takenotd®y connecting the previ-
ous output signal from the MUX and the current XOR output tdOdh gate as illustrated

in Figure 5.3 The dynamic clock stretching technique inoocapes the spatial correlation
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property which states that if an component is affected byatians, then there is a high
probability that nearby components are affected as welushe assume that if the com-
binational logic after the falling edge of the clock are afésl variations, then the logic
before the falling edge is affected as well. The magnitudihese variations, will be hard
to predict, and can be different based on their location endhip layout. However, the
presence or absence of variations can be safely assumethwitinoperty of spatial corre-
lations. In the case where variation delay is less than thipsene of the latch, there could
be unstable behavior in the CSL module or there could be a smetase in delay on the
path causing incorrect data to get stored in the destinaéigister. With variation delay
effects around 5-10% [22], this should be larger than thepseine of the latch within the

CSL module. In an effort to confirm, an example was constditide a critical path with

20 levels of logic at the 45nm technology node level. Deldgrmation was used from the
45 nm technology library for this experiment. The setup tjeeonfirms the feasibility of

the proposed transition capture methodology.

5.3 Experimental Evaluation

To evaluate the proposed methodology, an experimentalitias simulated using
Synopsys Verilog Compiler simulator. The purpose of thmdation is to validate the
functionality of the methodology in the presence of vaoas within the circuit. The effi-

ciency of the methodology is computed using Monte-Carletdadsning yield simulations.
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Table 5.1. Description of Symbols in Simulation Snapshot

| Clock signals | |

glb_clk Circuit Clock
delayedclk Delayed clock
MUX/Z Output clock from multiplexor
Data signals
inll Input data value
ecanetl4 Critical interconnect transition value
outl Output data value
Clock stretch signals
d1/qreg/Q Latch output
MUX/S Select line of multiplexor

B Eile Edit View Simulator Signal Secope Irace Window Help
I waps |[2Ee 8|4 ae x5l
[€ 3w B olE[==EkEa @

ez e
e nl@aal

Name IVaIue

2 [aroupt

ioerouty

1 intd
0 glb_olk
i erieco net_14

= New Group

Figure 5.4. Simulation Snapshot of Example Circuit: No &ans; No Clock Stretching

A chain of inverters in between two registers are chosen@agxtperimental circuit. The
chain of inverters are chosen since every interconnect snakeansition and hence the in-
terconnect halfway in the path easily becomes the necesstcgal interconnect transition.
The clock cycle time is chosen to be the critical path delayhefinverter chain. In ad-
dition to the input, output and clock signals, the critigaterconnect that transitions from
0—1 (or 1—0) just before the negative edge of the clock is also displayéhe simulation
snapshots (Figures 5.4 and 5.5). A simulation snapshoeaftample circuit with no vari-
ations is shown in Figure 5.4. A brief description of the syishused in the simulation is
shown in Table 5.1. The signal in11 is the primary input (otifpom the source flip-flop).
The signal ecanet 14 is the critical interconnect halfway in the path and ostthie output

signal connected to the destination flip-flop. It can be seem fFigure 5.4, that a-81

87



T DVE = ToPLovel2 - [WaveA] ihomelskin
B File Edit Niew Simulator Signal Scepe Trace Window Help
Il o0 atps - S B®| S|4 B X[ A
ilf— ilﬂmy Edge ;l 1 ||! ] | i 25

ﬂmﬂ@ﬂ

Narne iVa\ue
- Data Signals
i-noutd st

= Dintt Sto||
-0 glb_olk Sto-»5t1

iengco_net_14 Sto

ol DVE - ToplLevel 2 = [Wave] /nomelskins4/../mplementation/V CS/simy.
BB File Edit View Simulater Signal Scope Trace \Window Help =18
I woaips - |[EE | & n e
| & $[anyeage = o |l5] [

dedes

MName Value

- Groupl

Froutd

B int1

L0 gib_ck

L goo_net_t4
=-d1fq_reg

Leg
e —

e glk

Figure 5.6. Simulation Snapshot of Example Circuit: No &aans; With Clock Stretching

transition on the input signal (in11), initiates a trarmiton a5 and is captured on the next
clock cycle in the destination flip-flop (outl). The simubatisnapshot for the same circuit
in the presence of delay uncertainty due to process vamgtgoshown in Figure 5.5. In the
presence of variations, the same @ transition on the critical net eaoet 14, happens after
the negative edge of the clock. The delay due to processiwamsealso caused a timing vi-
olation on the output flip-flop (outl), as the{Q) transition is captured on the subsequent
clock cycle.

The simulation snapshot for the experimental circuit witl tlock stretching logic is
shown in Figures 5.6 and 5.7. The delayed clock (delagtkpland the multiplexor output
to the destination flop (muxoutclk) is added to the list ofcélsignals. In addition to the
input and clock signals, the CSL snapshots also show cltiekebed signal d1/geg/Q and

MUX/S(select signal). It can be clearly seen in Figure 5hat the delayed clock is sent
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Figure 5.7. Simulation Snapshot of Example Circuit: Withigaons; With Clock Stretch-
ing

to the MUX/Z pin whenever the transition on the critical imt@nnect transition happens
after the negative edge of the clock. Further in Figure 5&show that in the absence of

variations the circuit operates normally and clock (glk) is used at the source and the

destination flip-flops.

5.4 Simulation Results

In this section, results for the ITC'99 benchmarks usingré%echnology from [37] are
given. The improvements in timing yield for the circuits we&stimated using Monte-Carlo
simulations. The simulation flow for the timing yield estitiaa is shown in Figure 5.8. The
gate and net delay of the circuit elements were assumed &deariation range of around
20% from the nominal value. In the absence of real statisliag, it has been pointed out
in [50], that it is reasonable to assume a variation paranveteie of around 20-25% on
the delay due to process variations. The RTL level VHDL sttlivere synthesized using
the Synopsys Design Compiler. The gate-level Verilog sett then placed and routed

using Cadence Encounter tool. A timing analysis report (PARfile is then generated
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Figure 5.8. Simulation Flow for Timing Yield Estimation

to identify the critical paths whose delay value is withirfd5f the most critical path. A
Monte-Carlo simulation framework is created in a C-progemironment for the ITC'99
benchmarks with the placed and routed file(DEF), the pacadite (SPEF), the timing
analysis report (TARPT) and the standard cell delay lilesags input. The Monte-Carlo
simulation creates 20000 instances of the benchmark wiilbd/aelay between nominal
and the maximum range to estimate the timing yield. Timirgdyin this context, is defined
as the percentage of the circuit instances meeting thegdispecification. The circuits are

tested in two configurations, namely (i) original circuithvivariations and (ii) the original
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Table 5.2. Timing Yield Results on Benchmark Circuits ati®5n

ITC 99 No. of | No. of | Near Critical] CSL Timing Yield
Benchmark| Gates| Nets Paths overhead without CSL | with CSL
b1l 385 322 9 9% 96.5% 99.64%
b12 834 847 16 7.6% 82% 99.65%
b14 4232 | 4544 65 6.1% 66.2% 99.97%
b15 4585 | 4716 80 6.9% 48.6% 99.99%
b20 8900 | 9538 110 4.9% 62.1% 99.95%
b22 12128| 13093 118 3.8% 37.0% 99.92%
b17 15524 | 15911 150 3.8% 56.2% 99.97%
b18 42435 | 44554 152 1.5% 61.2% 99.99%

Average Percent 5.4% 63.7% 99.9%

Legend: CSL- Clock Stretching Logic
Legend: CSL overhead: Percentage of CSL logic area compatethl circuit area
Legend: Near Critical Paths: Paths that can violate timietdywith variations

circuit with the CSL module with variations. The timing sg@ation for the original and
the CSL inserted circuit, is assume to be 100% in the absdn@iations.

The timing yield results that were presented in [37] are showTable 5.2. It can be
seen that the average timing yield of the original circuthwhe nominal timing specifica-
tion is approximately 60%. This low timing yield forces airtdesigners to add an extra
margin in order to improve timing yield. The extra timing rgar increases the overhead
and/or decrease the performance at which the circuit caratgel he proposed methodol-

ogy dynamically detects the delay due to variations and #uglextra timing margin only
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Table 5.3. Timing Yield Results on Benchmark Circuits ungfenm

ITC 99 No. of | No. of CSL Timing Yield

Benchmark| Gates | Nets | overhead without CSL with CSL
b1l 1484 767 4.5% 44.409% 96.444%
b12 2190 | 1252 | 15.7% 33.260% 91.189%
b14 34158 | 14654 | <1% 68.124% 99.999%
b15 20880 | 8501 2.6% 42.608% 99.680%
b20 70418 | 30521 | <1% 73.468% 99.999%
b22 82371 | 40791 | <1% 87.915% 99.998%
b17 58284 | 25433 | <1% 49.992% 99.999%
b18 200772| 85717| 1.5% 61.871% 99.334%

Average Percent 3.86% 57.7% 98.3%

Legend: CSL- Clock Stretching Logic

Legend: CSL overhead: Percentage of CSL logic area compatethl circuit area

Legend: Near Critical Paths: Paths that can violate timietgdywith variations

when required. The proposed CSL methodology has increasealverage timing yield to
around 99.9%. The clock was stretched to create an extragisiack of 10% only if the
delay due to process variations are activated in the waist-critical paths. In the context
of timing failures due to short paths, it is crucial to keee thock stretching range as short
as possible. Hence, a simple analysis on selected benclumeauks was performed to see
the impact of clock stretch range on timing yield (Figure)5.8 smaller value for clock
stretch range, for example 5% is shown to impact the timietpysignificantly. Thus, the
clock stretch range was chosen to be 10% of the clock periocddition to the timing
yield improvement results, the benchmark characterigtiosnber of gates and intercon-
nects), the number of near critical paths and the area ozérthee to CSL logic have been
specified in Table 5.2. The proposed CSL methodology alsargnan average area over-
head of 5%. The area overhead can be further reduced, if ifigatpaths are isolated

using techniques similar to the previous works on dynanaclcktretching [60, 65].
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5.4.1 Simulation Using 45nm Technology Library

The methodology was simulated for the ITC '99 benchmarksgiie Nangate 45nm
Open Cell Library. The circuits were synthesized with SysyspDesign Compiler using
negative unate logic to make it simpler to extract a criticérconnect transition. The
Cadence First Encounter tool was used for placement anthgouEncounter generates
the DEF, SPEF and TARPT files needed for further processihg.necessary information
is extracted from the DEF, TARPT, and SPEF using Perl scaptsis passed into a C++
simulation program. For each gate, the names, types antidos®f the gates are extracted
from the DEF file. The SPEF file is used to calculate the lump&diRlays for the inter-
connect nets. For simplicity and better accuracy, the totaped RC delay value is divided
by the number of fanouts on the net so that the RC delays alaggepaths can be closer
to their actual values. The paths were created by the timmatyais report (TARPT) which
gives the top worst delay paths in our circuit. The gate mi@tion in the TARPT file is
used to create our nodes in the paths and to connect the gsesiated with them from
the SPEF file to give us our edges. After path generation, dlle gelays and maximum
path delay are calculated. Using a correlation matrix, thtecal paths that are spatially
correlated with each other are defined. Paths are defined $pdimlly correlated if any
of their gates are within 10 units of distance between ealstroDistance was calculated
using the place and route information in the DEF file.

A near critical path and a gate along this path are randongeh for each instance.
Given a random amount of variation, the delay of all the gaafsre the chosen gate on
the path are increased by some variable amount. The cell delaes are varied between
0-20% of the critical path delay to simulate the effects afatsons. The input slews and
interconnect delays are held constant to avoid re-syrgimgsihe circuit for each instance.

After varying the cell delay, re-calculation of the pathale is done for the chosen path
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and all the paths that were spatially correlated to that.pdthe calculated path delays
are compared with the maximum delay value for our timingdieln the original case,
the timing yield is defined by those path delays that have heettaximum timing delay
constraint under variations with the implementation of @8L module. For the 45nm
case, the CSL module stretches the clock signal by 5% beymnochaximum delay. 100K
random instances were performed and the timing yield wasitzkd which is shown in
Table 5.3. From the analysis a 40% percent increase on a&varagning yield with an
average of 3.8% area overhead is shown. The variation inocgatet, net count, and CSL
overhead from the 65nm analysis is due to both the technalizgyas well as the cells used
to synthesize the circuit. The benchmark b12 has the lamygsiase in timing yield but also
the largest increase in area overhead which is due to thatarea and the large number of
near critical paths. The circuits which were impacted thethy the CSL insertion were
bl1l, b15, and b17. These benchmarks incurred less than S@aeehead and increased
the timing yield of the circuits at least 50%. From the anialythe benefit of CSL insertion

can be realized and even increased as the scale of the sidegitease.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

In this dissertation, multiple ways to enhance the religbdf VLSI circuits has been
illustrated. In Chapter 3, several ways to detect and cbseit errors from the architec-
tural level were investigated. Through the use of redungésahniques like temporal, data
value and information redundancy, soft error detectiomwégligible overheads in latency,
area and power were given. Temporal redundancy was explsistically using compiler
directed slack computation and dynamically using the psedaslack predictor hardware.
Small data value widths were mined to exploit data valuemddacy. Information redun-
dancy was supported by using an efficient implementatioesitiue codes. A cluster core
architecture was proposed to reduce the latency overheadtéo-processor communica-
tion for our spatial redundancy technique where the redonistruction is sent to the
nearby core for execution. The results indicate that thebtoed framework can archive
complete error coverage with significantly less overhehda pther works existing in lit-
eratures. By incorporating the techniques for soft erréecten with other low overhead
methods designed to protect the effects of soft errors inessttpl designs, a reliable fault
tolerant design can be generated. To further this reseanghcould possibly experiment
with a different simulator (such as the M5 simulator) to thst redundancy techniques as
well as experiment with different architectures and beratknsuites.

In Chapter 4, a new clocking strategy for peak-power redactvas presented as well

as a detailed set of algorithms to implement it at the gat l@vgiven circuit is considered
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in terms of its primary inputs and after the available slaalugs are determined through
timing analysis, the slacks were used to sort the primarutsymto clusters. The clus-
tered circuit paths can be clocked by phase-shifted cloakswthe assigned clock periods
where the phase shift is dependent on the slack values. Tisienhg algorithm determines
the number of clusters and the allocation of paths into ehgsh a fashion as to ensure that
the clusters are balanced as much as possible in order ttyalistribute the load on the
phase-shifted clocks. Our path clustering algorithm waspmaed to have a run-time anal-
ysis of O (N + E). Experimental results were carried out on the ISCAS "85hemarks,
along with test circuits from OpenCores and the LEON pramesEhe results were quite
positive in terms of peak-power reduction. An average peakiction around 25% was
seen across the defined set cluster configurations. Whgenatbirk is mainly focused on
combinational circuits to show the proof of concept, furtimeestigation is required to ex-
plore sequential circuits as well as complete processbitactures. The proposed method
is extremely significant, since peak-power reduction igtacat challenge in VLSI circuits.
High power density is recognized by the ITRS, SemiconduBesearch Council (SRC)
and by the VLSI research community as a key issue impedingrams in VLSI CMOS
technology. This problem becomes more critical with theegudvand proliferation of high-
speed high-reliability processors and low-power commutiavices happening today. The
approach identified in this chapter was intended to redueespdensity, peak-current de-
mand and RMS current of high-speed devices. To extend thésareh, one could combine
the proposed path clustering technique with other cloakaskcheduling techniques to de-
termine whether further peak power minimization is possitfAnother direction could be
to utilize some of the industrial tools such as Synopsys I@@filer to perform IR noise
analysis from the physical level of the design.

In Chapter 5, a dynamic clock stretching technique was ptedeio improve the tim-

ing yield of circuits in the presence of uncertainty due togasss variations. Statistical
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optimization based techniques due to their conservatigggde consume extra resources
(performance and/or power) even in the absence of varstibime proposed methodology,
on the other hand, adds a timing slack/margin (clock stretghonly in the presence of
variations. Through identification of the critical tramsit interconnect, the CSL module
was placed on near critical paths which stores the signakviaéfore the falling edge of
the clock arrives. After the falling edge of the clock, if &eient value is seen in the CSL
module, this signals the logic that delay due variation hazioed. Thus the CSL mod-
ule stretches the clock signal to accommodate for this ddlag dynamic delay detection
circuitry improves yield by controlling the instance of daaptured in the critical path reg-
isters. Experimental results based on Monte-Carlo sinanatan on ITC ‘99 benchmarks
indicate a significant improvement in average timing yielthva negligible area overhead.
Experimental results show that reducing the scale can assilgly increase the timing
yield of the circuit with variations. To further this resely one could experiment using the
PrimeTime-VX (Variation Extension) in order to extend tlw/erage of variation analysis.
One would need to use a complete technology library whicludes the FRAM view files

as well as the technology files needed for placement andhigputi
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