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NOAM CHOMSKY.

Beyond Explanatory Adequacy

. m:vyﬂi :sbs:r:; il;e;ein a;l approach to the study of language that takes the object of in-
ey lo oo an i iﬁproperty of persons, a subcomponent of (mostly) the brain
o adugts lmditiosnp;:}c cally to language:! the human “Faculty of Language” (FL)
ere  radition term to a new context. This “biolinguistic approach” was con:
Sttt (1) ic]:)]?k s?z}:e almost half a century ago, and remains so, but without
pan Qfl,)ﬁvﬂe : ‘fstatof. A stronger thesis is that the biolinguistic approach has a
i3 ute oo goses o s, in that every .co'nstmclive approach to human language and
e pres I;:v " it, or somethlpg similar, at least tacitly. That, too, seems to me
FL, oo ton];): pursue the issue here.
has o gengﬁcauy - a f.pglfas- ;_)roperty, close to uniform across a broad range. It
oes & geneical Seerm.;xll5 initial state So, which determines the possible states it
anifoeiaiy .the:;;s)?cor ¥ve ] adopt—.lf {t is too strong, only for convenience—a strong
o e:Cificﬂtjanguage ac:qulsmon that holds that each attainable state of FL,
. k;;d e ox'lrgf Sp with parameters valued;? at S, all parameters are set
guageI.LerL Wa.re gy t-hes.f en each a.ttmned state (including So) is a possible (I-)lan-
! LAI_)) i en ]?nrmglaFe without complication the familiar idealization: So
o AD) ma condi;;y fgzlustlc. da'ta (PLD) to L. We then seek to discover theories
specivly,of L (prticulas grammass)and of 8, (onforen o s
o ‘and’of S universal grammar, UG).
ation i\:raj;legr t‘rqm the outset.that within the biolinguistic framework, th)js formu-
rsimplified in-crucial respects. The initial conditions for (the abstract

model of) language acquisition i
quisition include more than S,. Th i i
language L result from the interaction of three factoors:“ © propertes of the atained
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1): 1. Individual experience (PLD), which selects among the options allowed by Sy
2. S, itself, a product of evolution
3. General properties of organic systems

_in this case computational systems incorporating, it is reasonable to expect, principles
- of efficient computation. The picture is familiar in the general study of organic sys-
_tems. Work of D’ Arcy Thompson and Alan Turing on form and morphogenesis isa
lassic illustration of 3. but recognition of its importance goes back to the origins of

evolutionary biology, and the basic point is a virtual truism: natural selection can

~only function within a “channel” of options afforded by natural law, including prop-

erties of complex systems. One current example that may be suggestive in the present
context is work by Christopher Cherniak, who has been exploring the idea that mini-
mization of “wire length,” as in microchip design, should produce the “best of all
possible brains,” and has sought to explain in these terms the neuroanatomy of nema-
todes and some propetties of nervous systems generally, such as the fact that the brain
is as far forward as possible on the body axis.’

One can plausibly trace interest in factor 3. back to the Galilean intuition that
“nature is perfect,” from the tides to the flight of birds, and that it is the task of the
scientist to discover in just what sense this is true. However obscure it may be, that
intuition about what Haeckel called nature’s “Sinn fiir das Schone” has been a guid-
ing theme of modern science ever since, perhaps its defining characteristic.®

In principle, then, we can seek a level of explanation deeper than explanatory
adequacy, asking not only what the properties of language are but also why they are
that way. .

For familiar and substantial reasons, research concentrated on the problems
of descriptive and explanatory adequacy, restricted to factors 1. and 2. The choice of
terminology reflects the feeling that factors of category 3. were beyond the range
of feasible inquiry, though they are always prominent even in pursuit of the narrower
concerns, as part of the motivation for “best theory” considerations. That these Hm-
its might be transcended was suggested by the crystallization of the Principles and
Parameters program in discussions at the Scuola Normale Superiore in Pisa in 1979
and subsequently. This approach offered a way to overcome the tension between
descriptive and explanatory adequacy for the first time and at once suggested that
questions of category 3. might be directly addressed in a serious way. Various ef-
forts were made through the 1980s, which a few years later attained some substan-
tive results (e.g., in recasting problems of “reconstruction” in terms of reduction of
the theory of movement to its bare essentials) and seemed to show considerable prom-
ise, coming to be called *the minimalist program,” by now with a rich and varied
literature. Whether further optimism is warranted is hardly a topic for useful debate;
as always in thé case of research intuitions, time will tell.

Assuming that these questions can now be seriously placed on the research
agenda, we can proceed further to disaggregate Sy into elements that have a prin-
cipled explanation, as well as others that remain unexplained at this level of analysis
and must be attributed to something independent: perhaps path-dependent evolution-
ary processes or properties of the brain that remain unknown. These would have to

be studied along similar lines, sorting out the effect of general principles (physical,
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glg;:;];ar;s mztgemgﬁcgl), interface conditions, and a residue to be accounted for in
i, W't.h 1; pru.lc.lpled elements of S, are the conditions imposed on FL by the
R/ “inlt I'fw chit U.Jt'era’(,ZtS; If lmguage is to be usable at all, its design must sat-
sy accc; S?;feigl‘l)déluon ItC: the mlformation in the expressions generated by L
! b er systems, including the sensorimotor (S
intentienal (C-I) systems that enter into though i oot oot
: t and action. We can th '
the deeper why question. Insofar as o e T ot
n. properties of 1. can be accounted for in t

lI:iCPIa(.:;ldeicla:’rl1eraltiprop(:rtuels?u of computational efficiency and the like, they h{;ce;npl)srizf '

anation: we willh i i intuiti , i .
clpled explanas ave validated the Galilean intuition of perfection of nature
- zmﬁ‘g?gr?m. 1s1 thfedattempt to explore these questions. Its task is to

amin: - rinciple, idea, etc.) that is employed in characterizin
gz)lag(:s. to determine to what extent it can be eliminated ui, favor of ai:denci lgdlzl;- -
coﬁ?ﬁ égntihrr;s ﬂ?ef general conditions of computational efficiency and the igterfacc;
¢ organ must satisfy for it to function at all. Put diff;
is to determine just what as] g are ettt o
pects of the structure and use of lan i
. > str guage are specifi

the language faculty, hence lacking principled explanation at this lgevel.7 peciiet

Summarizing, the initial conditi . .
ries (i), (i), and (i): ons on language acquisition fall into the catego-

(2) i. Unexplained elements of S,.
u IC (the principled part of Sg)
iii. General properties

Principled explanation, goi
, going beyond explanatory adequac ii
going | . y, keeps to (ii) and X
An extremely strong minimalist thesis SMT—too much to expect-w(ojld be(??al;‘

(3) (2i) is empty. ,

Evidently, there are no a priori i i

ntly, re priori instructions about how to proceed on this path.

g;;s;gn;;;z ;mgx:lcl:allat every p;)int, including the kinds of computational gfﬁci.eg;
; elements of category (iii) are external to Sy, j i
gene that determines how particular i e eatosons
proteins fold, but unexplained i
elements of S, may choose amon i , Dy adontin
g these options. I will begin by adopti i
standard assumptions (which are b i E oniing Hlons e
ssur y no means innocent), proceeding al
controversial lines that seem to me reasonable ising s the bost case
and promising,? assuming thi
to hold unless the contrary is demons o 8 o st
! ¢ trated, and putti i i
alternatives that are currently being pursued. PIATIE to e sib ey Aftmece
< I’)I&'h;la;%z}\gle ;d generatl?s a set of derivations. The last line of each derivation D
» SEM>, where PHON is accessed by SM and SEM
verges if PHON and SEM each satisfy IC; otherwise i e o
perges 1f PHOM and SEM y IC; otherwise it crashes at one or the other
: g enough to allow sufficient diversity of “legible”

t e” expres-
;?tngbzgi (t;l:: SAEtl\iI mtejrfacc?. Exact.ly hqw this requirement should be ?ormulatlzileis
ot OB X efls.t infinite lel,gﬂ:.)ﬂlty is presumably required, but that condition is
fot st g;xllough. it could be satisfied, for example, by indefinite reiteration of an
with no features that are uninterpretable at the interfaces, for example, “No
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No....” A very strong condition would be that each derivation is “failure proof™:

" there must be a way to extend it to a convergent derivation.? Though this condition

may be too strong (see below), something like it has motivated much recent work,
which has sought to eliminate comparison of derivations, backtracking and look-
ghead, and “nonlocal” operations generally.

S, determines the set {F} of properties (“features™) available for Janguages. Each

L makes a one-time!® selection of a subset [F] of {F} and a one-time assembly of
elements of [F] as its lexicon LEX, which we can take to be a classical “list of excep-
tions,” putting aside further issues.!! More controversiaily, for each derivation D, L
makes a one-time selection of elements of LEX that will be accessed in D: a lexical
array LA (a numeration if elements of LEX are accessed more than once). Each of

these decisions involves a tradeoff: memory requirements are restricted (massively,

in the case of LA), but new concepts are introduced. Whetber the decisions are cor-

rect is, as always, a (rather subtle) question of fact about language design. I will as-

sume they are, but nothing here hinges directly on this.

Assume further that L has three components: narrow syntax (NS)maps LAtoa
derivation D-NS; the phonological component & maps D-NS to PHON; the seman-
fic component T maps D-NS to SEM. I is assumed to be uniform for all L; NS is as
well, if parameters can be restricted to LEX (as I will assume). &, in contrast, is highly
variable among Ls. Optimally, mappings will satisfy the inclusiveness condition,
introducing no new elements but only rearranging those of the domain. Assume this
strong condition to be true of NS. It is surely not true of @ nor (on usual assump-
tions) of .12

Assume that all three components are cyclic, a very natural optimality require-
ment and fairly conventional. In the worst case, the three cycles are independent;'?
the best case is that there is a single cycle only. Assume that to be true. Then ® and
< apply to units constructed by NS, and the three components of the derivation of
<PHON, SEM> proceed cyclically in paraliel. L contains operations that transfer each
unit to @ and to Z. In the best case, these apply at the same stage of the cycle. As-
sume so. Then there is an operation TRANSFER, applying to the narrow-syntactic
derivation D-NS:

(4) TRANSFER hands D-NS over to @ and to Z.

We focus here primarily on the mapping to @, returning to its integration later: call
it Spell-Out (S-0).1

In this conception there is no LF: rather, the computation maps LA to <PHON,
SEM> piece by piece, cyclically. There are, therefore, no LF properties and no inter-
pretation of LF, strictly speaking, though X and @ interpret units that are part of some-
thing like LFin a noncyclic conception. :

Call the relevant units “phases.”15 It remains to determine what the phases are,
and exactly how the operations work. I will assume, following DbP, that the phases
are CP and vP, but crucially not TP, returning later to some reasons for this.'s When
a phase is transferred to ®, it is converted to PHON. @ proceeds in parallel with the
NS derivation. @ is greatly simplified if it can “forget about” what has been trans-
ferred to it at earlier phases; otherwise, the advantages of cyclic computation are lost.
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ﬁ:ﬁhozﬁh the assumption may be. somewhat too strong, let us assume it to be basi-
y true, so that global properties of phonology (e.g., intonation contour) are su-

perin{;posed on the outcome of the cyclic operation of @
pplied to a phase PH, S-O must be able to s : i

, peli out PH in full, or root cla
would never be spelled out.!” But we know that 8-O cannot be required to spe]luts)ist

PH in full, or displacement would never be possible. Consider a typical phase (5), -

with H as its head:
(5) PH=[a[HB]

rca?i a:i;l;zglige of PH Itis a fact tha.t elements of the edge may (or sometimes must)
mgfu.] snat cocondltlc.)n, “fthh permits spell-out of root phrases and allows for mean-
el fzr oo ml.)gtauon: is that B ml‘xst be spelled out at PH, but not the edge: that
e -raising, raising of Predicate-internal subject to Spec-T, and an “escape
1; ch” for s‘uf:cesswe—cychc movement through the edge. Call this condition the Phas
penetrability Condition (PIC). However PIC is formulated exactly, it should h .
as a consequence that, at the phase ZP containing phase HP, , e

(6) The domain of H is not accessible to operations, but only the edge of HP.!8

IfZP = i
Featrestractre o s it f 50 k€ et mer s oot o e
. X can access only the edge o
I;Icgc;nentl from tpe domain of v must pass through the escage hatchit tlfev:;igst:) ot?it
sharply rgslncts search and memory for @, and thus plausibly falls within Lht;
range of p.ru?mpled explanation (2ii and iii). It could be that PIC extends to NS
well, restricting search in computation to the next lower phase. *
Co Eit us focu.s 01'1 NS, takeg to be the “generative engine” of L. Given LA, NS
c ns ’c,:ts a derivation D LA is a set of elements of LEX. In the best case thesé are
::;&ilmf fqr D, undergoing no internal tampering in NS. Let us assume ;o under-
s I g this to mean that there is no feature movement and hence no “modiﬁcc,l Iexical
items” (MLIs) with features attached to them.?® That improvement is of some im-
gzrtance: featm:’e movement is a complex operation, requiring some notion of “fea-
av ; ggciuirfrence. that is not very clear; MLIs also introduce many complications, best
ide possible. Informally, we can refer to these atoms as the “heads :
structions.” 2 of con-
NS has one operation that comes “free,” in that it is required in some"
zﬁiszesutr:;ve system: the operation Merge, which takes twg elements cl:,J %f zll—rn;af;);
o cted, and.creat.es anew one consisting of the two-—in the simplest case, {a
t-h}. .iI'h.e operal:{on yields the relation £ of membership, and assuming iterabi’ljty,
ofe Cre z::ic;ns fiz@nate (contain) and term-of. The derived relation c-command (= siste;
o on ). ctions at SEM (e.g., for binding theory), but perhaps not within NS
; y operation other than Merge requires empirical motivation and is a prima faci \
eparture from SMT [= (3)]. PR e
orB ‘Iilnforizsﬂg, :[hiue iluerw unit {a, B} 'is regz.irded as a “‘projection” of some head of a
iy p structure grammars, including X-bar theories, the projection is iden-
y a new element (N, N-bar, NP, etc.), violating the inclusiveness condition.

BEYOND EXPLANATORY ADEQUACY 109

- We therefore assume that {a, B} is identified either by o or by P (its label); a label,

then, is always a head. In the worst case, the label is determined by an explicit rule
for each choice of a, B. A preferable result is that the label is predictable by a general

- rule. A still more attractive outcome is that L requires no labels at all.2

If computation keeps to these austere conditions, it cannot rely on a head-to-
Spec relation R(H, Spec)—the relation called “m-command” in earlier work. There
is no such relation. There is a relation R(Spec, H), namely, c-command, but no rela-
tion R(LB,H) where LB is the label of Spec since H is not in the minimal search space
for LB (unless LB = Spec). If operations are “driven” by labels, as we expect, then
there can be no general Spec-head relation at all, a strong and highly controversial
conclusion to which we return later. Computation driven by the label LB will keep
to its domain, the category that guarantees minimal search, in accord with SMT.

In standard terminology, the first element merged to a head is its complement,
later ones its specifiers (Spec). In the best case, there should be no further restric-
tions on Merge; in particular, no stipulation on the number of Specs, as in X-bar theo-
ries. There are further reasons to be skeptical about such stipulations. Typically, they
are redundant; the limitations on Merge follow from selectional and other conditions
that are independent. If empirical arguments are offered in support of restrictions on
Merge, one must be careful to ensure that they do not follow from these independent
considerations. It is sometimes supposed that stipulated restrictions have a concep-
tual advantage in that they reduce the number of possible configurations, but that is
a dubious argument. Suppose we have a head H and three elements K, L, M to be

successively merged to it. Free Merge yields the syntactic object S0, = (M, {L,
{H,K}}} (L, M Specs of H). Stipulation that Merge can apply only twice yields SO,
={M, {H, (L, {H,K}}11} (L the Spec of H, M the Spec of a new head H'). Stipula-
tion that Merge can apply only once yields SO, = {M, {H", (L, {H, {H,K}}11}
with two new heads H' and H". Each more restrictive stipulation reduces the types of
possible configurations (under some interpretations), but there is no clear sense in
which requiring SO, is preferable to SO, or either is preferable to 80,; if anything,
the opposite would appear to be the case. Empirical arguments might be offered to
show that H' and H" really exist, but if so, no restriction of Multiple Merge is necessary.
1 will assume that there are no stipulated restrictions on Merge and no projec-
tions or other violations of inclusiveness, keeping to “bare phrase structure.”
Flementary considerations of efficient computation require that Merge of o
to 2 involves minimal search of P to determine where & is introduced, as well as
least tampering with f: search therefore satisfies some locality condition (let us say,
defined by least embedding, “closest” under c-command), and Merge satisfies an
extension condition, with zero search. One possibility is that p is completely un-
changed (the strong extension condition); another natural possibility is that o is as

. close as possible to the head that is the label of B, so that any Spec of p now becomes

ahigher Spec (“tucking in,” in Norvin Richards’s sense). Further questions arise under
Merge with muitiple Specs.2* Assume some version of the extension condition to hold,
in accord with SMT.

The SM system requires that PHON indicate (ultfimately temporal) order. A fairly
standard assumption today, though not in earlier work, is that SEM involves only
hierarchy, not order. This version of IC is reasonable: let us adopt it—noting,
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however, that it is by no means easy to satisfy and is often violated in practice, even -

when adopted as a general principle. Holmberg’s (to my mind, very convincing)
theory of Object Shift, for example, requires explicit reference to the left border of a
category (see Holmberg 1999, DbP), and other current work within a framework close
to the one adopted here also requires left-right distinctions. The same is true much
more broadly, but on the most austere assumptions about IC such devices must be
recast in different terms.

The C-Isystem requires that SEM express a variety of semantic properties. These
include at least argument structure; call such properties “theta-theoretic,” without
commitment to one or another version of interpretability at the C-I interface. But
beyond theta theory, C-1 makes use of other kinds of semantic information, includ-
ing scapal and discourse-related properties (new/old information, specificity, etc.).
The NS.derivation therefore has to provide the basis for assignment of order at the
SM interface, and for multiplicity of semantic properties at the C-I interface—pre-
sumably, one aspect of the diversity required by IC at SEM. Let us consider how
these requirements are met. .

Begin with order, determined by ¢. The worst case is that it is construction-specific.

A better-possibility is that it is fixed once and for all for L: the head-parameter, along
with-a principle that determines that specifier (Spec) precedes head—perhaps, as has
sometimes been proposed, a reflection of a more general property that holds at other
levels, too (specifically, syllable structure: C-VC rather than CV-C), and may reduce
to more general cognitive principles.26 An alternative, developed by Kayne (1994)
and a great deal of subsequent work, is that order reflects hierarchy. That approach
eliminates the head-parameter, but at the cost of introducing many others (options
for movement required to yield the proper hierarchies) and also some technical com-
plications.?” Hence the proposal requires empirical rather than conceptual argument,
and that is the approach that has properly been adopted in pursuing these ideas. If
correct, it appears to be a departure from SMT, contrary to what has commonly been
assumed (by me in particular).

Let us turn to the multiplicity of semantic properties required at the C-1 inter-
face. Of these, the most fundamental are theta-theoretic properties (also incorporated
in some fashion in artificial symbolic systems). Let us then reduce the multiplicity to
duality: argument structure and everything else. IC therefore imposes order at PHON
and duality of semantic interpretation at SEM, with no interaction between ®-PHON
and £-SEM. 2

NS is based on the free operation Merge. SMT entails that Merge of a, B is un-
constrained, therefore either external or internal. Under external Merge, o and B are
separate objects; under internal Merge, one is part of the other, and Merge yields the
* property of “displacement,” which is ubiquitous in language and must be captured
in some manner in any theory. It is hard to think of a simpler approach than allowing
internal Merge (a grammatical transformation), an operation that is freely available.
Accordingly; displacement is not an “imperfection” of language; its absence would
be an imperfection.?® The extension condition requires that displacement from within
o be to the edge of a, yielding a new Spec.

Internal Merge leaves a “copy” in place. Hence reconstruction is not an opera-
tion: it applies obligatorily in the base position. In A-movement, one position is
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selected for binding and scopal purposes; there is no need for a countercyclic opera-

i i ” imes re-
tion of quantifier-lowering QL2 This “copy theory of movement” 18 sometim

controversial innovation. It is not: it is the null hypothesis.?!
gaId;i'a;e%nition, the operation TRANSFER [see (4)] applies at the phase le\]')elé At
this level, internal Merge can apply either before or after TRANSFER, hence betore
or after Spell-Ont S-O. The former: ¢ase yields overt mf)ve?nex;;, the latter case co-
vert movement, with the displaced element spelled out in situ. 1 )
Covert and overt movements yield pairs <a, !3>, o an edge e Seucx)e.n

¢c-commanding B, where either a ot B loses its phonological ffaturis under -b : S
under covert Move, § under overt Move. If we understand “copy” to cover DO

cases,

(" Kisacopyof Lif Kand L are identical except that K lacks the phonological features
of L.

Both external and internal Merge are constrained in how thc':_y apply We wou}d ?k.c
to show that the constraints are principled, deriving from (2ii and iii) but not (i). Itis
unlikely that they have to do with PHON, which l.af:ks relevant structure, sO pre]:ililrg;
ably they are imposed at the C-Iinterface, as f:ondmons on S.EM. Th.c%'e are tvg) et
of Merge (external and internal) and two kinds of semantic conditions at b— ne
duality noted earlier). We therefore expect them to correlate. That appears to be true.
Argument structure is associated with cxte)mal Merge (base structure), everything
ith i Merge (derived structure). o
e Xittg;tll:t:n;%ausibgly (regarded as the optin.nal (?utrjomt?, the correlation tl;,tof
course, not a logical necessity. There could be in pnufslp}e internal Merg:;i to the '::
positions,* and other devices might be employed to mdlcz}te scope anfl o scou;‘s X
related properties: say, extra features on heads. But such deches have no in 'epén eni
motivation and would also require new rules. In contrast, %ntemal Merge.ls ee, sci
on minimalist assumptions it is to be expected that FL, will use ﬂns device, ?.‘S gp
pears to be the case. FL takes scopal and discourse-related properties to be “edge
» (hence involving c-command). o
Phengr:::;tro(\lflcrsially, theta-theoretic properties depend in part on configuration c;md
the semantic properties SEM(H) of the head (label). In the best case, thet)-lh depene zr;
nothing else (the Hale-Keyser version of theta theory). Assm‘mng 50, t zﬁa ar o
s-selectional features or thetagrids distinct from SEM(I’I),.Whlch is typically a nth
and complex structure, 3% and theta-theoretic failures x.it the mterface do not cause the
derivation to crash; such structures yield “deviant” m'terpretat}ons ofa g{eatl mang;
kinds. The only other possibility is merger ofa semanuFaH}f m@rem ' mrﬁl:ve
in a configuration that lacks a theta theoretic inteypretatlon, in which case it o nate
to be deleted before SEM. Reference to s-selecum.l below is to be llmderstoo as'in
formial reference to the effects of SEM(H) in paﬂlCl.ﬂaI cquﬁguratlons. .
Elimination of s-selection and related notions is motivated by other consi ‘;r-t
ations beyond their redundancy in pure-configurational Fh'eta theory. S:lppose ezt
the transitivity marker v has an s-selection feature F .requmng an exterlliea ‘airtgm;l '
EA. One immediate problem is that the requirement 1s’formu1ated'as a « = ‘;)- %Z
relation, and we have seen good reason to believe that this cannot exist (nor the broader
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symmetric Spec-head relation, in the general case). But even extending relations to

m-command leaves problems. Suppose we have derived (8):
(8) v [see [the picture]]

To satisfy F, EA must be merged before the derivation moves on, or F will re-
main unchecked (because of cyclicity of Merge) and the derivation will crash at SEM.
But this condition is unnecessary, therefore unwanted: it amounts to stipulating a part
of Burzio’s generalization, which follows independently from Case-theoretic con-

siderations.* These problems become more severe if there are no categories, only .

roots, so that v in (8) determines that the root see is verbal-—on many grounds a rea-
sonable assumption, which also yields the otherwise unexplained conclusion that
V. — v movement is obligatory. Then given, say, the root arrive, we do not know
whether it is verbal (selecting an internal argument JA) or nominal (with no IA re-
gquired) until the next stage of derivation, at which point it is too late to merge IA (by
cyclicity). There are still further problems; for example, how do we know which
s-selectional feature must be satisfied first?%7 For a variety of reasons, then, s-selection
should be dispensable.

Elimination of s-selection has a number of consequences: it undermines at least
the simplest ways of predicting labels (as in MT), requiring a restatement in terms of
SEM(H). It also entails that derivations cannot be failure-proof (“crash-free”), thus
undermining the strong version of IC mentioned earlier. But these cannot be reasons
for insisting on s-selection features, plainly. We have to find other ways to deter-
mine labels, or show that they are dispensable. And IC must be weakened. Perhaps
t!ne condition should be that L yields an infinite variety of propositional configura-
tions (CP or vP), and that each element of LEX enters into these.

Properties of the C-I interface, then, determine generally the application of exter-
nal Merge. If we dispense with s-selectional features, failure to satisfy the selectional
properties they were taken to express does not block convergence but yields deviance,
an outcome that can be detected instantly in the cyclic NS derivation.

‘What about internal Merge? We expect its application to be motivated by the
nontheta-theoretic C-I conditions: scopal and discourse-related (informational) prop-
erties in particular. That appears to be the case as well. Scope has the familiar “long-
distance” property: scope of wh-, for example, can be well outside its phase. Given
PIC, it follows that internal Merge (movement) must be successive-cyclic, passing
through the edge of successive phases. The same is true of discourse-related proper-
ties. Note that these properties are not built into artificial symbolic systems, which
need not satisfy IC and do not resort to internal Merge. -

- The extra edge position in a, required by internal Merge, is optional and has no
theta role. Assuming options to be determined in LEX, the head H of @ must have a
feature that makes this position available: an EPP-feature in standard terminology,
ar from another point of view, the featiire OCC that means “I must be an occurrence
of some B.”38 Optimally, OCC should be available only when necessary, that is, when
it contributes to an outcome at SEM that is not otherwise expressible—the basic Fox-
Reinhart intuition about optionatity.3® Hence H has OCC only if that yields new scopal
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or discourse-telated properties (or if required for other reasons; see DbP). No nonlocal
or look-ahead conditions are introduced. If H has OCC, then the new interpretive
options are established if OCC is checked by internal Move; it is only necessary that
the cyclic derivation D can continue so that they are ultimately satisfied with con-
vergence of D. Informally, we can think of OCC as having the “function” of provid-
ing new interpretations; in the analysis of any process or action (the operation of the
kidney, organizing motor action, generating expressions, etc.) such functional ac-
counts are eliminated in terms of mechanisms.*

Note that no Spec-head relation is involved. The new interpretive options result
from checking of OCC by internal rather than external Merge, the former a reflex of
a head-head relation in the MI-DbP framework assumed here; it is not the Spec-head
relation but the way it is satisfied that is crucial. It therefore conforms to the empiri-
cal thesis (9):

(9) Apparent Spec-H relations are in reality head-head relations involving minimal
search (local c-command).

The thesis conforms to SMT but faces serious empirical challenge.

IC requires that all features be interpretable. But it is clear that there are unin-
terpretable features that must somehow be eliminated before the NS derivation is
transferred to ®, a prima facie “imperfection” that appears to fall within the unex-
plained category (2i). One example is the OCC-feature, but insofar as it can be ac-
counted for in the terms just outlined, it moves to the preferred category (2ii) and
(2iii).

Case-agreement systems involve a richer array of uninterpretable features and
are of particular interest for this reason in the minimalist context: structural Case for
nouns and @-features for categories that agree with nouns; assume these to include T
for subject agreement and v for object agreement.*! These must be eliminated in NS.
Let’s first consider some of their general properties, then ask why they exist.

Uninterpretable features are eliminated when they satisfy certain structural con-
ditions: an uninterpretable feature of a must be in an appropriate relation to inter-_
pretable features of some B. Furthermore, f must be complete, with a full set of
features. Nouns are always complete since their @-features are always present (and
interpretable); hence nouns check the ¢-features of agreeing categories. Participles
are not complete (lacking person) and do not check Case.®2 T may be complete or
defective; if the latter, it does not check Case. Feature checking, then, resolves to
pairs of heads <H, H'>, where at least one is complete and they are in an appropriate
relation. For optimal computation, one member of the pair must be available withno
search. It must, therefore, be the head H of the construction a under consideration,
a= ~{ H, XP}. Call H a probe P, which seeks 2 goal G within XP; P=H c-commands
G, butthat is a consequence of minimal search. If the P-G relation satisfies relevant

conditions, then uninterpretable features of P, G delete.

We therefore conclude that in addition to Merge, there is a relation Agree hold-
ing between probe P and goal G, which deletes uninterpretable features if P and G
are appropriately related. It remains to determine its properties.
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2

These considerations lend further support to the conclusion that the Spec-head
relation does not exist. But there is strong empirical evidence that it does exist. Much
work relies on Spec-head relations to provide positions for surface phrase structure.#3
It is also well established that raising tends to yield richer visible morphological re-
alization of inflection than long-distance agreement.# We therefore either conclude
that the unexplained category (2i) is more comprehensive than we would like, or we
have to reanalyze this evidence in other terms. In some cases, this may be fairly
straightforward. For example, morphological richness of H in the Spec-H relation
(as compared with long-distance agreement) is not actually a reflex of the Spec-H
relation but of the way it is satisfied: by internal rather than external Merge. It there-
fore correlates with the new interpretive options provided by H when OCC (= EPP)
is satisfied by internal Merge; in both cases, we are dealing with the same property
of H, and the Spec-head relation plays no role, conforming again to thesis (9). A similar

observation holds for successive-cyclic A-movement that yields a special form of C

at the intermediate and final positions, as in Irish. McCloskey (2000c) shows that

the forms of C are determined not by the Spec-head relation but by the way it is sat-

isfied: external or internal Merge, again conforming to (9).%5 The more general task

is not trivial and remains an interesting research project.

If there is no Spec-head relation, then the EPP-feature OCC cannot be satisfied
by Merge alone. It follows that internal Merge requires Agree. Therefore, Move =
Agree + Pied-piping + Merge. Note the weakness of the hypothesis. It would be re-
futed only by a configuration H-XP in which any arbitrary term of XP could raise to
Spec-H. But it seems that the raising of a from XP is always restricted to some cate-
gory of constituents of XP, hence some feature F of a (or complex of features) that
matches OCC. The (nontrivial) question then reduces to what F is.46

It also follows that external Merge does not suffice to check OCC. The only
relevant case is expletive EXPL. EXPL externally merged in Spec-T must delete the
OCC-feature of T and lose its own uninterpretable features (if T is complete). The
interesting case is a there-type EXPL lacking a theta role. EXPL must have some
feature [uF], or it could not be raised.*’ Suppose EXPL is a simple head, not formed
by Merge. In a label-free system, EXPL is accessible without search as a probe and
can match and agree with the goal T. If T is selected by C (hence complete), then
[uF]is valued and disappears, and the derivation can converge. If T is defective, EXPL
will await a higher complete probe (either C-T or v). Whatever probe values and
deletes, [uF] must still seek a complete goal, to eliminate its own uninterpretable
features: the normal case of there constructions with long-distance agreement. Sup-
pose that EXPL has all ¢-features, like French il.-When merged in Spec-T; T com-
plete, it can no longer raise: therefore, T must value and eliminate the ¢p-features of
EXPL. But that can happen only if T finds a goal to value its own features—which,
however, are overridden by the EXPL-T relation (possibly a reflection of the prop-
- erty of richness of morphological realization already mentioned). We conclude that
such expletives must be simple heads and that there is an additional empirical argu-
ment in favor of Collins-style label-free phrase structure—noting that some prob-
lems remain unresolved, at least in any clean way.

If the head H of o has the feature OCC, then something must be Merged in
Spec-H to check and eliminate it. If external Merge of EXPL is inapplicable, inter-
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nal Merge must find an agreeing active goal G, which induces Pied-piping to yield
K(G), then merged in Spec-H. Suppose G is unable to check and delete t%le features
of H; for example, Quirky Dative G that raises to Spec-T but d?es not satisfy tht? re-
quirement that the features of T can be checked only by Nominative. Then T can either
_have a default inflection, if the language allows that option, or it can find a lower ac-
tive Nominative with which it can agree, deleting its uninterpretable fe&tures:48
Covert movement to the escape hatch Spec-vP is possible for a direct object only

- if it undergoes further A'-movement (in the informal sense: see note 30). Thqs there
is covert wh-movement but not covert Object-Shift OS (yielding the semanpc edge
properties but without overt movement). If OS is Case-driven and Move includes
Agree, then we cannot have this sequence of operations: Agree (v, Object), TRANS-
FER, OS. That would require that Agree apply both before and .after TRANSFER
(specifically, S-0).# But wh-movement is plainly driven by a different feature, as
successive-cyclic and adjunct movement make clear. Therefore, it can apply (covertly)
in a unitary fashion after TRANSFER. .
In the probe-goal system, or any approach based on Attract rather th‘an Movg, }t
follows from optimal computational considerations that Merge must be binary, mini-
mizing search for the goal. The conclusion has been generall.y asst}med but has re-
sisted explanation and is not obvious; some considerations might yield a preference
for n-ary categories.* ) ) .
Returning to the relation Agree, we see that the problem is to show, if possible,
that it is reducible to categories (2ii and iii), thus conforming to SMT. '

The simplest version of Agree would be based on the free rel:'mon Match: iden-
tity of features. For Agree to delete the features of P or G, the paired leement G or
P, respectively) must be complete. Furthermore, P and G must be active: once their
features are checked and deleted, these elements can no longer enter into the Agree
relation; the Case-checked subject of a finite clause, for example, cannot check
uninterpretable features of the next higher phase head or raise to this position. To
minimize search, the P, G relation must be local. In DbP, it is assumed that G mu§t
be the closest matching H, but there is good reason to believe that, like.others, this
property must be relativized to phases so that P can find any matching G in the phase
PH that it heads, simultaneously deleting uninterpretable features. It follqws tl}at
intervention effects will hold only if the intervening element is not rendered inactive
by P itself.5! ) :

This modification is both natural and empirically motivated. It means that the
operations driven by the head H of a—Merge (external and inten:nal) and Agree—
are, in effect, simultaneous. We have already implicitly made this assumptlon. by
taking the probe H in a = {H, XP) to be detectable with no search. Of course, a might
have Specs, but these are added simultaneously with probe for G.

It is unexpected that v and T (rather than the two phase heads v and C) sh‘ould l?e
the probes for the Case-agreement system. The departure from ex.pe_ct-atlon is anil-
lusion, however. T functions in the Case-agreement system only if it is selected by
C, in which case it is also complete.5? Furthermore, in just this case T has the seman-
tic properties of true Tense. These cannot be added by the (p-featureﬁ, which are
uninterpretable; they must therefore be added by C.* Hence T enters into feature-
checking only in the C-T configuration, and the symmetry is restored: the two phase

3
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heads C and v are the operative elements. There is further evidence to support this
conclusion. Successive-cyclic A'-movement often leaves a reflex, sometimes in C
(where we would expect it), but commonly in the agreement system headed by T
(where we would not).> That makes sense if C-T are really functioning as a unit in
inducing agreement. :

We would expect to find similar properties for v. A possible example is Indone-
sian. There is a transitivity marker and two options for wh-questions: in-situ or
successive-cyclic movement. With wh-in situ, the marker remains; with the move-
ment strategy, it disappears at each stage.”

An uninterpretable feature F must be distinguished somehow in LEX from in-
terpretable features. The simplest way, introducing no new devices, is to enter F
without value: for example, [uNumber). That is particularly natural because the value
is redundant, determined by Agree. Therefore, Match is nondistinctness rather than
identity. Uninterpretable [uF] has several important properties: (1) it must be valued
under Agree for the NS derivation D to converge; (2) once valued, it must be elimi-
nated from D; (3) it must be transferred to @ by TRANSFER before it is eliminated
since it may have a phonetic reflex. Furthermore, (2) must be carried out quickly,
without need for search to earlier stages of derivation. The optimal way to deal with
all properties is to regard valuation of [uF] as, in effect, part of TRANSFER. This
operation removes features that would cause D to crash at SEM, including phono-
logical/morphological features of LEX and [uF] if it has just been valued. We there-
fore conclude that TRANSFER (hence S-O) must be cyclic, confirming the earlier
conclusion based on computational efficiency. Note that TRANSFER has a “memory”
of phase length, meaning again that operations at the phase level are in effect simul-
taneous. It follows that phases should be as small as possible, to minimize memory
for -0, and independently, to maximize the effect of cyclic derivation in simplify-
ing ®.

A major problem is why uninterpretable features and Agree exist at all. We have
an answer for OCC at the phase level but not for OCC at T: the original Extended
Projection Principle—perhaps universal, perhaps not; the jury is still out on that, I
think.* More important are the features of the Case-agreement system. These fea-
tures fall into three types:

(10)* i. @-features on the probe (T, v) (with T tensed and complete, i.e., really C-T)
ii. Structural Case on the goal (N or D)
iii, EPP-feature (OCC) on the probe

. A suggestive fact is that internal Merge requires just these three kinds of informa-
tion. The target is determined by the probe (i), which also determines what kind of
category can be merged to it. The moved element is determined by the goal (ii) (which
has to be active). The availability of a position for Merge is determined by (iii) (which
may allow long-distance agreement if the fedture is valued in some cheaper way,
and it may allow a multiple subject if the language allows OCC to be satisfied in
both of the possible ways, by external and internal Merge, as in Icelandic).

All of this falls into place if uninterpretable features are the mechanism for dis-
placement, perhaps even an optimal mechanism. But displacement comes “free,” and
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its application is determined by IC: the duality of semantic interpretation at SEM. If
_this line of reasoning is tenable, then uninterpretable features and the extra relation
_Agree move from the unexplained category (2i) to the category of principled expla-

nation (ii and iii), and the discussion so far continues to conform pretty closely to the
strong minimalist thesis (3).

Cyclicity of derivation requires that Merge to a always be at the edge of o, sat-
isfying an extension condition, strong or weak (“tucking in”). Non-cyclic Merge to
a term properly contained in a complicates all three parallel derivations: NS, @, Z.
There appears to be one significant counterexample to cyclic Merge: late insertion
of adjuncts,” as in (11):

(11) [y which [, [Ne picture [y of Bill]] [py that John liked]]] did he buy t,,

Despite complexities, the tendencies are fairly clear: linking of Bill to he induces a
Condition (C) effect, but linking of John to he does not. The effect for (he, Bill) is
expected by (obligatory) reconstruction but not its obviation for (he, John). That would
follow, however, if adjuncts can be late-merged at the root, though not complements,
consistent with the fact that the complement p is s-selected but the adjunct ADJ
is not.

Is there a way to deal with these problems while preserving cyclicity in a single
cycle in accord with SMT [= (3)]?

More fundamental questions arise at this point. There has never, to my knowl-
edge, been a really satisfactory theory of adjunction, and to construct one is no slight
task. That has been recognized since the earliest efforts to construct a reasonable
version of phrase-structure grammar, what came to be called X-bar theory.® An
adjunction construction is plainly not the projection of a head: for NP-adjuncts, for
example, the constituent structure appears to be something like [NP XP]. The con-
struction is crucially asymmetric: if a is adjoined to B, the construction behaves as if
« isn’t there apart from semantic interpretation, which is not that of standard X-bar-
theoretic constructions; island properties differ as well. B retains all its properties,
including its role in selection. There is no selectional relation between p and g, so
determination of label evidently relies on the asymmetry to determine, say, that
“the picture of John’s” is an NP, not a PP, while “the picture of John” is an NP; and

" “destruction of the army” is one or the other, in one case interpreted as in “the achieve-

ment of the army.” The adjunct a has no theta role in <a, >, though the structure
does—the same one as f. )

Suppose we see how far we can go, starting from first principles, assuming SMT,
and keeping to core problems—concentrating on what should be captured by some
eventual formalization.

For structure building, we have so far assumed only the free symmetrical opera-
tion Merge, yielding syntactic objects that are sets, all binary: call them simple. The
relations that come “free” (contain, c-command, etc.) are defined on simple struc-
tures. But it is an empirical fact that there is also an asymmetric operation of adjunc-
tion, which takes two objects B and o and forms the ordered pair <a, B>, o adjoined
to B. Set Merge and pair Merge are descendants of substitution and adjunction in earlier
theories. Given the basic properties of adjunction, we might intuitively think of o as
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attached to f on a separate plane, with B retaining all its properties on the “primary
plane,” the simple structure.

Two questions arise about adjunction: (1) Why does it exist? (2) How does it
work?

The natural place to seek an answer to question (1) is at the SEM interface. Recall
that the strong interface condition (however formulated precisely) requires sufficient
diversity at SEM. Possibly richness of expressive power requires an operation of
predicate composition: that is not provided by set Merge, which yields the duality of
interpretation discussed earlier: argument structure and edge properties. But it is the
essential semantic contribution of pair Merge. If the C-I-system imposes this condi-
tion, then the existence of a device to yield predicate composition would conform to
SMT-—a promissory note, given the limitations of understanding of C-I, but not
unreasonable.

Let’s turn to the second question: how does adjunction work? We have to deter-
mine how relations and operations apply to complex objects formed by asymmetric
pair Merge in such a way as to capture the basic properties of the construction, keep-
ing to SMT as far as possible.

Assume that like other operations, adjunction of a to p applies cyclically. B be-
haves throughout as if it were in a simple structure formed by set Merge. We can imple-
ment the observation by taking P to be in fact set-merged in the standard way; adjunction
then applies to replace B by <o, B>, where the information that P is set-merged is cap-
tured by the asymmetry (it is part of the interpretation of the pair). The semantic role of
<a, f> is determined compositionally under . In (11), for example, ADJ is pair-merged
to NP in the base position, and [DET <ADJ, NP>] receives its theta role in the normal
way, with composition of the predicates NP, ADJ. We take [DET <a, >] tobe “in a
configuration” at SEM, but that seems unproblematic: “in a configuration” is not one
of the relations defined for simple structures, and the assumption here is as natural as
any. Any role played by f in selection or other semantic interpretation is preserved
because it is interpreted to be set-merged, in a simple structure.

‘What about Condition (C) at SEM? When X c-commands <a, f>, does it also
c-command o and 7 B was introduced by set Merge, and before o was adjoined to it,
X c-commanded B. But the central property of adjunction is that adjunction of a to B
does not change the properties of fi. For p to lose some property when a adjoins to it
would be a complication, an “imperfection.” The relation c-command(X, B) is there-
fore not lost when a is adjoined to B: accordingly, X still c-commands f in <a, >, as
before adjunction. But extension of c-command to the adjoined element a would be
a new operation, to be avoided unless empirically motivated. Happily, the empirical
evidence disconfirms the complication. Cases of type (11) fall into place, insofar as
they are clear.® :

We know that at the stage where <o, > is spelled out, it also becomes a simple
structure at SEM. Thus if (11) is embedded in the context “he asked———" Bill is
subject to Condition (C) and hence must be c-commanded by matrix ke, Therefore, there
is an operation SIMPL that converts <a, B> to {a, B}; in effect, it is part of Z. Since
SIMPL applies at the stage of the derivation at which Spell-Out S-O applies, it is also in
effect part of S-O. We conclude, then, that it is part of the operation TRANSFER [=(4)],
which transfers the NS derivation (specifically, its last line) to both @ and £.9
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_ . Suppose SIMPL is optional. Recall that overt movement, as in (11), requires the
‘rdering of operations: Move TRANSFER. For overt movement, then, optionality
 of SIMPL will have no effect at the PHON Ievel because S-O does not apply to the
irace in any event.! But it might have an effect at SEM. Thus in such structures as
11), application of SIMPL. to the trace (copy) yields reconstruction effects, obvi-
ated if SIMPL. applies only where it must: at the phase where S-O applies. In the case
of covert movement, with the ordering TRANSFER Move, S-O applies, and there-
ore SIMPL feeds X as well.
The account so far is consistent with the basic assumption throughout that order-
ing is required only at PHON. Within ®@, o. of <a, §> is integrated into the primary
plane, in the informal version.®? Along with S-O in general, ordering is not part of NS.
_ Tt can therefore apply no earlier than TRANSFER. If it applies later than TRANSFER,
. computation will be more complex since it will have to apply separately in the map-
. pings @ or X. We therefore assume that SIMPL applies at the point of transfer, so that
SIMPL—an optional component of TRANSFER—is in effect part of both ® and Z.
SIMPL converts <a, B> to {a, B}, which is then ordered, using the information that
this is pair Merge, not set Merge (unproblematic because SIMPL is in effect part of
S-0). The instantaneous and uniform operation X retains the same information at SEM,
so that even when simplified, <a, > is interpreted as adjunction.

1t follows that in the structure <o, B>, a is integrated into the linearly ordered
structure at the stage of derivation where B is spelled out. Perhaps a is adjacent to
B, perhaps not; that depends on properties of adjuncts, which are not all the same
in this regard. These are separate issues, which have to be addressed however ad-
junction is handled. The crucial point is that we will not find B spelled out in one
place with o appearing somewhere else as a result of movement of f—either co-
vert Move, carrying o along, or overt Move, leaving it behind. In short, principle
(12) holds: :

(12) 1In <a, B>, a is spelled out where B is.

Suppose (12) is rejected: integration of the adjunct a can be dissociated from spell-
out of B. That raises all sorts of conceptual problems, but even if these can be re-
solved, the proposal requires a new rule INSERT that applies to <a, Copy(B)>,
inserting a into the simplified structure.®® These complications are unwanted and seem
empirically incorrect.

Consider successive-cyclic movement, applying to an underlying expression
of the form (13), with ADJ-P = “with great annoyance” or “every day of his life”
(or both, to bring out the intended interpretation, with ADJ-P understood as quali-
fying “remember”; the extra phrase “he heard” is inserted to avoid that-trace
issues):

(13) Bill remembered [that he heard [John had insulted him]] ADJ-P

Now replace John by which person, which raises to the root either overtly or covertly,
yielding (14), where wh, = Copy(which person) if raising is overt, and wh, = Copy(which
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person) if it is covert (in the latter case, take Bill to be replaced by who, raising to

Spec-C):

(14)  wh, (1) [Bill [(2) remembered [(3) that he [(4) heard
[wh, (5) [had [(6) insulted him (7)]1]1]] ADI-P

Whether overtly or covertly, which person passes through positions (1)~(6).

Suppose REL = “who taught at Harvard” is adjoined to which person, necessar-
ily in the base position (6). Suppose dissociation of Spell-Out is allowed (contrary to
(12), the extra rule INSERT exists, and the conceptual problems are somehow over-
come. Then REL should be able to appear at PHON at positions (1)}~(6)—or (7), if
INSERT places the adjunct to the right. But it can appear only at (1) (if wh, = which
person, after overt movement) or at (5) (if wh, = which person, with covert move-
ment; possibly (7)). That is, REL must be spelled out where which person is spelled
out; any other choice yields severe deviance. Therefore, we can avoid the concep-
tual problems and the new rule INSERT: SIMPL is part of TRANSFER with no fur-
ther complication, and Spell-Out accords with (12).

Letus turn to application of Move to <a, f>. Here a preliminary question arises:
do we take Move to be a literal internal Merge (overt and covert movement), or do
we adopt the approach outlined at the end of DbP, with no internal Merge but only
marking of the OCC feature of the probe? If the latter, no special problems seem to
arise, but let us continue to adopt internal Merge. Clearly <a, B> can be moved as
a unit, as in (11), where SIMPL applies at the root. That means that the operation
of Pied-piping, triggered by the active element of B [the wh-feature in (11)], can
pick up the adjunct along with everything else in the category it identifies. Exactly
how Pied-piping works remains somewhat unclear, with well-known problems still
outstanding, but it must at least have this property. Is there also an option for Pied-
piping to keep just to the simple part of the construction, hence moving B while leay-
ing a in situ? That would violate (12), yielding the dissociation of S-O that we have
just rejected on conceptual and empirical grounds, so we dismiss this option. Note that
the same considerations apply to the countercyclic late-Merge approach to adjunction
of « to P: it should be permitted only where B is spelled out, in accord with (12). Merge
cannot apply to a copy: a trace or an empty category that has moved covertly, %

If this line of reasoning is correct, then the complications of countercyclic late
Merge can be eliminated at least in the standard cases. Given the (presumed) inter-
face condition that requires compositionality of predicates, the properties of these
structures follow from minimal conditions on SIMPL: optional application at TRANS-

. FER. Furthermore, (12) holds.

More generally, we have the basic outlines of a theory of adjunction that satis-
fies SMT.

The late-Merge operation for adjuncts has recently been exploited in work by Danny
Fox and Jon Nissenbaum to deal with such constructions as (15), in which the adjunct
is apparently extraposed in conflict with the general principle that only complements,
not adjuncts, can be extracted from NP (we ignore NP-DP distinctions where irrelevant);
and, in (i), the Condition (C) effect is obviated for the pair (he, John), though it would
be expected (by reconstruction) if ADJ is extraposed from NP:65
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i5)" i. We saw [yp @ painting] yesterday [4n; from the museum].
ii. I gave him [xp a painting] yesterday [,p; from John’s collection].

ox and Nissenbaum argue that strange properties of these and many more complex
onstructions can be explained if a painting is covertly raised to the right (by QR),
d ADIJ is then merged postcyclically.
Though the results are impressive for a wide range of constructions, there are a
umber of problems. One is that late Merge is employed. Possibly the analysis can
be reconstructed in terms of cyclic adjunction, but even if so, other problems remain.
Dissociation of Spell-Out of adjunct and host is required in violation of (12), but that
problematic, as just discussed. It is also unclear why QR is to the right; a coyert
operation should have no ordering properties. One cannot—at least in any c->bv1ous
. way—appeal to the fact that authentic extraposition is to the right since a crucial (and
well-motivated) part of the analysis is that there is no adjunct extraposition; nor can
Heavy-NP-Shift (HNPS) be invoked because of the dissociation of Spell-Out of a
painting, not true for HNPS. There is also a conceptual question: apart from serving
as an empty bearer of adjunction, QR typically does not feed @. It should, then, not
be part of NS, just as ordering is not. .
An alternative approach is suggested by the fact that very similar expressions
_are generated independently, namely, those that introduce qualifications or after-

thoughts, as in (16):%

(16) i. We saw [yp a painting] yesterday, (that is,) a painting

(one) [4py from the museumj.
ii. I gave him [yp a painting] yesterday, (more

precisely,) a painting (one) [4p; from John’s collection].

Here “a painting” is destressed in the adjoined phrase and can undergo ellipsis in the
normal way, yielding (15). The scopal and other properties of (15) follow without
-Tecourse to QR or countercyclic Merge. There is no need to violate the theoretically
well-motivated and apparently empirically valid principle (12). It also follows that
the adjunct is to the right. The adjunct-complement distinctions that Fox and Nisse-n-
- baum (1999) describe are also accommodated: if the “afterthought” is, say, “a [pic-
ture of his father],” then “a picture,” not being a unit, cannot delete.
Fox (2001) applies similar ideas to the intricate problems of antecedent-contained
- deletion (ACD). Still keeping to the simplest case, we now consider (17):

(17) John [,p likes [y every boy Mary does <likes t>]}

Here < ... > is elided with VP as antecedent. But the parallelism requirement for
ellipsis is violated. For such reasons, ACD-resolution is standardly assumed to in-
volve QR, raising NP. But this solution is inconsistent with the simplest theory
of movement (the “copy theory™), which reintroduces the problem. Furthermore,
condition (C) effects would be induced if movement leaves a copy, but they
are not.
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( ) S
Fox 2001 deVClOp a very Slmple analySIS aIODg the lines of the EmalySlS Of(l
for[n for (l ;) 18 (18)' ¢ =

i

(18) John [,p likes [\ every boyl].

QR _raises.NP to the right, at which point the relative clause is late-merged. Paralle].
ism is straightforward; there are no condition (C) or other reconstruction effects; scopal

properties and complement-adjunct distinctions fall into place.

. Though the results are again impressive, the same problems arise as for (15). 1t
is natural to ask, then, whether the alternative approach just outlined can overcome

them: Suppose that the underlying structure for (18) is (19)—which, again, is gener-
ated independently as one of a large class of cases: '

(19) John likes every boy (that is, more accurately . . . ) every boy Mary likes.

We dcnvt:: essentially the same results without the problems associated with late-
Merget violation of (12), and QR. There might also be other advantages: ACD-
resolution requires application of QR in constructions in which it is usually barred.’’
These problems-might be obviated if the scope of ACD is determined in the manner
suggeﬁted here, without QR. If something like this approach is tenable, then ACD
essentla.lly disappears as a phenomenon. ’

ThlS discussion only scratches the surface.5® A great many important questions
temain, but it seems that cyclic Merge is at least compatible with the empirical evi-
dence, perhaps supported by it, and, more generally, that the theory of adjunction
g?l;t::ns to SMgifi; ;‘rrucial aspects—maybe entirely. If so, another large category

nomena s om “unexplained” to “ i i inci .
rom 2 6 (21 and i) plained” to “explained in a principled manner”—

Let’s consider finally the place of Spell-Out S-O—that is, the choice of phases.
‘We know that S-O cannot apply at each stage of cyclic Merge. Relevant information
may not yet be available. Suppose, for example, that Merge has constructed {see
OB}, where the object OB equal thar or what. At this stage we do not know whet.her’
OB. or see is spelled out in situ or whether they move on overtly to be spelled out in
a higher position. If they move on (either sometimes or always), then S-O plainly
ca.unpt apply at this stage. In a cyclic theory, we do not want to wait too long to de-
termine whether they are spelled out in situ. Ideally, it should be at the next Merge.
Suppose further that see is a root—a reasonable assumption, as noted earlier. Then
tl?e next Merge should also tell us what kind of element it is: the verb see or the noun
..s'tght. In the best case, then, the next Merge should yield (20), where a is the verbal-
izer v or the nominalizer n: ’

(20) {o, {see, OB}}
If @ = n, then OB receives inherent Case and can be spelled out at this stage. Suppose

itisv. We now.have the conventional v-vP analysis. V raises to v, but we do not yet
know whether it is spelled out.®? v can be of varjous types. Suppose v is transitive.
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on Agree holds between v and OB, and structural Case of OB can be assigned the
alue ACC, with @-features of v valued by OB. Whether OB raises further at this
ge depends on whether v has an OCC- (= EPP-) feature. Suppose it does. Then
1 raises to SPEC-v, either above or below the externally Merged subject SU that is
quimd for convergence; see note 36. If below, then there will be an ultimate theta-
ecory viblation, detectable at once. Proper positioning might be automatic under
arious assumptions, for example, if the simultaneous satisfaction of properties of v
volves an internal cyclic order, with raising of OB first, then “tucking in” of exter-
lly Merged SU. Recall that it cannot be required that every subsequent extension
nverges, only that there are convergent extensions.
.. S-O should apply as early as possible, for reasons already discussed. It cannot
be before the v level, but it can be at this level, as long as only the sister of v is spelled
t (in accord with PIC). Therefore vP is a phase. We understand PIC as before: the
sister of the head is spelled out obligatorily; the fate of the edge—the head and its
Specs—is not determined until later; see note 19.
Suppose T is merged with (20). If T is defective, SU may raise to Spec-T, but it
remains active. If T is complete, the next Merge is C. Though SU may raise to Spec-T
before C is merged, valuing and inactivating Case, this is really a reflex of the C-T-
telation, as we have seen. For the other two elements of the edge of v, v itself and
the extra Specs, we know their local destination by the C level but in general not
before: A'-movement is to Spec-C, and the same appears to be true for V-topicalization
(Holmberg 1999). Relevant considerations therefore converge to the conclusion that
the next higher phase is CP (or vP if T is defective).
= Spell-Out applies at the phase level (by definition), and as discussed, all opera-
tions within the phase are in effect simultaneous. Furthermore, their applicability is
‘evaluated at the phase level, yielding apparent countercyclic effects within the phase;
se¢ DbP. The phenomenon is illustrated most simply by A'-movement to Spec-C, as
in (21) [abstracting from effects of T-to-C, -do- support, and -seem-to-T raising, as
well as ¢ the trace (copy) of the wh-phrase, ' of he]:

'(21) i. What C [he T [t [t' see t]]]
ii. To-whom C [he T [t seem [t' to be intelligent]]

Applying cyclically, T first raises ke to Spec-T, skipping wh- in apparent violation
of the Minimal Link Condition, MLC. After Merge of C, wh- is raised to Spec-C,
voiding the violation of MLC at the phase level.” Again, it is “as if” all operations
are applying simultaneously at the phase level, as we should now expect.
Phase-level evaluation has other consequences. One is that if XP is raised to
Spec-v, it cannot remain there, or the external argument will not be accessible to the
higher complete category with which it must agree (C-T or v), and the derivation
will crash. We expect, then, that under successive-cyclic movement, wh-phrases
cannot be stranded in Spec-v, though they could be strandable in Spec-C. Both con-
clusions are apparently correct: to my knowledge, no clear case of stranding in
Spec-v is known, but stranding in Spec-C is a plausible analysis of the German was
constructions. It also follows that if Object Shift is to Spec-v, it must then move on to
a higher position; see DbP for discussion.™
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‘We have good reason, then, to regard vP and CP (but not TP) as phases.”
Why should these be the phases, and the only ones? Ideally, phases should hay,

a natural characterization in terms of IC: they should be semantically and phono-

logically coherent and independent. At SEM, vP and CP (but not TP) are proposi

tional constructions: VP has full argument structure, and CP is the minimal construction
that includes Tense and event structure” and (at the matrix, at least) force. At PHON;

these categories are relatively isolable (in clefts, VP-movement, etc.). These prop

erties do not, however, yield exactly the right distinctions: vP with v nontransitive -
is relatively isolated and is a domain for QR, though these cannot be phases for
Spell-Out. Call these weak phases. Then the strong phases are those that have an an -
EPP-position as an escape hatch for movement and are, therefore, the smallest con-

structions that qualify for Spell-Qut.7

So far, we have remained reasonably close to the strong minimalist thesis 3),

that is, within the categories (2ii and iii). That seems rather surprising. One reason is
that even much weaker versions of the thesis are surprising (and difficult to discover
and poorly understood for organic systems except at the simplest levels). Another is
that nothing remotely similar would have been anticipated only a few years ago. How
far this kind of analysis can proceed, or along what paths, one can only conjecture.

Insofar as it can, the conclusions are of some significance, not only for the study of
language itself,

Notes

1. As a system, that is; its elements might be recruited from, or used for, other functions.

2. For some recent discussion, see Chomsky (2000b, 2001) and Jenkins (2000).

3. Or with the set of remaining choices narrowed in a “grammar competition model” of
the kind investigated in Roeper (2000) and Yang (2000); see the latter on antecedents and
alternatives,

4. See Chomsky (1965: 59). See also Chomsky et al. (1982: 23).

5. Chemiak (1995). For an illuminating review of the state of the art, see Stewart (1998);
in briefer comments, Maynard Smith (1998). A more technical review appears in Maynard
Smith et al. (1985). On Turing’s contributions particularly, see Leiber (2001).

6. For recent commentary relevant to linguistics, see Uriagereka (1998), Jenkins (2000),
Martin & Uriagereka (2000), and Freidin and Vergnaud (2001).

7. The approach is complementary to others, for example, studies of language acquired
under sensory deficit or studies of other species that seek to identify properties that may be
recruited for language but not specific to it. For suggestive recent results of these two catego-
ries, see Petitto et al, (2000) and Ramus et al. (2000).

8. See Chomsky 2000a (henceforth MTI) and 2001 (henceforth DbP), presupposed in what
follows, though with significant modification. '

5. See Frampton & Gutmann (2000).

10. For discussion and references to other works on these
Collins, Sam Epstein,
MI'and DbP.

11. Note that this convention entails that L. changes when a new lexical item is intro-

duced. Alternatively, LEX could be replaced by a generative system for constructing the
possible lexical elements of L. .

12. These asymmetries allow for investigation of the internal structure of NS and @ in

particular topics (by Chris
John Frampton and Sam Gutmann, Howard Lasnik, and others), see
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ot possible for X, which is invariant and does not satisfy economy conditions
flys tb?;iil.'r)eii anpyoobvious way. It is somewhat paradoxical, perhaps, that logically equiva-
ﬁ?\?:rsions of I, decomposing it in different ways, ha\fe important consequences. A further
yrimetry is that @ introduces only elements that are in [F] (though tyl?lcally no.t in LF‘X),
Hereas the new clements introduced by Z never enter NS and are accordingly not in {F]; and
snclusiveness holds for NS, it introduces no features, even of {Fl.
" 13. A still worse case is the EST-model, with two cycles in NS, overt .and covert.
14, For a very strong version of the thesis, see Epstein (1999). On cyclic Spell-Out see
and DbP; and for related ideas, see Uriagereka (1999). S-O removes from NS all feajures
at:do not reach SEM. For expository simplicity, I refer to all these as “1:3honolog1cal.
15. For an intriguing generalization of the notion to incorporate blgdmg theory proper-
s; see Freidin and Vergnaud (2001). For another possible gene.ralizatlon, see notg 51.
16. Possibly DP as well, but this raises many questions. I will put the topic aside here,
keeping to the basic clausal architecture and the phases C.P, VP. )
~.17. This requirement could reduce to Spell-Out of sister of 't.he hgad if we adopt some
ariant of Ross’s phonologically empty performative analysis; Nissenbaum, personal
ommunication.
18. MI (p. 21): DbP (p. 11). See also Nissenbaum (2000). )
19. Here and below, assume Quirky Case to be inherent Case with a snucm@ Ca.se fea-
ture. Note that the NOM object neither raises nor undergoes any phonetic c]?ange in sity, the
structural Case feature being invisible in this case. If properties of FL. conspire to ensure thf"st
this is true generally of the domain of H in (6), the sister of H can be spclle.d c?u.t at HP (as in
Nissenbaum’s modification of PIC; see preceding note), with a universally invisible unvalued
feature understood to be, in effect, a morphological convention rather than an actual feature, so
that there is no crash at PHON. For expository convenience, let’s assume that PIC can be for-
maulated in terms of Spell-Out of domain (sister) of the head, ignoring these problems.
20. Contrary to MI and earlier work but not DbP.
21. On binary versus n-ary sets, see below.
22. On theall;yst two possibilities, respectively, see MI and Collins (1999).
23. Note that the asymmetry is for expository convenience only; a and f are merged
etry.
- ;]:. BSO};Teszopics, see, inter alia, Richards (1997), Boskovic (}9983 and !)), Pe§etsky
(2000), Nissenbaum (2000), and Brody (1995), on which much of this work relies, with re-
interpretation. On tampering, see MI.
25. On arguments to the contrary, see Fukui (2001).
26. See Gil (1987) and Carstairs-McCarthy (1999).
27. See Collins (1999), M, and Fukui (2001). )
28. Another questionable assumption; see MI and sources cited.
29. Contrary to what I have assumed in earlier work. For over.fony years, there have
been efforts to motivate displacement. That seems to have been a szta.ket. Bgcoursc to any
_ device to account for the displacement phenomena also is mistaken, UPJCSS.lt is independently
_ Motivated (as is internal Merge). If this is correct, then the radic:fﬂly S@phﬁt-':d for'm of trans-
formational grammar that has become familiar (“Move-a” and its variants) is a kind of con-
- ceptual necessity, given the undeniable existence of the displacerfaent phenomena. .
30. Many questions arise about when and where reconstru.cuon takes Place. A paruc%x-
larly important contribution is Fox (2000). For some a%tcrnanve conceptions, see Lasnfxxk
(1999a) and Lebeaux (1999). For A'-movement, see particularly Barss (1986). Note that A-
and A'-movement have no status in the present framework; the terms are used ox}l)ﬁ foxj con-
venience. It follows that no principles can be formulated in terms of the A-/A'-distinction, a
strong and highly controversial conclusion.
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31. On the confusion of logic and history in this case, see M1,
32. See Nissenbaum (2000). See also Pesetsky (2000). I will assume this to be corree
contrary to MI and DbP, which interpreted covert movement as long-distance agreement,

33. On “phonological” as used here, see note 14. Since we are assuming a “classica]

LEX,” with phonological and semantic features of roots included, pure synonyms are distir
guished in the lexical array (numeration), so no false chains will be introduced.
34. See, for example, Horstein (1999).
35. There is nothing to say, then, about the fact that they are not morphologically mani
fested, though argument position may be marked morphologically, a different matter.

36. If the internal argument receives Case,.a higher element that requires agreement (T
or v), which must appear in a well-formed construction for independent reasons, will not be
able to have its features checked. We assume that once Case of a is checked, a is “frozen”; it

cannot enter into further agreement relations. See below.

37. See Collins (1999), who also proposes that c-selection is a head-head property that
avoids labels, with some interesting empirical consequences, but some problems as well. Note
that nothing requires that EA be an actual argument: it could be a there-type expletive with
¢-features (similar to French i). For a possible example from Greek, see Iatridou (2001).

38. Taking an occurrence of B to be its sister, as in the theory of chains without indexes;
see DbP and sources cited.

39. Ibid.

40. Ibid. See also Lasnik (1999c) and Frampton & Gutmann (2000).

41, With provisos discussed in DbP and elsewhere. We keep here to Nominative-Accu-
sative systems, but the same reasoning should apply to Ergative-Absolutive systems. Theta-
related (inherent) Case is a separate matter.

42. But a participle PRT may have Case, shared with that of its object OB. See DbP for
discussion within a phase-theoretic framework, with Case determined by the higher Case-
assigner (NOM with T; ACC with v). If OB has only structural Case, the PRT-OB-relation in
itself cannot determine the (uninterpretable) Case of either; but if OB has inherent Case, the

relation suffices to determine case of PRT, as in the Icelandic counterpart of (i) (from Boeckx
2000):

(i) me(DAT) seems(Default) t [John(DAT) be believed(NOM, Pl) like
horses(NOM, pl)

Here OB (= horses) has inherent Case, optionally Quirky (but not here).

43. One important recent discussion is McCloskey (2000a).

44, See Guasti and Rizzi (1999). For extensive evidence that Spec-head agreement not
only exists but also plays a decisive role, see Chung (1998).

45. McCloskey also provides evidence that the resumptive pronoun strategy involves
external Merge of pro in Spec-C, yielding an operator-variable structure that may form “mixed
chains” with raising. Hence the attempt in MI to describe (not account for) the appearance of
EXPL in Spec-T, but not Spec-v in phase-theoretic terms, cannot be correct. The problem of
accounting for the distribution of EXPL in some principled way (noted some years ago by
Julie Iregate) remains open.

46. One might seek to appeal to universal conditions C: @ is allowed to raise only if it
- satisfies C. Even if this is possible, to show that Merge alone checks OCC, it would be nec-
essary to show that C does not invoke head-head relations (as in standard formulations of
MLC). A technical question is how checking of the EPP-feature by internal Merge (Move) is
effected by a head-head relation alone. Neither Agree nor (by assumption) Merge can check
the feature, so it must be a property of Pied-piping, still in many ways a mysterious operation,

47. Perhaps, for example, structural Case, as proposed by Lasnik (1999b: chap. 4).
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48, See DbP and sources cited for further detail. For much more extensive discussion
related issues, see Boeckx (2000). C o

49. Possibly this falls together with the Maximization principle [see DbP, ( 14), and (21)].
call that Agree must apply to the direct object before S-O because qf phonetic reflexes and
remove the uninterpretable Case feature from NS, and that Case-driven movement covers
uirky Case as well. On problems conceming A'-movement, see nf)te 541. ]

- 50, That was assumed in early efforts to motivate transformations in processing terms;
. Miller and Chomsky (1963) for a review. On binary structures, see particularly Kayne
815)1.. Frampton et al. (1999); Hiraiwa (2000). See the latter for extensive di‘scussion of
intervention effects and multiple Agree, with parametric variation. The f.oxjmer points qut t.h‘at
proposal can overcome & problem they note in the analysis of participial construct.ts)ns in
DbP; which warks if the object remains in situ but fails if it raises, blocking Case checking of
the participle; as they note, this could also be overcome along lines of the proposal at the end
of DbP, which dispenses with literal movement. Multiple Agree eliminates unvalued features
of traces, as desired. Although this is the right result for A-movement, it may not be for A'-
movement; for example, the wh-feature of a trace is not valued until a higher phase. The asym-
metry reflects another one: all A-movement properties are handled within a p]llase, but not
‘A'-movement properties. That suggests that there might be a more abstract notion of phase,
_ based on the concept of valuation of features rather than just the size of the category, as here
and in earlier work.

52. There are unstated assumptions here, for example, that control structures are CPs.
53. Additional evidence is provided by languages like Greek, in which T with a com-
 plete set of @-features, but not selected by C, lacks semantic tense and is defective with re-
_gard to Case and agreement; [atridou 1993, and much subsequent work. )

' 54. See Chung (1998) for review; also Collins (1993). Irish is the best-studied case of
Cereflex. See McCloskey (2000c). Inflectional marking of C in some languages yields fur-
ther support. For more on C-T-relations, assuming literal head movement, see Pesetsky and
Torrego (2001). . o
55. Aguero (2001); data from Saddy (1991). A host of further questions arises in this
onnection, including differences of richness of inflection of T, v, and correlated differences
of overt Case marking in Nominative-Accusative vs. Ergative-Absolutive bng‘fmges.
256, For English it appears to hold invariably for T, as we can see in raifnng constru.c~
_ tions (awkward because there are so few relevant raising verbs, but the point is clear), as in
i), ti the trace of John:

(i) John seems to Y [t, to appear to X [t, to like Maryl]

Suppose Y = her. At the relevant level (presumably SEM), Y c-commands Ma{'y, inducing a
-Condition (C) effect. It therefore c-commands X, which can however be her linked to Y or
himself linked to John (despite intervening Y); both facts imply that £, = :Iahn. Therefore,
intermediate T, though defective, must satisfy EPP. For an argument that Irish does not have
- EPP, see McCloskey (20002). -

57. Proposed by Lebeaux (1988) to deal with problems noted by Robert Freidin, Henk
van Riemsdijk, and Edwin Williams, . ) .

58. See, for example, the discussion of “house in the woods™ versus “book in the woods
and other such matters in Chomsky (1970). ) :

59. Judgments fade as the r-expression in the adjunct [John in (11)] is more deeply
embedded. It is tempting to relate this to the fact that a deeper search is required at the root to
spell out the pair <a, p>, along the lines to which we turn directly. .

60. We are assuming that S-O applies at the point of transfer: that is, there are no pho-
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nological operations that must apply before S-O (and ordering). If there are, the accougt
comes more complex but unchanged in essentials.

61.. Apart from the possibility mentioned in note 64.

62. Note that @ may have already been spelled out, in part at Jeast, prior to adjunction
The question is how and where it is integrated into the simple configuration that is spelled
out. Recall that lots of computation is proceeding in parallel.

63. Copy is asymmetrical: Copy(B) is P stripped of its phonological features—either the
trace of B or covertly raised B. See (7). Since operations at the phase level are in effect simul-
taneous, the asymmetry of Copy is determined by TRANSFER, Move, and their ordering . a
the phase level.

64. Perhaps Merge cannot apply to any empty category ec, not really a generalizatio
& copy is just a syntactic object with no phonological features. Alternatively it could be thit
trace is destressed, entering into ellipsis under the usual paradigm but obligatorily in this case.
Here questions arise about apparent phonetic effects of trace versus lexically determined ec's.
Barring of adjunction to ec’s seems correct for PRO and pro, but there might be other rea:
sons. Note that phonological features do not affect NS-derivations, but their presence or ab-
sence may (see note 33). On this matter, see DbP. The conclusion would leave intact the re-
sults of Distributed Morphology while abandening the condition of obligatory late insertion
for roots, questionable on other grounds; see DbP.

65. See Fox and Nissenbaum (1999), Fox (2001), and Nissenbaum (2000) for exten:
sive discussions and references to the earlier work of Peter Culicover and Michael Rochement
and Tarald Taraldsen.

66. ‘We know that these are to the right, independently (and for obvious reasons), be-
cause of the variety of such constructions; the simplest of them are relevant here, but the oth-
ers clearly exist.

67. See von Fintel and Iatridou (2001) for a review and some new cases.

68. It also omits entirely the parasitic gap and other constructions that are the primary "
focus of Nissenbaum’s work because of their intricacy; but I think that an analysis similar to -
that proposed below may be possible here as well. :

69. I will omit further comment on head raising, including the possibility, which I think
is real, that it is part of @; see DbP. Also ignored are other possibilities, for example, auto-
matic raising of a to some position above V but below v, as in recent work of Masatoshi
Koizumi, Howard Lasnik, and others,

70. Note that this provides still another reason to conclude that TP is not a phase.

71. For German, see McDaniel (1989). Suppose that Spec-v is the position of overt wh
(and possibly focus). We might ask whether in such cases v has raised to T, so that the Spec
position does not intervene between T and EA. Many questions remain concerning Heavy-
NP-Shift, Object Shift, and overt and covert wh-movement, all assumed here to move to
Spec-v, though they have different properties.

72. See note 16.

73. Recall that T has these propcrtles only as a reflex of C-T.

74. On nontransitives, see Legate (1998). On the escape hatch in strong phases and
parasitic gaps, see Nissenbaum (2000).
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