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Abstract—
The massive surge in the amount of observational

field data demands richer and more meaningful collab-
oration between data scientists and geoscientists. This
document was written by members of the Working Group
on Case Studies of the NSF-funded RCN on Intelli-
gent Systems Research To Support Geosciences (IS-GEO,
https:// is-geo.org/ ) to describe our vision to build and
enhance such collaboration through the use of specially-
designed benchmark datasets. Benchmark datasets serve
as summary descriptions of problem areas, providing a
simple interface between disciplines without requiring
extensive background knowledge. Benchmark data intend
to address a number of overarching goals. First, they
are concrete, identifiable, and public, which results in a
natural coordination of research efforts across multiple
disciplines and institutions. Second, they provide multi-
fold opportunities for objective comparison of various
algorithms in terms of computational costs, accuracy,
utility and other measurable standards, to address a
particular question in geoscience. Third, as materials for
education, the benchmark data cultivate future human
capital and interest in geoscience problems and data
science methods. Finally, a concerted effort to produce
and publish benchmarks has the potential to spur the
development of new data science methods, while provid-
ing deeper insights into many fundamental problems in
modern geosciences. That is, similarly to the critical role
the genomic and molecular biology data archives serve
in facilitating the field of bioinformatics, we expect that
the proposed geosciences data repository will serve as
“catalysts” for the new discicpline of geoinformatics. We
describe specifications of a high quality geoscience bench-
mark dataset and discuss some of our first benchmark
efforts. We invite the Climate Informatics community to
join us in creating additional benchmarks that aim to
address important climate science problems.
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I. MOTIVATION

For decades there has been a strong trend in the
geosciences in the direction of larger, more diverse
datasets that demand sophisticated mathematical and
computer science expertise [1]. This is a consequence
of improvements in computing power, which permit far
more sophisticated physical modeling; improvements
in measurement technology, which permit acquisition
of high-resolution large-scale datasets; and demands of
challenging problems such as measuring the planet’s
response to a changing climate. Meeting these chal-
lenges requires rich communication between the geo-
scientists familiar with the application domain and data
scientists that could bring novel computational methods
to the field. Closing this gap is a primary goal of
the Climate Informatics workshop series, and is shared
by this benchmark development effort. This document
describes the manner in which benchmark standard
datasets (or simply, benchmarks) of typical geoscience
data analysis problems can bridge the two communities.

A. Relation to Existing Efforts
Benchmarks can be seen as an extension of classic data
repositories. In particular, classic data repositories, such
as those maintained by NCAR [2], NOAA [3], NASA
[4], USGS [5], and related repositories [6], [7], provide
vast amounts of data, but only domain scientists would
know how to use the data efficiently, which questions
to ask, and how to set up an interesting analysis
[8]. The same holds for repositories maintained by
journals, such as the Geoscience Data Journal [9] and
Nature Scientific Data [10]. We seek to bridge the gap
between the geoscientist and the data scientist by having
geoscientists preselect and preprocess interesting data,
couple them with interesting and unsolved science
questions, and add data documentation and background
explanations suitable for non-domain scientists. The key
to the benchmarks is this packaging of existing data
with science questions suitable for data scientists.

The proposed benchmarks can also be seen as an
extension of existing efforts originating from the data
science community, such as the CI Hackathon events
[11], [12], the UIOWA Midwest Big Data Hackathon
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[13], the Challenges in Machine learning events [14],
the Kaggle data science platform [15], and the UCI
Machine Learning Repository [16]. (In fact, we may
incorporate the CI 2016 Hackathon topic [12] and topics
from the UIOWA Midwest Big Data Hackathon [13]
as benchmarks.) The following aspects distinguish our
benchmark datasets from such data science competi-
tions: (1) benchmarks tend to be more open-ended, i.e.
there might be no pre-defined performance measure; (2)
benchmark data sets are meant to initiate and stimulate
interdisciplinary discussion, and in turn to faciliate
long-term collaborations between data scientists and
domain scientists; (3) the benchmark data in their
current form do not aim to focus on comparison among
different participant groups (i.e., no competition); how-
ever, the benchmarks can also be utilized for various
data science contests and challenges involving analysis,
modeling, validation, and prediction.

B. Specific Goals
The benchmarks are intended to serve several goals,

including:
(1) A means for two-way communication to connect
the two disciplines, geoscience and data science: (i) data
scientists learn about typical data analysis tasks in the
geosciences, including typical properties of geoscience
data, the types of science questions geoscientists are in-
terested in, and existing approaches for data analysis in
the geosciences; (ii) geoscientists learn about potential
new methods, tools, and services for data analysis.
(2) Benchmarks seek to stimulate new collaborations,
which may lead to discovery of new approaches and
methods for data analysis in the geosciences; science
advances by gaining new insights from geo data using
the new approaches; formation of new collaboration
teams that will work together in the future.
(3) A permanent repository of complex data sets,
representative of geoscience problems is an important
resource for education, research, and to promote an
emergent coordination of research activities and con-
versations in the research literature that build off each
other (not possible when every lab has an independent
data set with its own idiosyncrasies).

II. DESIRED BENCHMARK CHARACTERISTICS

Given the list of goals in the preceding section,
what are the key characteristics and elements of an
ideal benchmark set? Below is a list of properties that
we believe make a data set particularly suitable as a
benchmark in this context. An outstanding benchmark
is expected to satisfy many, but usually not all of these
characteristics.
High Impact: A problem with high potential impact
should be chosen, and the connection to that impact
clearly spelled out, namely how will the proposed tasks
contribute to advances in science or benefit society?

Active Geoscience research area: To stimulate long-
term interactions between geoscientists and data sci-
entists, the benchmark should come from an active
research area, i.e. a group of geoscientists should be
eager to continue to work on the topic, to answer
questions from the data scientist(s), and to help him/her
interpret any analysis results.
Challenge for data science: The problem should be
challenging for the data scientists in some way. This
is almost a given for geoscience applications, because
1) if the analysis was straightforward the geoscientist
would have done the analysis him/herself; 2) geoscience
data by their very nature tend to pose several challenges
for standard data analysis methods (see Section II-A
below). Known challenges should be spelled out for
each benchmark, but some challenges will only become
apparent during the analysis.
Data science generality and versatility: Ideally, solu-
tions generated from the data set analysis and proposed
models and algorithms will not only help to address a
stated set of problems in geosciences, but also will be
applicable to a broad range of other settings and pos-
sibly other disciplines, i.e. will stimulate and facilitate
development of new methodology in data science.
Rich information content: Ideally the data set provides
stimulus for analysis at many different levels, i.e. it
lends itself to answering more than one science ques-
tion. If so, one can gain a lot from a single data set.
Hierarchical problem statement: Each benchmark
should include a data set and a clear description of
what types of analyses are suggested. Ideally, there is
a hierarchy of analysis tasks, ranging from relatively
straight-forward tasks to more open-ended tasks.
A means for evaluating success: Data scientists need
some kind of means to evaluate whether their algo-
rithms are successful in solving the problem. Ideally,
some kind of performance measure should thus be
included for at least some of the tasks. However, in
very open-ended applications, the performance measure
might be developed during the collaboration.
Quick start guide: It should be as easy as possible
for data scientists to start working with the data. Data
scientists focus on data first, so the data needs to be
easily accessible, and ideally there would be quick-start
instructions on how to explore them. We seek to include
for each benchmark a data use tutorial, consisting of (1)
code snippets in a well-known framework (e.g., Matlab,
Python, R) that illustrate how to read and visualize the
data, potentially also illustrating some sample analysis
steps; (2) plots generated from the code snippets that
illustrate some of the data properties, so that data
scientists can get a better feeling for the problem before
even touching the data.
Understandable geoscience context: Geoscience data
generally has a rich background, ranging from the
motivation for collecting the data in the first place
(science question), to the instruments used to take it,
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the pre-processing that has already taken place, and the
science questions it seeks to answer. Providing a brief
summary of this background, in a way that is easy for
someone outside the field to understand (no jargon),
results in more efficient collaboration and may yield a
more meaningful analysis of the data.
Citability: As discussed in the article on the Geo-
science Paper of the Future [17], it is crucial to provide
for each data set (1) a license specifying conditions for
use, and (2) a unique and persistent identifier to make
it citable, and later allow search engines to easily find
all research papers using it. Both criteria can be met
by using Zenodo (https://zenodo.org/) to host the data
sets. Zenodo is a data repository run by CERN, that
provides free hosting of data sets up to 50 GB, provides
a selection of license terms and assigns a unique DOI
number to each data set.
Communication between researchers: A public
Google document provides both an FAQ and a com-
munication channel for the domain experts and anyone
working with the data. Researchers may use it to ask
questions, exchange experiences and discuss results.

A. Suitable data science methods
Many data science methods cannot be directly ap-

plied to geoscience data, because of the challenging
properties of such data. Karpatne et al. [18] cate-
gorize the most important challenging properties as
follows: spatiotemporal structure; high dimensionality;
heterogeneity in space and time; existence of objects
with amorphous spatial/temporal boundaries; multi-
scale/multi-resolution data; low sample size; paucity
or absence of ground truth; noise, incompleteness, and
uncertainty in data. It will be useful to identify for each
benchmark which challenging properties are present.

Furthermore, it is difficult to convince geoscientists
to use any method they do not understand. In fact geo-
scientists strongly prefer transparent methods, which
allow them to follow the basic reasoning and generate
novel scientific insights, over black box methods [19].

B. Distribution and Advertisement of benchmarks
All benchmarks will be featured on the IS-GEO web-

site, and advertised through papers (such as this one),
talks, and mailing lists, and we will reach out personally
to data scientists through the IS-GEO members to make
them aware of these benchmarks.

III. SAMPLE BENCHMARKS

The IS-GEO benchmark project was created in
Spring 2017. To date we have created one benchmark
and are working on two more.

The first benchmark was developed in collaboration
with researchers at the Jet Propulsion Laboratory (JPL),
and deals with the automatic analysis of their imaging
spectrometer data in order to detect significant sources

of methane in the atmosphere [20], [21]. Methane
(CH4) is a powerful Greenhouse Gas in the atmosphere
and it is essential to determine its most important
sources in the environment, such as geologic seeps, an-
imal husbandry, decomposition in landfills, and oil and
gas extraction and production. The ultimate goal of this
benchmark is to develop methods for the reliable detec-
tion, and potentially classification, of methane sources
from imaging spectrometer data. The key challenge is
to distinguish methane sources from background noise
in the spectrometer images. Domain experts currently
perform this task manually by visual inspection of the
imaging spectrometer data.

With regard to the requirements from Section II, this
benchmark satisfies many of them. Namely, it is a high
impact application, as it has the potential to reduce
greenhouse gas emissions, and thus global warming; it
is an active research area of research institutions such
as JPL; it provides a rich, multi-layered and challenging
playground for data scientists, because the data includes
high levels of noise, as well as artifacts from roads and
buildings that may be addressed through a variety of so-
phisticated statistical and image processing techniques;
the problem statement consist of a hierarchy of tasks of
increasing difficulty; we developed a quick start tutorial
with Matlab code examples and visualization of sample
data; there are manually labeled results for methane
detection that can be used to evaluate performance for
the simpler tasks, while the remaining tasks are more
open-ended.

We are currently working with the team of the 2016
Climate Informatics Hackathon event to extend their
challenge, prediction of sea ice cover based on several
atmospheric variables [12], to a benchmark. We also
collected a list from the IS-GEO community containing
ten additional benchmark topics to consider.

IV. AN INVITATION TO THE CI COMMUNITY

We invite the members of the Climate Informatics
community to get involved in this effort. In particular,
we would appreciate feedback on the general vision
presented here, and any collaboration for the creation
of additional benchmarks. Furthermore, we invite you
to find out more about the general IS-GEO initiative
(https://is-geo.org/) and to become a member of that
community as well.
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