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ABSTRACT OF THE DISSERTATION

Learning-Based Route Management in Wireless Ad Hoc Networks

by Brian Russell

Dissertation Director: Michael Littman and Wade Trappe

The nodes in a wireless ad hoc network must act as routers in a selfnoamdg network
without infrastructure. An application running on nodes in the ad hoc nmktimay require that
intermediate nodes act as routers, receiving and forwarding datatpdclother nodes to over-
come limitations of noise, router congestion and limited transmission power. timgxisuting
protocols, the “self-configuring” aspect of network constructiondeserally been limited to
route selection using a shortest-path routing metric as a predictor of rodticigrey. This
limited, network-layer predictor fails to consider the effects of existing traffi router loads
and fails to consider the effects of noise experienced at the MAC layalNnetwork topolo-
gies are suited to efficient routing using a shortest-path metric. The locdttbe nodes and
physical characteristics of the network environment can create topslagjiere shortest-path
routing overloads some routers and underutilizes others. Similarly, naiseesocan under-
mine the quality of wireless links depending on the relative distance betweepigesources
and the receiving nodes. This dissertation presents a cross-lagictprehat combines the
effects of noise and router congestion into a single time-based routing mased lon statis-
tical estimation from recent experience. Also presented is a new crgss-dalaptive routing
protocol, called Warp-5, that not only uses the new routing metric to make betia routing
decisions in a noisy or congested network, but can also adjust prevedsting routes as new
routes or new noise sources are added to the network. Simulation res\¥aifio-5 are pre-
sented and compared to the existing shortest-path routing protocol AQig\feEults show the
cross-layer approach of Warp-5 to be superior to shortest-path gautiriocols for managing

router congestion and noise in wireless ad hoc networks.
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Chapter 1

Introduction

Establishing and maintaining routes in a wireless ad hoc network is an essemipbnent
to supporting communications across a broad geographical area wheduatinodes have
limited communication range. Although many wireless routing protocols exist, tixdgm of

supporting efficient and effective communication by establishing apjateptoutes is a chal-
lenging task for which there is no completely adequate protocol in the literafinie disser-
tation seeks to address this problem by applying machine-learning techrnimuereless ad
hoc routing. In particular, this dissertation shows that machine learningssble and useful
in managing noise and router congestion in wireless ad hoc networks to iengistvibuted

application throughput.

1.1 Wireless Ad Hoc Networks

A wireless ad hoc network is a collection of nodes exchanging informati@udfr radio or
infrared wireless adapters. Such a network functions without an estadblisfrastructure. In
infrastructure-based wireless networks, there is no direct peesdogommunication between
nodes; all communication between nodes is managed by the network inftastruOne exam-
ple of an infrastructure-based network is the wireless local area Hetaowireless LAN. The
infrastructure of a wireless LAN consists of access points connect#itebiynternet. Wireless
nodes communicate with the access points and the access points providekimgffeonction-
ality to the wireless nodes. Another example of an infrastructure-basegnkes the cellular
system. In cellular systems, a geographical area is divideccelty each with ebase station
at the center of the cell. The base stations are connected to a backbedenetwork. The
base stations and the backbone wired network form the infrastructuteefeellular system.

Wireless nodes communicate with the base stations, and the base stations inatiomith



the backbone wired network perform the networking functions and tdo@mmunication to
other wireless nodes.

Nodes in an ad hoc wireless network, on the other hand, communicate witloter on a
peer-to-peer basis, and the networking functions are distributed amemgdes in the ad hoc
network. Without an infrastructure, the nodes in a wireless ad hoc rletwast act as routers
in a self-configuring network. A distributed application running on nodéisaérwireless ad hoc
network, such as a video feed between two parties separated by aistagecd, may require
that intermediate nodes act as routers, receiving and forwarding aeitatp to other nodes as
needed.

The use of radio or infrared adapters as links in wireless ad hoc netwdrkduces char-
acteristics that are not present in wired networks. Given a powanfuigh transmission, any
two nodes in a wireless ad hoc network can communicate directly. Howevex fixed trans-
mit power, the received signal power decreases rapidly as the didtehween sender node
and receiver node increases. When sender and receiver nedesparated by a large dis-
tance, the high-powered transmissions required for direct wireless coitettion can cause
interference in other links in the network, degrading their performanceeaking the other
links altogether. Using intermediate nodes with limited communication range asrébnga
relays can reduce the sum of transmit power at the source and intermmuolitte needed for
source-to-destination communication. Routing using intermediate nodes atogsaghically
dispersed nodes to communicate with less power expenditure and lessémeefevith other

links in the wireless ad hoc network.

1.2 Routing Protocols

The need for routing protocols in wireless ad hoc networks is promptededintited commu-
nication range used by radio and infrared wireless adapters. Limitatiotheatirect commu-
nication range between nodes and the need for many nodes to covelaamih larger than
the limited direct communication range means that nodes in an ad hoc netwerkohast as

intermediaries, forwarding information to destination nodes that could natdished directly



by the original sending nodes. The purpose of a routing protocol isdafsequence of inter-
mediate nodes from a source node to a destination node. A sequenadesffrmm source to
destination is called sute

Previous routing protocols such as DSDV use frequent system-wideltaets of global
routing information to maintain current connectivity between all nodes in thbcadnet-
work [46]. A complete global picture held by all nodes almost always ededhe needs of
the application in the ad hoc network. Further, with each node having toaswhdhaintain
routing information for the entire network, the amount of routing overheadgin proportion
to the square of the number of nodes in the network, which limits the scalabilitg apgroach.
Later approaches to route construction, such as AODV [47] and DSR ¢&ployed an on-
demand approach in response to scalability issues, where routes ateictad as needed, and
eliminated the need for maintaining and broadcasting global connectivitymiatayn. Both
AODV and DSR are distance-vector protocols [36] that seek to find teerbates from the
source to a destination, where “best route” is generally defined to bedite with the fewest
intermediate nodes (“hops”) between source and destination.

Each route consumes some of the finite forwarding capacity of the routesssitas packets
are sent from source to destination, reducing the speed at which &é tredves through the
routers. Using the minimal hop count as a routing metric ignores the effeetgsting routes
on router forwarding. The same metric also does not consider the qualibksfconnecting
neighbors, which may be affected by packet collisions on crowded linkeise. Congested
routers drop packets, reducing the number of application data packetsadbh their intended
destination. Transmission of packets over lossy links forces either setission of packets
with concomitant loss of time, or loss of data packets altogether. In ordempmodubetter
communication, what is needed is a routing metric that considers router lcaatngnk qual-
ity. Such a routing metric would make it possible to avoid bottlenecks causearting too

many routes through too few routers and increase overall applicatiotihdatehput.



1.3 Coordinating Communication in Wireless Networks

This section discusses the mechanics of how wireless nodes share acsingieinication
channel for data packet transfer in wireless networks.

Routers in wired networks have multiple adapters, one for each neiggbarde. A wired
router receives a data packet for a remote destination through ontegdajiracts the final
destination of the data packet from the IP address in the packet netwadeh consults a
routing table to determine the appropriate outgoing adapter and then transnuitgatEacket
through the outgoing adapter. With the proper internal switching fabriciredwouter can
receive and forward data packets through different adapters siraalialy.

Routers in wireless networks forward data packets in a different fashithe wireless
router has a single adapter for all incoming and outgoing data packetriissiens. All wire-
less routers in the wireless network exchange data packets throughmbeceenmunication
channel. An incoming data packet is received on the adapter, whichrdeésr that the re-
ceiving neighbor is the intended intermediate destination from the destinatilvasadn the
Medium Access Control (MAC) header. The wireless router then dstthe final destination
of the data packet from the IP address in the packet network headarpasults a routing table
to determine the appropriate next hop for the packet and then transmitgahgagéet through
the wireless adapter to the next hop node.

The difference between the router in the wired network and the router witekess net-
work is while the router in the wired network can receive and forward platéets through each
of its multiple adapters simultaneously, the router in the wireless network camendive or
transmit one data packet at a time through a single wireless adapter. \ilhrdfeslata packets
in the wireless network are communicated through omnidirectional transmigsiogised by
all nodes within communication range. Multiple overlapping transmissions reéneleselves
unintelligible to the receivers, so the nodes in a wireless network have pertvely coordi-
nate which node can transmit and when that node can transmit on the comtniaumnatennel
shared by all the nodes in the wireless network. The coordination of comatiom in 802.11
wireless networks is performed by the 802.11 Distributed Coordinationtiemn®CF), orig-

inally defined in the IEEE 802.11 standard [24]. The DCF uses carmetirgg multiple access



with collision avoidance (CSMA/CA). There are two protocols in the DCF: theidaccess
method and the RTS/CTS protocol. This dissertation focuses on wirelesg atworks built

on the 802.11 MAC layer.

1.3.1 Basic Access Method

A node with a packet to transmit must monitor the communication medium to ensurié that

has been idle for a period of at least DIFS (DCF InterFrame Spac#)e ihedium has been
idle for DIFS or longer, the node is free to transmit the packet immediately.elfrtadium
is not idle or has been idle for a period less than DIFS, the node must waithentihedium
has been idle for at least DIFS time. The node then selects a discreterré&ad&off counter
before transmitting the packet. The underlying assumption here is that thgreenmaultiple
nodes in the same area waiting to transmit. Once the nodes detect the mediuminigeicite
after a transmission, independently selected random backoff period wiliniaithe chance
of overlapping transmissions. The backoff counter is uniformly selected & contention
window value initially set by a value specific to the individual PHY layer implemiema

The backoff counter is decremented at the end of a discrete time slot if t@waoication
medium is still idle. The duration of the slot is the time required for the node tcesties
medium to determine if it is still idle. The backoff counter is not decrementeahlieenode
determines that the medium is busy. When the backoff counter is decrent@ntrd, the node
transmits the packet.

In this dissertation, a packet transmission intended for a single receivallésl aunicast
1. Unicast packets must be acknowledged by the receiver. To do seedhiver sends a
small (14 byte) acknowledgement (ACK) packet to the sender after arvaht8IFS (Short
InterFrame Space), which must be smaller than DIFS to ensure that the A€ketpcan be
transmitted before another node attempts to transmit a packet. If the sendmgeneives the
ACK packet, then the unicast is considered successful and no fuathien is taken by the
sender for that packet. If the sender does not receive an ACKepadthin a fixed timeout

interval, it doubles the value of the contention window and selects a newmabdckoff value,

The termunicastalso refers to any communication from a source to a single receiver.



at the end of which, it will retransmit the unicast packet. This retransmigmiocedure is
repeated, doubling the contention window each time until either the sendirgraceives an
ACK packet from the receiver or the contention window reaches somémmaxsize specific
to the individual PHY layer implementation. In the latter event, the packet igpdbpnd the
unicast is considered a failure.

The wireless network simulations documented in Chapter 6 use a simulation @f2Hel 8
MAC layer based on Direct Sequence Spread Spectrum (DSSS) withSadBI10 microsec-
onds, a DIFS of 50 microseconds, an initial contention window size of 82aamaximum
contention window size of 1024. The slot size used for random bagk@® microseconds.
The timeout for ACK packet return is 300 microseconds.

The random binary exponential backoff mechanism described in th&é B82andard is an
effective means of managing contention for the communication medium [3].alfoeithm
self-adjusts to small or large numbers of contending nodes in a few stepsame algorithm
is less applicable for responding to noise. While some sort of distributeéidnasized waiting is
an effective means of sharing the communication medium, the same waiting segparoise
when there is little contention leads to stretches where no node is transmittingyleea there
are multiple nodes with packets to transmit. A more effective response to ndisgnsmediate

retransmission of the failed unicast to increase the likelihood of corregpti®n of the packet.

1.3.2 RTS/CTS Protocol

A node with a packet to transmit must monitor the communication medium to ensutis that
has been idle for at least DIFS time, and after that choose a randorafbeclnter, just as

it would for the basic access method. When the backoff counter is destedh® zero, the
transmitting node sends a 20 byte Request To Send (RTS) packet to ¢giverecThe RTS
packet contains the duration that the sender wants for exclusivesaoctee communication
medium in microseconds. The duration in the RTS packet is the time requiredd@asata
packet, a clear to send (CTS) packet, and an ACK packet plus thr&ir8#fvals. The receiver

of the RTS packet responds to the RTS packet after a SIFS intervalrisntitting a CTS packet
containing a duration to the sender. The duration in the CTS packet is the tioieato send

the data packet, and an ACK packet plus two SIFS intervals, in microsgcWftten the sender



receives the CTS packet, it transmits its packet after a SIFS interval.

Any node in communication range of the RTS and CTS transmissions will alsiveate
RTS or CTS packets. Nodes other than the receiver that overheathenRTS packet will
not transmit during the duration specified in the RTS packet. Nodes othethbaender or
receiver that overhear the CTS packet will not transmit during thetidarapecified in the CTS
packet.

The RTS/CTS protocol is an effective means of dealing Witlden nodesvhere there may
be other nodes within communication range of the receiver, but not tlieiserhe RTS/CTS
protocol also reduces the chances of packet collisions, since the ategtial for collision is

during the transmission of the short RTS packet.

1.4 Wireless Transmission Rates and Packet Forwarding Caéy

There are three different 802.11 PHY layers currently available, detgd 802.11b, 802.11a
and 802.11g. Each layer offers multiple transmission rates. The maximuretpaaksfer
capacity for each transmission rate for all three 802.11 PHY layers isrsimoVable 1.1. The
first and second column identify a specific PHY layer and transmissionthatéransmission
rate expressed in megabits per second. The next five columns shogreulifpacket sizes, with
50 bytes being considered a small packet and 1500 bytes a large padketual entries under
each of the packet size columns is the maximum number of packets per $baboan be sent
for that PHY/transmission rate combination for that packet size given thidesd required by
the DCF for that PHY implementation. The individual rates for maximum numbpgaokets
per second transfer are based on a 50 microsecond DIFS, an initiehtion window size of
32, a maximum contention window size of 1024, a 20 microsecond slot sizaraaderage
random backoff time of 320 microseconds.

The fastest 802.11b transmission rate is eleven times faster than the slo@ddttBtrans-
mission rate. However, the communication medium coordination overhead ithpgsthe
DCF reduces the potential packet transfer rate for the 11 Mbits/secrtissien rate to less
than twice the potential packet transfer rate for the 1 Mbits/sec transmisg®ifior 50 byte

packets and a little over eight-fold for 1500 byte packets. The increasmowidth for packets



Protocol Rate | 50 bytes| 100 bytes| 500 bytes| 1000 bytes| 1500 bytes
802.11b 1 Mbits/sec| 1265.80 840.33 227.79 119.19 80.71
802.11b 2 Mbits/sec| 1694.90| 1265.80| 418.41 227.79 156.49
802.11b | 5.5 Mbits/sec| 2161.10| 1867.60| 895.04 542.14 388.83
802.11b | 11 Mbits/sec| 2345.40| 2161.10| 1326.90 895.04 675.26
802.11a/g| 6 Mbits/sec| 2189.78| 1910.80| 946.40 580.27 418.41
802.11a/g 9 Mbits/sec| 2301.79| 2088.20| 1198.40 781.93 580.27
802.11a/g| 12 Mbits/sec| 2362.20| 2189.78| 1382.59 946.37 719.40
802.11a/g| 18 Mbits/sec| 2425.88| 2301.79| 1633.39| 1198.40 946.37
802.11a/g| 24 Mbits/sec| 2459.02| 2362.20| 1796.41| 1382.49| 1123.60
802.11a/g| 36 Mbits/sec| 2493.07| 2425.80| 1995.57| 1633.39| 1382.49
802.11a/g| 48 Mbits/sec| 2510.46| 2459.02| 2112.68| 1796.41| 1562.50
802.11a/g| 54 Mbits/sec| 2516.31| 2470.27| 2154.83 1858.22 1633.39

Table 1.1: Maximum packet forwarding rate (in packets per secon@0@r11 a/b/g transmis-
sion rates for packet sizes 50, 100, 500, 100 and 1500 bytes.

of a particular size is not directly proportional to the increase in transmisatendue to the
overhead imposed by the 802.11 DCF.

The fastest 802.11a transmission rate is nine times faster than the slowédizB@ansmis-
sion rate. Increasing the transmission rate for 50 byte packets from 6/8#uit® 54 Mbits/sec
results in only a 14.91 percent increase in data transfer speed, ageaio dvwerhead imposed
by the 802.11 DCF. Increasing the transmission rate for 1500 byte pdiket$ Mbits/sec to
54 Mbits/sec results in a 290.38 percent increase in data transfer spaeugreater than the
increase gained for 50 byte packets. Although the contention contrdiese imposed by the
802.11 DCF does reduce data transfer rates regardless of transmésioianger packets get
greater benefits from faster transmission rates than smaller packets.

The slowest 802.11b wireless transmission rate provides a link capacippaixamately
0.6 Mbits/sec for 1500 byte packets after correcting for overheadrezihy the 802.11 Dis-
tributed Coordination Function. The fastest 802.11g wireless transmisg®pnovides a link
capacity of approximately 20 Mbits/sec for 1500 byte packets after dorgefor DCF over-
head. In contrast, a wired 802.3z Ethernet link has a capacity of 1 gigab#red a wired
802.3ae Ethernet link has a capacity of 10 gigabits/sec [15], [25]. Dhgidlabit 802.3ae
wired Ethernet link provides 500 times the capacity of the fastest 802.11es8rénk. The
magnitude of the disparity between wired and wireless links, and the widdyafieurrent

and developing applications for wireless ad hoc networks in differa@dasaunderscores the



importance of using the limited bandwidth of wireless links effectively. Theatiffe use of

wireless links in ad hoc networks is the motivation for the research in thisrtisisa.

1.5 Applications of Wireless Ad Hoc Networks

The self-configuring capabilities of wireless ad hoc networks coupled twvéHack of costly
infrastructure, makes them appealing for many applications in a varietyoninegtances. The
success of wireless ad hoc networks comes from their flexibility, making trseful for new
circumstances as the need arises. The lack of infrastructure andfeaserdigurability must
be balanced against the performance penalties inherent to wireless adtivmrks including
wireless communication, multi-hop routing and distributed routing control. Theflexibility
means that research into wireless ad hoc networks must balance flexibitissmn against
varying application needs. A network designed to meet a wide variety afrostances may
not be able to meet stringent performance requirements for some distrémpkchtions. Con-
versely, a network designed to meet specific stringent requirements niessheseful in gen-
eral. The ideal wireless ad hoc network design would be flexible enouglpimort a variety of
distributed applications while being capable of meeting high performancé@eemnts when
needed.

This section describes some of the common applications for wireless ad twoorke

There are distributed applications on the battlefield, in industry and in the home.

1.5.1 Military Applications

The inherent lack of infrastructure makes wireless ad hoc networlkiatiesfor military sit-

uations where networks must be dropped (literally) into remote and oftdilehaeas where
network infrastructure is nonexistent and cannot be developed. riataiorks have to be built,
configured and torn down quickly. Military scenarios require senstwarés and intelligence
gathering mechanisms placed close to potential targets. A sensor netwmiktsmf small

nodes with sensing, computation and wireless networking capabilities. Tas itothe sensor
network could contain passive optical, electromagnetic, audio, chemidablogical sensors.

Optical sensors could be used to coordinate unmanned aircraft in flightowide networked
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navigation on the ground by routing vehicles effectively through compleaiteand constantly
changing hazards. Electromagnetic sensors could be used to monitor bostiteunications
as well as detect military hazards like land mines and active radar signasi€ii and bio-
logical sensors can be used to monitor the presence of chemical anddablogrfare agents
to provide vital information necessary to the planning of troop movement obatikefield.
The potential threat to the network devices is quite high, and the networkbaustbust to
hazardous conditions and loss of nodes with minimal human intervention.

The United States military plans to use networked communication on a grand $tale.
Department of Defense wants to assign a unique IP address to everypeguipment and ev-
ery soldier on the electronic battlefield [53]. The Defense Advanceddrels Project Agency
(DARPA) project GLOMO (GLObal MObile information system), intended teelep high-
speed metropolitan area networks for multimedia communication, has met with limited suc

cess [40], [51].

1.5.2 Industrial Applications

Networking without the overhead of infrastructure installation and maintsnaasts makes
wireless ad hoc networks attractive in the industrial world. Wireless adnletworks can
support distributed control applications with sensors and actuatorsectmthwith wireless
networks. Wireless sensor networks can be deployed in mines, nuolear plants and other
hazardous industrial environments. In less dangerous industriabanvénts, analog control
systems for heating, ventilation and cooling (HVAC) systems can be repldttethore energy
efficient digital controls that communicate through wireless ad hoc netw8ikslarly, large-
scale lighting systems and motor controls could also be made more energyelficieplacing
the analog control systems with digital controls that communicate through vératé$ioc
networks [21].

Wireless ad hoc networks can be used to coordinate automated vehicleastriadcenvi-
ronments and the control of industrial and manufacturing processesledérad hoc networks
could provide the coordination, sensing and control of industrial pseE®while the lack of in-
frastructure provides reconfigurability and scalability on an economasislas the industrial

environment changes and expands.
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1.5.3 Wireless Ad Hoc Networks At Home

Wireless ad hoc networks can be employed in the day-to-day operatiodieidural homes.
Sensor networks using metering devices can regulate residential apglifuat consume large
amounts of energy like hot-water heaters, air conditioners, furnacksefigerators [29]. In-
dividual appliances could be monitored through wireless metering devitzehed to power
outlets. Information on residential energy consumption could be monitoredghrbe home
computer. The home computer could also monitor the state of the family automobihetiidt
have its own IP address [42]. The residential network could include irdeliigppliances that
coordinate with each other and the Internet for software upgrademaimienance scheduling,
again under the supervision of the owner through the home computer [54].

Wireless ad hoc networks can also be used to detect and manage alnesideaitial situa-
tions. A home-based sensor network utilizing video, thermal sensors ormugiectors could
coordinate and interpret sensor data to detect abnormal or potentiafigrdais situations in-
cluding intruder detection, property damage or fire in the earliest stagess.reBult of such
detection could be alerting the home owner, the police or the fire departmeppespriate
for the specific situation. Information relevant to the emergency situation imgjudcation
relative to the home blueprints could be conveyed as part of the automapeshse [43], [23].

One design challenge for wireless ad hoc networks in the home is the mestdrfdardiza-
tion, since all of the networking devices in the home must be able to communicatedrda
with the same standards. Another challenge is the ability to provide the degiretibhality
in a cost-efficient fashion. A third challenge is the need to support diffeQuality of Service
(QoS) requirements for different home networking applications, includiglgy constraints
and data throughput rates. Another challenge is power management. $eicesdvill have
an external power source and have no real power constraints, whéeaevices will have to
conserve limited battery power. Effective power management would pladectviest power
demands on the devices with the external power sources and minimize theddephaced on

the battery-powered components of the home network.
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1.6 Thesis Statement

Noise and router congestion can affect application data throughputeteasrad hoc networks.
Noise can corrupt packets transmitted between wireless nodes, resultoss iof data. The
location of a noise source tends to be beyond the control of the applicatimnisg on a wire-
less ad hoc network. The timing and strength of the noise transmissions,awvhetidental
or deliberately hostile, are also likely to be beyond the control of the applitaticnning on
the ad hoc network. The location of nodes in the network and the timing of whgmode
chooses to send data to a possibly distant node affects the router ttmmgéthe intermediate
nodes in ways that could not always have been predicted beforefdmeddynamic and un-
predicatable nature of noise and congestion suggests the need to adagding noise and
congestion conditions as they arise. Mechanically observable factatsd¢o wireless ad hoc
networks can provide enough information to machine-learning mechanisrisvwonades to
automatically manage noise and router congestion. Such machine learnirsgilsigpand can

be used to improve the throughput of distributed applications. The thesis afiskertation is:

Machine learning is feasible and useful in managing noise and routeestoig
in wireless ad hoc networks to improve application throughput for distribaped

plications.

There are two contributions of this dissertation. The first is a new time-basesk-layer
routing metric that takes recent learned experience from the networdA@dayers into con-
sideration when making routing decisions in wireless ad hoc networks.etioad contribution
is a new cross-layer wireless routing protocol, called Warp-5, thatthsasew routing metric
and other machine-learning mechanisms to establish new routes and to agjtisg @outes
when they overload routers. The new routing metric and routing protoeasignificant for
commercial or military distributed applications that exchange large amountsliaf, aideo or
sensor data between nodes or where there is a need to make the besavaable router
capabilities. The exchange of large amounts of data through wireless Indesacores the

importance of well-constructed routes in a wireless ad hoc network.
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1.7 Organization of Dissertation

Chapter 1 has introduced the ideas of wireless ad hoc networks, roubitagpls, applications
of wireless ad hoc networks, how communication is coordinated in wirel¢a®ries, wireless
transmission rates in relation to communication capacity and the thesis statemepterCha
covers previous work in the areas of link-level transmission rate selectating protocols
and routing protocols that use machine learning. Chapter 3 presents matlaémadels for
noise and packet loss, the machine-learning based routing metric andissitiscof how noise
sources are calibrated for specific noise loss effects in simulated wiredebsc networks.
Chapter 4 describes the Warp-5 routing protocol, including route réxjuesite construction
and route management in response to noise and congestion. Chapteribedethe machine
learning mechanisms used by Warp-5 and where those mechanisms ar€hapter 6 con-
tains simulation results for noise and congestion problems, which show inmpenie in dis-
tributed application throughput in noisy and congested environments, thusg the thesis.
Chapter 7 presents the current status and future work done for tearcbsarea along with the

conclusion.
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Chapter 2

Previous Work

Nodes in a wireless network communicate digital data through radio signalgalRigta bits
and extra error detection and recovery bits are encoded into a rada sigueform by the
transmitter in one node, and decoded back into digital data by receives neithin com-
munication range of the transmitter. How many data bits and how many errotidetand
recovery bits are encoded per unit time determinegrénesmission rate Faster transmission
rates encode more data bits and fewer error detection and recoventdissignal waveform,
resulting in a trade-off between speed of data communication and robsistnegise. Faster
transmission rates carry more data, but are more susceptible to noise.ttamgemission rates
carry less data, but are more resilient to noise.

Digital communication between nodes in a wireless network may take the forrorofd-
castor aunicast A broadcast is an omnidirectional radio transmission from one node to all
nodes within communication range, where all the receiving nodes are tineléateecipients.
A unicast is an omnidirectional radio transmission from one node to all neiles commu-
nication range, where only one node is the intended recipient. Afterviegea unicast, the
intended receiver must acknowledge the unicast by transmitting an alddgmment packet
(ACK) back to the sender. The unicast is complete when the sendevestke ACK packet.
Some wireless communication protocols, including 802.11, will retransmit astrpeaket if
the sending node does not receive an ACK packet within a specific time lidjitThe 802.11
MAC layer will retransmit a unicast packet some maximum number of times baf@edon-
ing the unicast attempt. Broadcast packets do not require acknowledgfora the receiver
nodes.

The challenge of transmission rate selection is to find a transmission rate thiatinesx

data communication speeds by balancing the trade-off between maximizing hoydata
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bits are transmitted per unit time and minimizing the probability of data corruption asd lo
in digital transmissions due to noise in the radio communication environment. Nnisees
may be anywhere in the network environment and affect each nodeedifigdue to individual
proximity to the noise sources. Each node has to find a transmission rate thtagfficaently
communicates unicast packets given the noise characteristics of thenemeirblocal to the
sender and receiver nodes.

The purpose of a routing protocol is to find a sequence of intermediatstiain a source
node to a destination node. Nodes are selected or rejected to be parseqtience of interme-
diate nodes according torauting metriccommunicated between nodes as part of the routing
protocol. The routing metric used by many of the routing protocols desciib8ection 2.2
is the number of intermediate nodes (called “hops”) between the souraeatidation nodes.
The objective of the routing protocols using this metric is to find the sequeitbd¢he fewest
hops between the source and destination nodes. Other routing metricsesisgs length of
router input queues, total data packet arrival rate in the network@ndes-to-destination tran-
sit time for data packets. Regardless of the routing metric used, the goalmiuting protocol
is to find routes that best fit the routing metric.

Multiple routes in the same wireless network contend for routers using veratestrics
are defined by the routing protocol in use. The intermediate nodes fiingadlata packets for
currently existing routes are that much less able to handle the data trafatefioroutes, should
they occur. Network topologies can exist where multiple routes forwatal tdaffic through
intermediate nodes whose routing capacity is exceeded by the levels of ictafiic (see
the example “castle” topology described in Chapter 6). Data traffic levelsticaed the ability
of the intermediate nodes to forward data packets result in loss of datatpadken incoming
packets are dropped from router input queues. Noise levels alongdhies route may cause
significant corruption and loss of data packets transmitted from node @ ridte combined
problems of noise and router congestion in wireless ad hoc networks sinphiaat shortest
path between source and destination is not always the best route.

The first section in this chapter discusses previous work in the areanshirssion rate se-

lection. The second section in this chapter discusses previous work iesgireuting protocols
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that are not based on machine learning. The third section covers mevau in machine-
learning based routing protocols and how these protocols attempt to s.dougsr congestion.
The effects of noise are not considered in either the non-machingrigdrased routing proto-

cols or the machine-learning based routing protocols.

2.1 Transmission Rate Selection

There are currently three different 802.11 PHY layers available, datgd 802.11b, 802.11a
and 802.11g [24]. Each layer offers the ability to transmit packets at muléigs.rUnder ideal
(and physically unattainable) noiseless conditions [49], all unicasts batagighboring nodes
would be completed in a single transmission and the fastest available transmésiorould
always provide superior performance in terms of application throughjouthe real world,
background noise exists and can be augmented by artificially generased either accidental
or deliberate. The problem is that the higher the transmission rates, the nsoepsble the
transmission is to corruption and loss from noise. Unicast packets lost ifiaghign have
to be retransmitted to ensure correct reception, but the retransmissisritakethat reduces
application throughput.

Transmission rates are either chosen automatically at the PHY level to mfteent noise
conditions or are set manually at a higher level in the protocol stack [ZBE individual
PHY layer hardware determines how the transmission rate is set and veci@sliag to the
hardware implementation, but higher levels of the protocol stack couldndieiethe quality
of the unicast link. When the PHY layer selects the transmission rate, the sgireded would
have to provide the total number of transmission attempts, the transmissionleated@nd
whether the unicast was successful or not as feedback to the higbksrdéthe protocol stack.
In hardware situations where the transmission rate is set manually, the witatelsvould have
to provide the number of transmission attempts and whether the unicast veassfut or not
as feedback.

Previous work in the area of transmission rate selection addresses adjisstrinnk-level
transmission rates in response to changing environmental noise condii@individual mer-

its of the transmission rate selection algorithms are judged by the respassvienchanging
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conditions and relative efficiency in stable environmental conditions.

2.1.1 Automatic Rate Fallback (ARF)

The Automatic Rate Fallback (ARF) algorithm was one of the first publishiedadaptation al-
gorithms [33]. It was originally developed for WaveLAN-I1 802.11 netwoards, which were
one of the earliest multi-rate 802.11 cards, capable of transmitting at 1 arimit@/$é¢c. ARF
also worked on later WaveLAN cards with more than two transmission ratesalgtsthm on
the sending node initially selects the highest available transmission rate. ifasumansmit-
ted at the selected rate is not acknowledged, the algorithm drops to tHewektransmission
rate. If ten successive unicasts are successful, the algorithm sekectexthhigher transmis-
sion rate. If the first unicast at the higher transmission rate is not ssfatdhen the algorithm
returns to the previous lower transmission rate.

The algorithm does not adapt to rapidly changing conditions and thedickeptransmitted
at a higher transmission rate (called grebing packetwill require more retransmissions than
packets sent at a lower rate if the environmental conditions change slowlg stable. The

failed retransmissions at the higher transmission rate reduce applicatiogtiprd.

2.1.2 Receiver-Based AutoRate (RBAR)

The Receiver-Based AutoRate (RBAR) transmission rate selection algoshifts responsi-
bility for selecting the appropriate transmission rate from the sender to theeof the uni-
cast [22]. The sender is required to use a modified RTS/CTS protocai¢ast a data packet
of any size, even in the absence of hidden nodes. Instead of contdieifgngth of the data
transmission in microseconds, the RBAR RTS packet contains the length d&thén bytes
and a candidate transmission rate. The receiver must then use the sigoaeaatio of the
RTS packet to select the appropriate transmission rate from pre-catttdates. The selected
transmission rate is returned to the sender as part of the RBAR CTS palg@n. receipt of
the CTS packet, the sender transmits the data packet at the transmissiqreciiedin the
CTS packet.

Nodes that overhear only the RTS packet do not transmit for a duragicnlated from
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the data length and candidate transmission rate in the RTS packet. Nodesettagan the
CTS packet do not transmit for a duration calculated from the data lengthhenselected
transmission rate in the CTS packet.

RBAR performs well, but it does present some problems. The first is thaRTC/CTS
packet formats must be changed to contain data that is not compatible withttid 8@andard,
which means that RBAR cannot be used with existing 802.11 systems. Toveddethat SNR
information may not always be available in all PHY hardware. The third istt@aRTS/CTS
protocol must be used for all unicasts, regardless of size, which ficieet when data packets
are small. The fourth problem is that SNR information, even when it is avajlesl®t a good

predictor of packet delivery probability over some SNR ranges [4].

2.1.3 Adaptive Automatic Rate Fallback (AARF)

The Adaptive Automatic Rate Fallback (AARF) algorithm addresses the dregftiy of the
ARF algorithm by doubling the number of consecutive unicasts before aitegrip increase
the transmission rate if the attempted rate increase proves unsuccesgfuiid exponential
increase in the number of consecutive successful unicasts at the sasmigsion rate before
attempting a higher rate reduces the frequency of unicast retransmisaibersstable or slowly

changing noise conditions and improves overall application throughput.

2.1.4 SampleRate

The SampleRate algorithm selects the transmission rate that will minimize the expeicizst
transmission time, including the time used in detecting failed transmissions andjsabsee-
transmissions in noisy environments [4]. After every ten consecutiveesstul unicasts, the
SampleRate algorithm randomly selects an alternative transmission rate whskesdoex-
pected transmission time is less than the current (and possibly lossy) traonsmags. A loss-
less transmission will complete a unicast in a single transmission. The SamplédRatitha
directly tries to minimize MAC-to-MAC unicast transmission time.

The SampleRate algorithm will not use transmission rates whose losslessigsing time

is greater than the transmission time of the current transmission rate, singesdaimuld only
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increase the expected transmission time. It will also not use an alternateisaims rate that
has experienced four successive failed unicasts. Bicket [4] duietate whether SampleRate
ever tries the transmission rates excluded under this later condition. Tleeddransmission
rates might provide better throughput under different conditions, wikiebpecially relevant if

the noise conditions change.

2.1.5 Discussion

ARF rigidly attempts to send at a higher transmission rate after every tenctdieesuc-
cessful unicasts. AARF does better, but still sends a packet at a lilghemission rate even
when environmental conditions change more slowly than AARF increasegeéthtiid for a
new transmission rate change. The tables used by RBAR may be poortyuobded and lead
to the selection of the wrong transmission rate from an observed SNR. Sawpleies ran-
domly selected transmission rates that may reduce application throughputviiréfiess ad
hoc network. The evolutionary pattern of these transmission rate selelgmittams shows a
greater tendency to use information gained from recent experience ingriaétter decisions
about selecting transmission rates for a given link. What is missing is thef lisé&-guality
information to choose among different neighbors in trying to forward @&sckom a source to
a destination when multiple neighbors are available. The new machine-ledased routing
protocol introduced in Chapter 4 makes use of link-quality information to salet maintain
efficient routes in wireless ad hoc networks operating in noisy envirotsm&he simulations
in Chapter 6 comparing this new routing protocol to previously existing roytingpcols will
demonstrate the basic statement of this thesis—that machine learning is feadibigeéul in

managing noise in wireless ad hoc networks to improve application throughput.

2.2 Routing Protocols For Wireless Ad Hoc Networks

Routing protocols fall into two categories based on how routing information deragailable
to nodes in a network.Proactive protocols attempt to continuously maintain routes for all
nodes in the network by regularly disseminating routing information betwedasnoWhen

a node needs to send data to a destination, the route is immediately availableadydore
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use. Reactiveprotocols will discovera route only when it is needed. Proactive protocols
entail high overhead in communicating routing information, but offer low Iatémroviding
routing information. Reactive protocols have lower routing overheadegimey communicate
information only for routes that are actually needed, but suffer highliends in providing
routing information.

There are three kinds of routing algorithms.lilmk-statealgorithms, each node in the net-
work knows the entire network topology and the cost of every link in the ortwNodes share
routing information by broadcasting the topology and link-cost informationea tieighbors.
Neighbors receiving these broadcasts update their own network topafalnk-cost infor-
mation and then perform a shortest-path algorithm to select the next hepdhrdestination.

In distance-vectoalgorithms, each node in the network knows the cost of every neighbor fo
each destination. When a node receives routing information for a spéegtmation from a
neighbor, the receiving node updates its own cost to the destination usingeighbor as a
link. If the cost to the destination for that neighbor is now smaller than théquswsmallest
cost to that destination, the receiving node broadcasts its new estimatesohdfiest cost to
the destination to its neighbors. jrath-vectoralgorithms, each node maintains routing infor-
mation that consists of a list of one or mqrathsto each destination. A path defines a sequence
of intermediate nodes to the destination node. The paths to a specific destaratiordered

by a routing metric, with one path designhated as the “best” path. Nodesiaf@reation by
broadcasting routing tables to their neighbors. Neighbors that reamitiag table information
add their own address to the paths, discard paths with loops, add the regnzatiis to their
own routing tables and sort the paths by the routing metric.

Previous work in wireless routing protocols shows an evolution towarcbialg a reduc-
tion in the amount of routing information communicated through the wireless addiamrk

and an increased responsiveness to changing conditions.

2.2.1 Destination-Sequenced Distance Vector (DSDV) Ront Protocol

The Destination-Sequenced Distance Vector routing protocol is a preati§tance-vector
routing protocol designed specifically for wireless ad hoc networkk [#6e DSDV proto-

col requires each node to periodically broadcast its own routing informaticensure that
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every node in the ad hoc network always has a route to every otherimdalde network in
light of potentially changing network topology. Each entry in the routing tabtaoh node is
tagged with a sequence number set by the destination node. Nodes usgubece numbers
to quickly distinguish new routing information and older routing information, g prevent
the formation of routing loops. The requirement that each node cartingomformation for
every other node means the size of each routing information broadeagt jsvheren is the
number of nodes in the ad hoc network. With every node periodically transgitdrown
routing information, the routing information message overhe(ig’). The high routing in-
formation overhead limits the usefulness of DSDV to small networks, whexne the authors
of the DSDV paper acknowledge that the communication bandwidth is the mexsbps and
scarce resource in the wireless medium [46]. An important contributionSEd\Dis the use
of sequence numbers to express relative freshness of routing infonmda he routing met-
ric is the number of intermediate nodes (“hops”) between source and atemtimodes. The

objective of DSDV is to find the shortest path between source and destimaties.

2.2.2 Ad-hoc On-Demand Distance Vector (AODV) Routing Pratcol

AODV is a reactive routing protocol that builds routes as needed [4%], Nodes in the wire-
less ad hoc network are assumed to have no initial routing information. Athatl@eeds to
communicate with a destination node for which it has no routing information initigtesaal-
cast flood of route request packets in an expanding ring searchthigoiThe request packet
contains a sequence number that is used by intermediate nodes to contgimefreshness of
routing information. Routing decisions by intermediate nodes will alwaysctedl@reference
for newer routing information over older routing information, even whemtheer information
defines a longer path to the destination. A destination node or other nodehigties sequence
number than the one in the received route request unicast reply pagsttesam toward the
source node. Other recipients of the route request build the shortéstlrack to the source
node (for bidirectional routes) as well as propagating the route regtgmsn the constraints
of the expanding ring. Recipients of the route reply packets select the tiwat either has the

larger (and thus later) sequence number or the shorter path from multiglebnes when the
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sequence numbers are equal. Routing information for neighbors with r@dtng informa-
tion or longer paths is discarded. AODV also has an aging algorithm thardséorwarding
information for neighboring nodes that are not selected to receiveafded data packets. The
routing metric is the number of hops between source and destination nduesbjective of

AODV is to find the shortest path between source and destination nodes.

2.2.3 Dynamic Source Routing (DSR) Protocol

DSR is a reactive path-vector protocol that builds routes as heedgd33D Nodes in the
wireless ad hoc network are assumed to have no initial routing informationdA that needs
to communicate with a destination node for which it has no routing information initeates
broadcast flood of route request packets. The route requesttpaamktains path information,
initially empty. Intermediate nodes without routing information for the requeséstirchtion
that receive the request propagate the request if the requestataamiain the address of the
intermediate node, otherwise the intermediate node drops the request. Theeditde node
adds its own address to the path in the propagated request packet. wstiogles or nodes
with routing information to the destination node unicast reply packets to theesoode. The
reply packets contain a complete path to the destination, built from the path iouteerequest
packets. Routing loops are prevented by disallowing the same node foearagg in a path
more than once.

The source node receives reply packets containing a complete patlsdumee to desti-
nation. The extended IP header of each data packet sent from thee smde contains the
complete source to destination path, which is used by the intermediate hode setéomvedrd-
ing decisions. The source node has the ability to cache multiple routes to theleatimation,
giving it the ability to send data packets to the same destination using differetest The
source nodes have no information regarding how other routes are nuusakgts through the
ad hoc network, so the source nodes have no basis for making usetieielections other than
finding the shortest path between source and destination nodes. Thie dérige alternative

routes is determined from the number of node addresses in the route aegbtp
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2.2.4 Optimized Link State Routing (OLSR) Protocol

OLSR is a proactive routing protocol that propagates route requestibasts through a subset
of the neighbors of each node [28], [12]. These nodes are calleohdtgoint relays The
multipoint relays for a given node are the minimal set of neighbors thatezatrall nodes two
hops away from the given node. Other neighbors that are not ptme ahultipoint relay set do
not participate in route request propagation. Limiting route request gabipa to multipoint
relays reduces duplicate retransmissions of the route request patketsites resulting from
the route request are paths through the multipoint relays from sourcettoaten. Expressing
paths in terms of the multipoint relays also reduces the amount of routing infomteans-
mitted in the periodic route exchange broadcasts, and reduces the demagttvork capacity
used to maintain current routing information. The routing metric is the numbeoud be-
tween source and destination nodes. The objective of OLSR is to finddhestpath between

source and destination nodes.

2.2.5 Zone Routing Protocol (ZRP)

ZRP is a hybrid routing protocol that is proactive in localizethesand reactive between zones
in wireless ad hoc networks [20]. The zone for a given node in the mkteansists of the
nodes that are at most some fixed number of hops away from the giden Routing changes
are proactively propagated with the zone for each node and eachisnatgiired to know the
network topology within its zone. Route requests with a zone are handleclpyralactively
available routing information. Route requests between zones are réabtvelled by multi-
casting the route request directly to the nodes on the periphery of thewbaee the request
then propagates through the network to nodes at the periphery of tkeotdine destination
node. The nodes at the periphery of the zone of the destination nodestheéthe reply packets
back to the sender node. Proactive zones are maintained for all nathesrietwork.

The protocol requires the MAC layer provide immediate neighbor connggtiformation.
The routing metric is the number of hops between source and destinatios: rideeobjective

of ZRP is to find the shortest path between source and destination nodes.
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2.2.6 Sharp Hybrid Adaptive Routing Protocol (SHARP)

SHARP is another hybrid routing protocol that is proactive in localizecegzcend reactive
between zones in wireless ad hoc networks [52]. In contrast to ZRPthlendestination nodes
have proactive routing zones, other nodes do not have zones. rd&etipe routing protocol
with a zone maintains only routes to the central destination node. The zdug isatthe number
of hops away from the central node. The zone radius is automaticallyasenlen response to
link failures or increases in the amount of data traffic for the destinatioe.ndtie increase
in zone radius increases the packet overhead to maintain the largerRedections in zone
radius decrease proactive routing overhead. The routing metric is thieanof hops between
source and destination nodes. The objective of SHARP is to find the shpeth between

source and destination nodes.

2.2.7 Discussion and Other Previous Work

All of the routing protocols described in this section select routes that minimézeutmber of
intermediate nodes between source and destination nodes, using pattakagtuting metric.
Gelenbe, Liu and Laine [16] present a generic basis for other routingonéy defining a
goal functionfor different paths between a given source and destination nodeniteayoal
functions for a given path include number of packets lost, delay in pat{i&tery, variance
in packet delay, power consumed in forwarding a packet, or overalirgg level. Router
congestion in wireless networks is not addressed. Noise is not explicdhesged, although it
does affect packet delay as shown in Chapter 3.

Legendre, de Amorim and Fdida present possible requirements for litimllyrseparate
wireless ad hoc networks using different routing protocols could m&eje Physically merg-
ing wireless ad hoc networks using heterogeneous routing protocold stilbe able to pro-
vide loop-free routing through the use oNaighborhood Routing Protocol Discovery Protocol
(NRPDP). Nodes at the periphery of the merging networks would usé=dT¥ to determine
the routing protocol used by the other network and translate routing nessgagn one proto-
col to another as routing protocol control messages pass from onerkatthe other. The

operational assumption is that the routing protocols use the same routing metiiferant
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forms (e.g. hop count), and does not address how heterogenadirgyrmetrics like those

enumerated by Gelenbe, et al. could be translated.

2.3 Machine-Learning Based Routing Protocols

The problem of routing in a wireless ad hoc network is one of finding aledteg a sequence
of intermediate nodes from source node to destination node. The segokmtermediate
nodes from the source node to the destination node is capethaThere may be many paths
between the source and destination nodes and the selection of a routergmkdeoy a routing
metric. The most common routing metric is the number of intermediate nodes (JHmigieen
the source and destination nodes, as discussed in the previous sediiemih routing metric
is the number of hops, the most common objective of the routing protocol istthiinshortest
path between source and destination nodes. Other routing metrics exisasdeagth of router
input queues, total data packet arrival rate in the network and stexdestination transit time
for data packets. Chapter 3 introduces a new routing metric combining #hat<efif noise
and router congestion into a single value for nodes with heterogeneausréiing capacities
in wireless ad hoc networks. Regardless of the routing metric used, ttieg@uoblem is one
of finding routes that best fit the routing metric.

Previous work in the application of machine learning to routing in wireless misatas
treated the problem as a kind of Markov Decision Process (MDP). Thigetdi of machine
learning that deals with sequential control problems is called reinforceleming [57]. In
reinforcement learning, the control mechanism is calledatentwith an explicit goal it can
achieve by taking a variety @fctions The agent is also capable of perceiving its environment
in some means relevant to the goal and from these perceptions the atggntides thestate
of the system. Thetate transition modeldenoted byI'(s, a, s’), defines the probability of
entering state’ after taking actiorz in states. Thereward is a quantification of the result
of an actiona taken from states as it relates to the goal, denoted Bys, a). The result of
an action can also be represented aost denoted byC(s, a) for the actiona taken from
states. The difference between reward and cost is that the agent wants to mexiaiard

and minimize cost. The state transition model and reward functions dependrotiig current
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state and not on any preceding state. The total reward an agent careacdghe long run when
taking actiona in states is denoted by the Q-valu@(s, a).

The goal of solving an MDP is to find a decision rule, callecbatimal policy that deter-
mines which action to take in each state to maximize the total reward (or minimize the total
cost) as the agent progresses from state to state in the syster@-[Eaeningalgorithm [62]
iteratively improves thé)(s, a) estimates as the agent gains experience after taking each action
in the system. The Q-learning algorithm begins with the agent in stdtke (s, a) values are
initially set to arbitrary values. The agent in stateelects the action that maximizes)(s, a)
over all actions in state:

a «— argmaz Q(s,a’).
a/

From the actior:, the agent gains experience in the form of an immediate rewafel,a),
received after taking actionwhen the agent is in state The agent uses the immediate reward
and the expected maximum long-term reward to updat&Xtiea) estimate. The Q-learning

update used after obtaining each reward is:

Q(5> a) — (1 - a)Q(Sv CL) + Oé(R(S, a) + 'VInaa;XQ(Slv CL’)),

wherea € (0,1] is a learning rate and € (0, 1] is a discount factor that makes immediate
reward more desirable than later rewards. The upd@teda) estimate influences future ac-
tion selections made by the agent. The state-transition and reward funateoosderlying
parts of the system environment and are not necessarily known to the ajee ability of
the Q-learning agent to discover its reward and new state from the emérarafter taking
each action makes Q-learning applicable to the problem of finding routes éfessrad hoc
networks.

All of the Q-routing based protocols described in the following subsectiee®(s, a) as a
routing table. The stateis the current node and the actiors the downstream neighbor. The
state transition functions are deterministic in that forwarding a packet tociispeighbory
always forwards the packet gpand not some other node. The reward functions will vary for

each Q-learning based protocol and can be stochastic.
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2.3.1 Q-Routing

Littman and Boyan [41], [6] introduced the Q-routing routing algorithm baseQ-learning [62].
The distributed Q-routing algorithm treats the nodes in a network as a collexftiearners,
each responsible for learning part of the routing problem. The routiollem is treated as a
Markov decision process (MDP). The goal of Q-routing is to minimize the tiragekiination
cost of routing data packets. Each nade the network keeps an estimated time-to-destination
value@,(d, y) for each of its neighbors. The Q-learning protocol is reactive. Iparse to a
route request, each Q-learning nadsets the initial value o), (d, y) to an arbitrary value for
each neighboy of nodex for the destinatiorl. The Q-routing state is the intermediate node
x forwarding the packet to destinatiah The action is the selection of a neighbpwith the
lowest estimated time to destinatidrand the link-level unicast of a data packetto

Y — argmin Q:(d,y).

y'eneighbors of x

The downstream neighbgrreturns its best time-to-destination estimate for the destination
tox:

min d,z).
zeneighbors of yQy( )

The noder uses the received estimate fronas a Q-value estimate to update its o@p(d, y)

estimate

Qz(d,y) — (1 — a)Q.(d,y) + « _min Qy(d, z) + Ty + W,
zeneighbors of y

whereca is a learning rate]’,, is the link-level transmission time fromto y and W, is the
time the packet spent waiting iis input queue.

The time-to-destination estimates are transmitted backward from downstrégimbareto
upstream neighbor after every link-level unicast. The effect of thelbrk} time-to-destination
transmissions is the propagation of time-to-destination estimates backwarth&a®stination
node toward the originator of the data packet.

The Q-routing algorithm proved similar to the Bellman-Ford shortest pathitigor[1],
[14] under low-load conditions where many routes could share the shpaths without router
congestion. Under high-load conditions where the use of the shortibstrgdric resulted in

router congestion and packet loss, the Q-routing algorithm adapted todteased routing



28

times by selecting paths around congested routers and demonstrated ddtiengnce than
pure shortest-path routing algorithms.
The Q. (d, y) values were initially implemented as a lookup table [6] and later as a neural

network [41], but the neural network implementation did not provide ctergisesults.

2.3.2 Predictive Q-Routing

Choi and Yeung presented a modification of Q-routing called Predictiveu@ng [11] to ad-
dress two shortcomings of the original Q-routing algorithm. The first shoritag is that Q-
routing does not always find the shortest path under low-load conditifrane path has a
Q-value less than the Q-value of a shorter path, the Q-routing algorithmeigitisthe path
with the smaller Q-value, with resulting updates to the Q-value of the selected pla¢hQ-
value of the unexplored shorter path will not be selected and its Q-valuaetilbe updated
until the Q-value of other selected paths grow larger than the Q-value shtiréer path. The
second shortcoming is the inability of the Q-routing algorithm to adapt to shoates when
the offered load is lowered. When the Q-value of a path increases d®céwan increased
gueue waiting time, the Q-value of an alternate, longer path may becomeglefednicasts
on the longer path result in updates on that path, while the Q-value of thieishath remains
unchanged, even after reductions in offered load on the shorter path.

The Predictive Q-routing (PQ-routing) algorithm remembers the smallest@s of each
neighbor. When the Q-value of these neighbors later increases, th#ratgoccasionally
sends data packets to the shortest paths (identified by the remembered srakieQdin an
exploratory activity Choi and Yeung calfobing The goal of probing is to reduce the average
delivery time in a changing environment. If the updated Q-value of the grpbéh remains
high, then PQ-routing behaves like Q-routing. If the updated Q-valueeoptbbed path de-
creases, PQ-routing adapts by selecting the shorter path.

Frequent probing increases offered load to routers on congedtesigral infrequent rout-
ing provides performance no different from Q-routing. The PQ-rguélyorithm attempts to
balance these extremes by predicting when probing should occur astefuaf current of-
fered load, the probability of link failure and the magnitude of the downwamlkin Q-value

from recent probes. By exploring paths that have been inactiveroB@g can recover from
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reductions in offered load.

2.3.3 Dual Reinforcement Q-Routing

Kumar and Miikkulainen [35] proposed Dual Reinforcement Q-routin@@routing) as a
modification to Q-routing. DRQ-routing does not address any potentiatcgiming of Q-
routing. DRQ-routing is based on Dual Reinforcement Learning, whiah initially devel-
oped for adaptive signal equalizers in satellite communications [17]. Bath @fha satellite
communication system have equalizers that change signals prior to transnigssancel out
atmospheric distortion. The receiver evaluates the performance of itidergequalizer to
modify its own equalizer. The equalizers at both ends of the communicatitensysarn on-
line.

The DRQ-routing algorithm uses the sag(d, y) time-to-destination estimates as in Q-
routing. TheQ,.(d, y) estimates are updated with a new estimate from the downstream neighbor
after each data packet is unicast. The novel contribution of DRQ-roigititat information
about the time to the source node is carried on the data packets. The d@ammsteighbor
receiving the data packets updates its knowledge about the path alraaehgéd. The update
information carried downstream is

min =(8,2).
zeneighbors ofo (52)

The downstream neighbarupdates its own estimatg, (s, z) for the time needed to send a

packet to node S through the neighbor

Quls:7) = (1 =)@y, o) o <zeneigrﬂibnors of XQI(S’ 2 Wy) ’
wherea is a learning rate, and/,, is the time the packet spent waitingyis input queue.
The experiments run by Kumar and Miikkulainen showed that DRQ-routirzptad to
routes almost twice as fast as Q-routing in handling low offered loadsamiifbetter routes
twice as fast as Q-routing under high offered loads. These increasexdtributed to the en-

hanced exploration in DRQ-routing.
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2.3.4 Policy-Gradient Q-Routing

Tao, Baxter and Weaver proposed the use of stochastic gradiemt @ascan enhancement
to Q-routing [60]. The goal of the enhancement is to balance offeredl do@ minimize
source-to-destination trip time for all routes in a wireless ad hoc networker&/@Q-routing
treats routing as a distributed Markov Decision Process (MDP), Tao dtedt routing as a
partially observable Markov Decision Process (POMDP). Each node iisdependent agent
that sees only some of the packets moving through the network, making tiseodgmoblem
partially observable. The forwarding decision facing each intermediate isounaffected by
the previous path the packets have taken, making the problem a POMDP.

In Q-routing, the reward signal was the estimated time-to-destination fronothestream
neighbor. The proposed enhancement uses the negative soutestittation trip time for all
packets in the network as the reward signal sent from downstreambioeigho upstream
neighborz for destinationd. Upstream node uses policy-gradient reinforcement learning to
adjust theQ,(d, y) value in the direction of the gradient of the average reward. The authors
acknowledge that it is unrealistic to instantly communicate the sum of the paikéiries
from the unconnected destination nodes as a reward signal to all the incalevireless ad hoc
network. They offer the alternative of having the destination nodesdieally broadcast their
component of the reward signal throughout the network. Routers taksutin of the values
from the received broadcasts as the reward signal. The rewardssggrd as broadcasts are
not instantaneous, but the long-term average reward can still be ¢abtula

The gradient-ascent modification is intended to speed up convergemoate$ in a sta-
tionary routing environment, but provides no added value in non-stajioating environ-
ments where offered load or noise conditions vary. The dependerantinual network-wide
broadcasts of reward signal information increases contention for the limieanunication
bandwidth of wireless network communication, which distorts the sourcedtirdtion trip
time used to formulate the reward signal. The source-to-destination calcutagtirassumes
completely synchronized clocks in all nodes in the network, which is an iniplitgsgiven

that there is no guarantee that all clock oscillators will run at exactly the faapgency [58].
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2.3.5 Gradient Ascent Q-Routing

Peshkin and Savova [48] proposed the use of a stochastic gradeemit gmlicy search as
an enhancement to Q-routing. The goal of the enhancement was to dalfaed load and
maximize the total data packet arrival rate for all routes in a wireless addta®rk. Like the
work of Tao et al. [60], Peshkin and Savova treat the routing probkemgartially observable
Markov Decision Process. Each node in the wireless network is an indepeagent that sees
only some of the packets moving through the network, making the decisioteprgdartially
observable.

The reward signal is the total data packet arrival rate. The rewardlsig propagated
throughout the wireless network by broadcasting an acknowledgenaeketpwhen a data
packet reaches its intended destination node. Nodes that receivevdrd géggnal update their
Q(d, y) values in the direction of the empirically estimated gradient of the aggregatpaiziat
arrival rate. The authors acknowledge some of the unrealistic assusipted in their experi-
ments, including fixed unit cost of unicast transmission from neighbor tdbeigand routing
time as fixed unit cost equivalent to neighbor-to-neighbor unicast cost.

The gradient-ascent modification is intended to speed up convergemoates$ in a sta-
tionary routing environment, but provides no added value in non-stajionating environ-
ments where offered load or noise conditions vary. The dependeramtinual network-wide
broadcasts of reward signal information increases contention for the limitednunication
bandwidth of wireless network communication, which distorts the total packeakrate cal-
culation used to formulate the reward signal. The packet arrival ratrdesignal information
can be calculated by independent clocks in the destination nodes, avtidimged for syn-

chronized clocks to compute the source-to-destination time metric used by 8o e

2.3.6 Least Squares Policy Iteration Q-Routing

Wang and Wang [61] used a least-squares policy iteration (LSPI) [3&recement to Q-
routing. The least-squares policy iteration algorithm uses a weighted lioeavication of
numerical features to approximate Q-values using a fixed policy. Theésatepresent known

information about th&)(s, a) action pairs. The LSPI algorithm uses the known information to
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estimate the unknow@(s, a) information, and in so doing makes better policy improvement
decisions after collecting several actual reward signals.

There are two goals of using LSPI as an enhancement to Q-routing. rEhgdal is to
reduce the number of iterations before converging to an optimal solutioe. tifite lost in
learning may outweigh the benefits of finding optimal routes. The secordsgoaeduce the
sensitivity to differences in how the learning rate parameter is set.

The reward signal is a weighted linear combination of hop count, remainiterpaower
in the downstream node, the number of routes sending data packetshthheudownstream
node, and the reliability of the link to the downstream node. The weights atategh by a
central base station using the LSPI algorithm. The updated weights adchsbdhrough the
ad hoc network. The requirement of a central base station to calcularepagate updated
weight information violates the basic concept of an infrastructure-fildeoa network. Nodes
receiving the weight update broadcasts will update their Qs a) estimates and make rout-
ing decisions by selecting the neighbor with the higligt, a) value.

The LSPI modification is intended to speed up convergence of routes iticanatg routing
environment, but provides no added value in non-stationary routingeemagnts where offered
load or noise conditions vary. The dependence on continual netwidikkhbwoadcasts of weight
update information increases contention for the limited communication bandwidtimedéss
network communication, and further reduces battery power levels in thesnddstorting the

calculations used to create the reward signal.

2.3.7 CMAC-Based Q-Routing

Chetret, Tham and Wong proposed the use of neural networks ashancement for Q-
routing [10]. The authors used a neural network variation called ab€kae Model Artic-
ulation Controller (CMAC) in a modified AODV implementation. The motivating advgata
was that a neural network stores data in a constant-size memory bloakthathe block whose
size is linearly proportional to the number of entries in a table. Instead afigtealues, neural
networks reconstruct values as needed. Routes are discovereddedrwith AODV Route
Request (RREQ) and Route Reply (RREP) packets.

The reward signal consists of the time used to unicast the data packet tovthstteam
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neighbor and the time to destination from the downstream neighbor. Theraudihmot state
how the downstream neighbors calculate the unicast time, especially whepstineam neigh-
bor can calculate the unicast time from the ACK packet required undet BOZhe reward is
communicated with a new reward packet, called QREP, sent to the upstreder sede from
the downstream receiver node. The QREP packet contains an estinmh&d#lay from the
downstream neighbor to the destination, based on the Q-values held byvthstceam neigh-
bor. The upstream sender updatesJts, a) estimate, which represents the estimated time to
destination for the downstream neighbor. A node that sends or fosveaddta packet selects a
neighbor stochastically according to a Boltzmann distribution

AQ(s.0)
g @ﬁQ(Sva/)

pla) «— >

a’€ACTION
to balance exploration and exploitatighis a parameter that controls the exploration of alter-
native paths.

The AODV route discovery algorithm sets up initial routes faster than théorartrial-
and-error exploration used by Q-routing. The CMAC enhancement issasmaf dealing with
routing metrics other than hop count, but does not speed up convergemeites in a stationary
routing environment. The dependence on unicasts of reward signamiation after every
link-level unicast increases contention for the limited communication bandwfdiireless
network communications, which distorts the time-to-destination calculation usednallate

the reward signal.

2.3.8 Ant-Based Q-Routing

Subramanian, Druschel and Chen [56] proposed an approacheiddpirant colonies to ad-
dress some of the shortcomings of Q-routing. The primary shortcoming iQthauting does
not always find the shortest path. Assume that the Q-routing metric is estitiratetb desti-
nation and the goal is to minimize the time required to deliver data packets to thiziraties.
If one path has a Q-value less than the Q-value of a shorter path, theti@gralgorithm will
select the path with the smaller Q-value, with resulting updates to the Q-value sélécted
path. The Q-value of the unexplored shorter path will not be selectedtafgtvalue will

not be updated until the Q-value of other selected paths grows largethtba@-value of the
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shorter path. A secondary shortcoming is the number of reward sigokéfsa Unicasting a
reward signal packet from receiver to sender after every link-lavieast increases contention
for the limited communication bandwidth of wireless network communications, wihstbrts
the time-to-destination estimates used to formulate the reward signal.

The proposed solution to these shortcomings is to send small messagescttadbugh
the wireless network to provide reinforcement of network conditionsteatsof each node
sending a reward signal after every link-level unicast, ant messagegiat periodically from
source to destination. The purpose of the ant message is to assesg thfetren®rsing links
between nodes. The ant message contains the identity of the sourcestindtie nodes, and
path cost information. Nodes receiving an ant message use the costatifin to update the
weights associated with different neighbors. The weights are used itottieastic selection of
neighbors for routing data packets.

There are two kinds of ant messages. Togular antmessages are forwarded through
the network from source to destination probabilistically according to the mptdinles in each
intermediate node. The paths traveled by the regular ants converge tosthpaltie in the
network, assuming stable network conditions. Tindorm antmessages are forwarded to any
neighbor with equal probability. The uniform ants continue to explore theark to find better
routing alternatives under changing network conditions.

The Q-routing algorithm requires a receiver node to send a rewardlgigicket to the
sender node after every link-level unicast. Subramaniam et al. reffladeequent transmis-
sion of reward signal packets with a less-frequent periodic propagatiant packets through
the network. The lower number of ant packets reduces the contentitimeftimited commu-

nication bandwidth of wireless network communication, but does not eliminate it.

2.3.9 Q-Routing in Mobilized Ad hoc Networks

Chang, Ho and Kaelbling [8] presented the idea ofrtiabilized ad hoc networkn the more
generally knowrmobile ad hoc netwotkhe nodes move with a purpose beyond the control of
the routing mechanisms. In mobilized ad hoc networks, some nodes move satedyrtiain
network connectivity. There are therefore two learning problems: rguak#ta packets through

the ad hoc network, and movement of nodes to support network covityecti
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The node movement problem is treated as a partially observable Marksotegrocess
(POMDP). Nodes can only observe the local conditions of the overallank state. The
length of the training phase led the authors to solve the problem of finding anmmicy
for the node motion as an off-line policy done in simulation before the nodeaaually de-
ployed. The mobilized agent node can perceive its neighbors by “gyiiffecket transmissions
sent by neighbor nodes, and from the sniffed packets determine ttes qeassing through the
neighbor nodes. The mobilized node determines it local state from theyesteeighbors and
perceived routes. The reward signal is the percentage of sugtgasismissions during each
time period. In a real-world situation, information on successful transmisssamot available,
but the information can be supplied during the training simulation.

The Q-routing algorithm retains the original goal of minimizing estimated packetety
time. Node mobility is handled with two modifications to the Q-routing algorithm. When
nodey moves out of direct communication range of nagd@odex sets the time-to-destination
estimate®,(d, y) to oo to suppress use of that link in neighbor selection. When a previously
unknown neighbor moves into direct communication range of nagenodex sets the time-
to-destination estimat@,.(d, z) to 0 to encourage exploration through the new neighbdf
forwarding data packets through nodeesults in long estimated delivery time, nodeeverts to
its previous routing policy. If forwarding data packets through nodesults in short estimated
delivery time, node: will continue to forward data packets through the new neighbor

Simulations run by the authors showed that the modified Q-routing algorithforped
satisfactorily in mobilized ad hoc networks. Potential future work stated thetraing algo-

rithm could manage both routing and node movement.

2.3.10 Discussion

The purpose of a routing protocol is to find a sequence of intermediatesrfoain a source
node to a destination node. The objective of routing protocols using theemwhimtermediate
nodes as a routing metric is to find the sequence with the smallest number of iizgeme®des
between source and destination nodes. The shortest path metric is ags &he best routing
metric. In some network topologies, multiple routes forward data traffic thréantgrmediate

nodes whose routing capacity is exceeded by the levels of incoming ddig, tregulting in
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router congestion and loss of data packets. Noise sources candaftaqtacket transmission
between nodes, resulting in corrupted data and lost data packets.

The previous work in this section covers routing protocols that used nadanning to
deal with router congestion in limited-bandwidth wireless ad hoc networks ifikial Q-
routing algorithm is an adaptation of Q-learning to network routing problerhs. Q-routing
algorithm, like the underlying Q-learning algorithm, requires a great dedatsf and is slow
to arrive at a stable solution for routing. Data packets get lost while theu@ag algorithm
tries to arrive at stable routes, reducing application throughput. Subseauodifications to Q-
routing included stochastic gradient ascent, least-squares policy iteaatiomeural networks,
all with the goal of improving convergence speed with less acquired datathAr Q-routing
modification was the ability to build bidirectional routes between the source @sithdtion
nodes.

Another limitation of Q-routing is the reliance on Q-values to represent the detirtine
to destination. A high offered load through a node increases the Q-veduehy the upstream
neighbor, who will choose a different downstream neighbor that Hawer Q-value for data
packet forwarding. A later reduction in the offered load through the-noused neighbor
does not result in a reduction of the Q-value held by the upstream neigimobless than
optimal forwarding decisions continue. Subsequent routing protocoksregtained small Q-
values from the past to select unused paths, forwarded data patdatastically to different
neighbors or introduced ant-like reconnaissance packets that exploused paths to detect
and respond to changing congestion conditions in wireless networks.

The dependency on reward signal packets is another limitation of Q-roaicighe rout-
ing protocols based on Q-routing. The radio communication bandwidth betaedes in a
wireless network is limited. Sending a reward packet from downstreagivegcnode to an
upstream sender node after every link-level unicast reduces thiviziih available for data
packets and reduces data packet throughput in high offered loati@iwial he inherent vari-
ability in unicast packet transmission time due to the random exponentialfbat@rithm in
802.11 MAC layer can result in an occasional long wait time to complete a wnithas long
wait time is an artifact of the 802.11 MAC protocol and does not reflectaagh in network

conditions. Communicating a long unicast completion time in a reward signal sesdhe
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Q-value estimate in the upstream node, which can distort the forwardingiieake made by
the upstream node. These transient extended wait times to complete thiemaloasicast can
be seen in the noise simulation results documented in Chapter 6.

The previous work in Q-routing and the routing protocols based on @agpaonsider the
effects of router congestion, but do not adequately address theseffienoise in the wireless
network environment. In a noisy environment, a link-level unicast pasdet by a node may
not reach its intended downstream neighbor. The downstream neiglilsaiofsend a reward
signal packet back to the sender. Even if the data packet doesatrtiveedownstream neighbor,
the corresponding reward signal packet may be lost and not reacipshream neighbor. The
inability to complete the feedback loop after each link-level unicast undesntiireeefficacy of
the Q-routing algorithms in noisy environments.

Taking the prior work into consideration, what is needed is a routing pobtbat manages
both noise and router congestion in wireless ad hoc networks. Thistdisserfocuses on this
problem. A new routing protocol introduced in Chapter 4 uses machineigamechanisms
to manage noise and router congestion. The design of this new protatible@results of noise
and congestion simulations in Chapter 6 will prove the basic thesis of this tdisserthat
machine learning is feasible and useful in managing noise and routerstmmgyi@ wireless ad

hoc networks.
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Chapter 3

Mathematical Models For Communication and Routing

There are many factors that affect the performance of routing schemegreless ad hoc
networks. Noise undermines the quality of transmitted signals and corrugistparansmitted
between wireless nodes. Corrupted packets are detected and dimpppeireceiving node,
resulting in the loss of application data packets. A router becomes congdsedackets are
sent to a node faster than the router on the node can forward them. sBexhgeuters drop
packets, reducing the number of application data packets that reach theded destinations.
This chapter defines a model for noise and its effect on packet transnsisk also presents
a time-based routing metric that combines the effects of noise and congestiakearouting
decisions that reflect previously existing routes and noise in the communigatiedium. A
final section is devoted to calibrating noise sources to achieve specikietgass rates, which
will play an essential part in setting up noise sources in the simulation envirganmeChap-

ter 6.

3.1 A Mathematical Model For Noise And Packet Loss

Radio transceivers communicate through electromagnetic signals. An aeatogn of a sig-

nal is defined by the three characteristics of amplitude, frequency awtpfhe transmission

of digital data requires that the signal im®dulatedover an analog bandpass channel by appro-
priately modifying the characteristics of the analog carrier signal. Theufaa is translated

into a sequence afymbolgfor transmission by appropriately modifying amplitude, frequency
or phase of the carrier signal to convey these symbols. The number @rgitsled into the
symbol is determined by th@odulation schemeThe symbols are transmitted at tegmbol

rate and thedata rateis determined by how many data bits are encoded in each symbol. Higher

data rates are achieved by encoding more data bits in each transmitted sy@jbol [
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The quality of the transmitted signal can be reduced at the receiver gl sitienuation,
fading and interference in the form of noise from other sources. ™erlthe signal-to-noise
ratio (SNR), the more difficult it is for the receiver to decode the reckdignal. Forward error
correction (FEC) protects the transmitted data from the effects of noisesbstimg controlled
redundant bits into the data stream, making it possible for the receiver & datkcorrect bit
errors [63]. Higher data rate modulation schemes encode more data bitsigtmbwaveform
and use fewer error detection and error recovery bits in the transmittelolody, resulting in a
trade-off between the data rate and robustness to noise in preservintgtréy of the encoded
data. Higher data rate modulation schemes carry more data, but are iéegatr&s noise.
Conversely, lower data rate modulation schemes are more resilient to nbsg@efformance
of the modulation scheme is determined by the strength of the received sigh#ienoise
experienced by the receiver.

Noise is present in the real world at levels directly proportional to the arkeemper-
ature of the communication environment. Interference may also be viewedraissanitted
signal, sharing the same characteristics of amplitude, frequency arel phasactical terms, a
transmitted interference signal is subject to the same behaviors as anyratisenitted signal,
including the constructive and destructive effects of multipath fading.€ffieets of an interfer-
ence signal affected by multipath fading or transmission from multiple souesesange from
complete cancellation by half-cycle out-of-phase reception to reinfarcptiase reception at
the receiver. The interference capacity of time-varying fading is wvknim general [18].
An additive white Gaussian noise (AWGN) channel is time-invariant and tred t&f noise
can be calculated by summing the noise from the various transmission souticegeceiver
disregarding fading or phase-shifting effects. The virtue of AWGNaaiwdeling is that ap-
propriately defined, AWGN modeling can capture a worst-case situatigresenting an upper
bound on noise effects in real-world situations.

The IEEE 802.11 wireless standard uses a variety of different modulatioemes, all
based on modulating the phase of the signal carrier wave. The 802.1Nlbstahdard [26]
uses differentially encoded binary phase-shift keying (DBPSK) dbtliest rate of 1 Mbit/sec
with one bit per symbol. For higher data rates, differentially encodedrgtize phase-shift
keying (DQPSK) is used with two bits encoded per symbol. The higher sp@2d1a and
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802.119g standards [27] use binary phase-shift keying (BPSK) fordb9 Mbits/sec. The 12
and 18 Mbits/sec rates use quadrature phase-shift keying (QPSKh@neimaining rates use
guadrature amplitude modulation (QAM) as the modulation scheme.

There are other coherent modulation schemes, including BFSK, QPQKAM- MPAM,
MPSK and MQAM [18]. The focus of the work in this dissertation was to shivevefficacy
of machine learning approaches in managing noise and router congestidrel@ss ad hoc
networks. This work assumes the use of the BPSK modulation scheme, bchdioe of
modulation scheme should not affect the overall behavior of the machimgriganechanisms.

The transmission of digital packets is subject to loss from signal attenuatiise, col-
lisions with other packet transmissions and multipath fading. The likelihood Ib§ioos is
managed and minimized by random exponential backoff at the Medium &&magrol (MAC)
layer [24]. Bit errors in packets are detected by receiving nodesighrthe use of Cyclic Re-
dundancy Check (CRC) codes [55]. Any received packet failing€ @Rconsidered lost at the
MAC layer and is not delivered to the higher levels of the protocol stackltipéith fading
may preclude direct wireless communication between nodes that are otherithign normal
communication range. The effects of multipath fading are similar to those offib&seeceiver
cannot receive the transmitted packet.

The model for packet loss in this dissertation assumes that the signal-eoratsis con-
stant over the transmission of each bit in the packet and that each biecteaffby noise
independently of the other bits in the packet. With a probability of bit eRethe probability
that a packet of length bits is successfully transmitted is the probability that every bit in the
packet is transmitted successfully:

(1—Py)",
wheren is the number of bits in the packet. From this, the probability of packet &?RE, is
PPE=1—-(1—-F)".

For coherent modulation schemes, the probability of bit error takes the Bpr= Q(z). The

Q(z) functiort is defined to be the probability that a Gaussian random variaklith mean 0

The Q function as it appears here is taken from the literature of wirelassnoaications, notably Gold-
smith [18], and is unrelated to Q-learning in the area of artificial intelligence.
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and variance 1 is greater than

ST E— 1 z
Q(z) :/Z \/ﬂe 2 dr = 2€rfc(ﬂ>.

The signal-to-noise ratio for digital transmissiongtig Ny, whereFE, is the energy per bit at

the receiver andV, is the total noise [50]. For the BPSK modulation scheme,

Ao,

By substituting the complimentary error function, we get:

1 e 1 E
V Mo b
P, = -erfc = —erfc
"7 V2 2 < N0> ’

for the probability of bit error expressed as a function of energy pettthe receiver and total
noise. A final substitution back into the earlier packet loss formula givegpriblieability of

packet loss in terms of energy per bit and total additive white Gaussiaa adtise receiver:

1 B\
PPE=1— [1—Zerfc( /22 .

The probability of packet error is a real value between 0.0 and 1.0. t&h@&plocuments net-
work simulations based on these models for noise and packet loss. Thetemanthitecture
uses a real-valued random number generator (drand48() on LinuX/Ejidtems) to make ran-
dom success/failure decisions using this model for probability of paci@tat the receiver of

each simulated transmission.

3.2 A Time-Based Routing Metric

A route consists of a sequence of nodes from a source node seradantpdhe intended des-
tination node. A unicast along one link is actually an omnidirectional radionmasson from
one node to all its neighboring nodes, where only one node is the inteadipient. Upon re-
ceipt of the unicast packet, the recipient must transmit an ACK packé&ttbdbe sender. The
unicast is complete when the sender receives the ACK packet. The 8B/§IMAC layer
automatically retransmits a unicast packet if the sending node does nieeranéACK within

a specific time limit [24]. The 802.11 MAC layer will retransmit a unicast paeketaximum

number of times before dropping the packet. The unisasteedsvhen the sender receives
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an ACK packet, otherwise the unicdatls. The finite time from the first unicast transmission
to the determination of success or failure is calleduhieast time The nodes along the route
incur a time penalty as forwarding decisions are made for each pacle@tedc The time a
packet takes to travel from source to destination is the sum of routing time motihes and
unicast time of the links. Throughput is the measure of how many packesuacessfully
delivered to their destination per unit time.

Routing time is affected by the router load (the packet arrival rate reladitiee routers’
packet forwarding capability). Unicast time is affected by packet trarssonisollisions and
the level of noise in the packet communication channel. Packet collisions doe to the
hidden terminal problem [36], [59]. The combination of time spent in the rotite time
required to complete the unicast and the time effects of packet loss due éacooprise a
time-based routing metric.

Router congestion increases as the packet arrival rate increase$ntheasing the delay
time packets spend in router input queues. The factors affecting raurtgestion are the mean
packet forwarding rat@ and the rate that packets enter the router input qugueA router
follows a work-conservingqueueing discipline, where the router is not idle when there are
packets in the input queue and the time required to process each incomkey isamot affected
by the queueing discipline [34]. The component of the routing metric thaésepts the mean
time a packet spends in the router before it is forwardédd (g — \,) under a work-conserving
gueueing discipline [7].

Unicasts along a link may not always succeed, so the probability of uriahst P; and
the mean time to complete a unicd%t are factors in determining the estimated time required
to complete a link-level unicast. The higher the probability of unicast faitbeeless desirable
the link becomes. The time-based metric used here treats link time as if eacht wvasas
repeated until it succeeded before starting the next unicast.

A unicast will succeed without retransmissions with probability- P;) and takel’,, time.

A unicast that succeeded after one retransmission would occur withalgifit (1 — Py) Py
and takeT,,, time for the initial failed unicast and,,, for the second successful unicast. More
generally, a unicast that succeeds aftgqwheren = 0, 1, ... ) retransmissions occurs with

probability (1 — Py)(Pf)" and takegn + 1)T5, time.
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The routing metric is the expected timaequired to move a packet through a router to the
next hop, which combines the expected tignt® complete a unicast and the expected routing
overhead /(i — Ag). The number of unicast attempts is a discrete random variable. In general

terms, the expected value for the time to complete a unicast is:

Elyl = viP(y).
=0

Applying the general formula for the expected value to the time required toletergounicast

when multiple link-level retransmissions are required yields:

Elyl=(1- Pf)TmZi(Pf)i +(1- Pf>TmZ(Pf)i'
=0 =0

Calculating the values of the sums yields:

Py 1

Elyl =(1- Pf)Tmm +(1- Pf)Tm@

and algebraic simplification and the addition of the expected routing ovetimeadesults in

the routing metric for the expected timeo move a packet through a router to the next hop:

1 f
E —_— T T .

The probability of unicast failuré’; and the mean time required to complete a uni@asare
both learned values calculated from link-level feedback from reaginast attempts to the next
hop. The current packet arrival ratg is calculated from network-level observations of recent
packet arrivals at the router. Chapter 5 describes the exponenigiteg average mechanism

used to calculaté’; as well as the sliding window mechanisms used to calcllgtand)\,.

3.3 Calibrating Noise Sources for Specific Packet Loss Effects

Before discussing the calibration of noise to disrupt data packet transnsst is first neces-
sary to discuss how wireless communication can be modeled.

One model for wireless communication between nodes assumes that signaisitted
from the sender travel through free space to a receiver at distafroen the sender. The
signal propagates unobstructed in a straight line to the receiver.fré&epaceattenuation

model defines the power of the received sigdal, as a function of the transmission power,
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P,. Received signal power is inversely proportional to the square of igstarmte from the

transmitter with the following formula:

GG )2
P, = p,2tr
" (4rd)?

whereG; and G, are the gain of the transmitting and receiving antennas, respectively [44]
The wavelength of the transmitted signal in meters is also part of the formula.higher
the frequency (and the shorter the wavelength), the greater signaliaitan In this work,
the antenna gain valu€s, andG, have been treated as 1 assuming omnidirectional transmit
and receive antennas, without loss of generality to different antesmfggarations. The same
formula that determines the power of received data signals is also applicaateermining the
power of transmitted interference noise.

The free-space attenuation model is only one of many analytical signaliatiem models
for wireless networks. The analytical models define signal attenuationfascion of the

distancel between transmitter and receiver with the general formula

K
Pr:Ptdicw

where P, is the power of the received signd?; is the power of the transmitted signd; is
a constant that depends on antenna characteristics and signahfrggameda is an exponent.
The choice ofn is determined by factors in the communication environment. The free-space
attenuation model is based on the inverse-square relationship of rad@ated im an unob-
structed environment and uses an exponesat2. Thetwo-raysignal attenuation model places
transmitters and receivers on a simulated ground, rather than floatingde. spae received
signal in the two-ray model consists of two components, caligd The first ray is the signal
transmitted directly through free space to the receiver, and the secomdtiaismitted signal
reflected off the ground. The exponentor the two-ray model is 4 [18]. Indoor corridor and
urban environment models use< 2 as a result of wave-guide effects when antenna heights
are significantly less than building heights in the surrounding environmedjt [1

The wireless ad hoc networks simulations in Chapter 6 use the free-dpEmugation model
for radio communication between nodes. The use of other attenuation moésisot invali-

date the simulation results.
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One factor relevant to the ability of a wireless node to actually decode artided signal
is the signal-to-noise ratio. If noise power at the receiver is greaterthieareceived signal
power, then no transmission can be successfully received. Near plositgpextreme, if the
noise level is too low, communication in the wireless network will not be signifigaffected.
Both extremes are uninteresting with regard to managing routes and ra@gpaadoise in
an ad hoc wireless network. Investigation and experimentation with thetefiéaoise on
wireless ad hoc networks requires the ability to create noise sourceathdistupt link-level
unicasts by causing target levels of the probability of packet error attiedver.

The calibration of a noise source is based on controlling the probability afepaerror
between a specific sender and a specific receiver. This calibratiairegdnowing the trans-
mitter power P, from the sender, the distance from the sender to the receiver, andjitia s
wavelength\ so that the received signal powé?,, can be computed. Froi., the energy per
bit £ is calculated by dividing?. by the transmission rate, expressed in bits per second.

At the MAC layer, each unicast transmission requires the receipt of &sighal from the
intended receiver node. Failure to receive an ACK signal causeittesMAC layer to re-
peat the transmission some small number of times before concluding that thetués failed.
Given that the MAC layer in use by the nodes in the wireless network retigsa unicask
times before giving up, théth root of the desired probability of packet error should be calcu-
lated to ensure that the unicast fails the desired proportion of the timé oe&ansmissions at
the MAC layer.

Given a desired probability of packet error and a packet size esgulessn bits, the goal
is to calculate the proper transmission power at the noise source transmigeirst task is to
calculate the necessary noise power at the recéfyer

The initial formula for the probability of packet error is the starting point:

VPPE=1 — (1 - %erfc (@)) :

Some algebraic rearrangement yields:

k o 1 Ey "
1 — vVPPE= (1 2erfc( No>>'
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Taking thenth root of both sides (where n is the packet size in bits) yields:

0

1 - V/PPE=1— -erf 1.
2erc< N)

Algebraic rearrangement and multiplying both sides of the equation by 2 yields

2-21/1— v/PPE= erfc( ?) .

0

The inverfc() function is defined as the inverse complimentary errortiumc

inverfc <2 —24/1— \'“/PPE> = %
0

Squaring both sides removes the square root:

. n k o E
inverfc? (2 21/1 \/PPE> =N

0

Rearranging to solve fav yields:

Ey
Ny = : - - .
inverfc? (2 —2Y1— \/PPE>

The calculatedV, value is the noise power at the receiver. For a noise source at digt&noce

the receiver, the noise source should be transmitting at the following pewedr

again assuming omnidirectional antennas for both the receiver and tleetrasismitter.

The design of the wireless network simulator used to run the noise andstmmgsimu-
lations documented in Chapter 6 incorporates these mathematical models foambisacket
loss along with the model for calibrated noise sources to cause predetdytairgeted packet
loss effects in simulated wireless networks. A targeted stochastic packedffest is set for
the unicast packets sent from a specific sender node to a specifierarede. Given the lo-
cation of the sender and receiver nodes, the data transmission fogcamhthe transmission
power from the sender node, it is possible to calculate the received pigmar, P,. Dividing
received signal power by the number of bits transmitted per second givggy per bit,Ly.
Taking the maximum number of transmissions the MAC layer will attempt to completgle sin

link-level unicastk, the length of the transmitted packet in biisand the probability of packet
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loss, PPE, it is possible to determine the noise power required at theaegede NV, that will
cause the desired rate of packet loss. The noise transmitter can thercbeé atgywhere in
the simulated topology and its transmit power set as a function of the distamelfe noise

source to the receiver node.
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Chapter 4

The Warp-5 Routing Algorithm

This chapter introduces a new on-demand route acquisition algorithm, caHleot®\(wire-
less adaptive routing protocol, version 5). In Warp-5, nodes in theoadhatworks start with
no knowledge of neighbors or any pre-existing routing information. Fyrtinedes do not
hold or transmit complete path information for any route. Each node perfalimsute dis-
covery, packet forwarding and route management functions knowihgtbe upstream and
downstream neighbors for established routes.

The design goals of the Warp-5 protocol are intended to maximize applicaiathdough-

put. Specifically, the objectives of Warp-5 involve:

1. Selection of routes that minimize source-to-destination packet travel tiseel loa link-

level unicast transmission time and router load.

2. Modification of established routes to maximize distributed application dataghpoi

as new routes are added to the ad-hoc network.

3. Minimize the transmission of routing control packets consistent with effiaigplication

data routing.

The goal of improving and adjusting routes in a network is accomplished \ipndthe
network act as a distributed agent to discover the best routes as redléd improve the
routes used in the ad hoc network.

The Warp-5 route discovery mechanism uses route request brégdoaslar to the Ad-hoc
On-Demand Distance Vector protocol (AODV) [47] and the Dynamic Se&wouting protocol
(DSR) [30]. Instead of selecting routes that have the smallest hop eaadrignoring existing

traffic on those routes, Warp-5 selects routes that have the smallestetkpene to move a
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packet through a router based on experience gained from prewgoantrtraffic through the
nodes themselves. During the route discovery, the nodes learn thef éostarding to each
neighbor to reach a specific destination. Packet forwarding is accomglish selecting the
neighbor that is currently expected to reach the destination in the least taidme.

Warp-5 also supports route freshness. Each node uses a monotaniwasing sequence
number to maintain the most recent routing information. Route discoveriesrgee s@quence
numbers to supercede routing information associated with lower sequemd®rs and to pre-

vent routing loops.

4.1 Route Requests

A node that needs to communicate with a destination for which it does not batiag in-
formation will initiate a route discovery by broadcasting a route requesE(®Rpacket to its
neighbors:

S — all neighbors,[S, D, Segnum, hopCount, F]
where S is the source IP address, D is the destination IP address, Segnsmguence number,
hopCount is a hopcount and F is a set of flags. The sequence numbereimented before
each new route discovery. The hop count is incremented by each récpitis used to control
the propagation of route reply (RREP) packets.

The recipient of a RREQ packet either is the desired destination, an intetenadde that
has route information that is not earlier than the route request, an intermeddgehat does
not have route information that is earlier than the route request, an intetmadide that does
not have route information for the desired destination, or is the originalesesf the RREQ
packet. Whether or not route information is older than the request is detstiyncomparing
the sequence number in the RREQ packet to the sequence number adssitlatbe route
information held by the intermediate node.

If an intermediate node does not have routing information for the destinatitie IRREQ
packet or the routing information it does have is from an earlier time than tligRiacket, the
intermediate node propagates the request by broadcasting the RRE€ fmaitk neighbors.

If the recipient of the RREQ packet is either the destination or is an intermeuttale that
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has routing information to the destination that is not earlier that the requestthbenode
broadcasts a route reply (RREP) packet. If the originator receivesvitsRREQ packet, it
drops it.

A node may receive the same RREQ packet from different neighboded\ibat propagate
RREQ packets are required to limit rebroadcasts of the same RREQ paelkeatameterized
value. A node that receives any more than the parameterized numbentfadl®@REQ pack-
ets would drop the extra RREQ packets. This parameter is set by the natesigner and
is intended to assure reasonable propagation of RREQ packets in nais§igion-prone en-
vironments. For example, in the experiments documented in Chapter 6, thegparas set
to 2. The hop count value is incremented by one when the RREQ packeipagated by an

intermediate node.

4.2 Route Construction

A RREQ packet will eventually reach either the desired destination node ortermediate
node that contains current routing information to the desired destinatioderUnese condi-
tions, the node broadcasts a route reply packet (RREP):

D — all neighbors,[S, D, Segnum, TTD, F]
where S is the source IP address, D is the destination IP address, Ssegnseguence humber
greater than the sequence number in the RREQ packet, TTD is an estimated-tesitation
value and F is a set of flags. The TTD value in a RREP packet broafloasta destination
node is always zero. The TTD value in a RREP packet broadcastadnomtermediate node is
the sum of its own overhead (routing time and unicast time) and the TTD of itseepsnsive
next hop to the destination.

The recipient of a RREP packet may be an intermediate node, the noderthtitesoriginal
request or the desired destination node. The destination node alwayssghe RREP packet
and drops it. A source or intermediate node uses the received RRE& pacipdate its own
routing table. A node that has no routing entry for the desired destinatasaabuting entry
that contains the sender of the RREP packet as next hop and the ThRHeoRREQ packet.

A node that already has routing information for the desired destinationtliersender of the
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Figure 4.1: Topology for Route Construction Example With Links Between éatjaNodes.

RREP packet updates the TTD value if either the RREP contains a highesreegnumber
than the existing entry or the TTD from the RREP packet is less than the TT®2 iexikting
entry. The hop count value from the RREQ packet is used to determine adilive-value in
the broadcast RREP packet to control its propagation through the ketwor

An intermediate node propagates the first RREP it receives for a gasindtion. Later
RREP packets are propagated if the RREP packet contains either aseggence number or
the same sequence number with a lower TTD. This design ensures piioparfdhe least ex-
pensive and most recent routing information while preventing the transmigsimnecessary
RREP packets.

An originating node that receives a RREP packet may start sendingtgaaokmediately.
Subsequent RREP packets may change the route to the destination wifeotihgfpackets

already sent.
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4.2.1 Route Construction Example

To illustrate how Warp-5 works, consider the example topology of Figureld this example,
the nodes are far enough apart so that only the two nodes that numepieaigde and follow
that node are its neighbors. Nodes 1 and 6 are also neighbors. Initmitgdes have any rout-
ing information. At time 0, node 1 requests a route to Node 3 by broadcasRRE®) packet.
The neighbors receive the RREQ, and having no routing information toesiindtion node,
re-broadcast the RREQ. When node 1 receives a re-broadc&®) RRrecognizes itself as the
source and ignores the packet. Intermediate nodes receiving aadebsi, will propagate the
re-broadcast a small number of times, afterward ignoring the packetRRE) propagates
through the topology until it reaches the destination, Node 3.

Node 3 recognizes itself as the requested destination and broadcas&PaviRtR a cost
field of 0. Neighboring nodes that receive the RREP may or may not gadpahe RREP by
adding their own routing and unicast transmission time to the cost field from Ri&PRand
re-broadcasting the RREP. Nodes that receive the RREP for the firstlivags add the sender
of the RREP as a possible next hop and associate the cost field from e ®ith the next
hop and re-broadcast a RREP with the larger time cost. Nodes thateed@REP for the same
destination update their list of next hops and destination costs and ptepghgaRREP only
if it offers a lower time cost to the destination. Since there are no routes imitisdly, only
the time cost is added to propagated RREP packets. This cost would b&8®62€econds
per hop in the simulated runs from Chapter 6. The 0.0203916 secondsdhst minimum
possible time required to forward and successfully complete the unicagiGfi-byte packet.
The minimum time cost is attained when the unicast is completed in a single transmission a
the fastest 802.11g transmission rate of 54 Mbits/sec.

Shortly, the originating node, Node 1 receives a RREP packet with ao€@0407832
seconds from Node 2 and a RREP from Node 6 with a cost of 0.061k6thds. Node 1
selects Node 2 as the neighbor with the lowest time cost to the destination asdstating
data packets to Node 2. The data traffic on the Node Mode 2— Node 3 route takes half
of the forwarding capacity of the routers, which increases the time casf #hat route. If the

router forwarding capacity were 50 packets per second, the traftiolid2zb packets per second



53

would result in an expected time to get a packet through a router of 0.Ad®co

Suppose that Node 6 also wants to send data to Node 3. The RREQ foméstr@rop-
agates to the destination as before and the destination again broadcasEPavRR a cost
field of 0. From the picture, Node 6 would seem to have two routes of égjugth to Node 3
available. However, the RREP packets that propagate back througésiaghd 1 show a cost
of 0.8407832 seconds (reflecting the routing cost through the previotes) while the RREP
packet that propagates back through Nodes 4 and 5 would show afc6#107832 seconds
because of the lack of router overhead. When Node 6 receives the R&ckets from Nodes 4
and 5, Node 5 will offer a lower time cost than Node 1, and Node 5 will bectesleas the next

hop.

4.3 Route Table Management in Routers

Each router is required to track recent packet arrival rate informdtioall routes sending
application data packets through that node. The sum of the packetl aates is the\, com-
ponent of the dynamic calculation of the expected time to move a packet thiloeigbuter to
the next hop. This aggregate packet arrival rate may fluctuate dueitdiaas in the packet
transmission patterns and packet loss due to noise or collisions. The sauatples the aggre-
gate data packet arrival rate every 0.1 seconds and calculatesragexaegrival rate over the
ten most recent sampled arrival rates. Averaging the ten most recepleshrates smooths out
transient bursts of data packets that do not actually overflow the roytetr Gueue. Limiting
the averaging window to the most recent ten samples also provides rblEsmrsponsiveness
to sustained overloads when they occur. An average data packel aate equal to or greater
than the router forwarding capacity is a trigger for the route detanglingitiigodescribed in
Section 4.4.

The router maintains packet forwarding information for each destinatmm freceived
RREP packets. This information consists of entries containing a time-to-destinalue and
a sequence number for each neighbor. A new entry is for a particutgitbwr added the first
time a node receives a RREP packet from that neighbor. The TTD infianmia updated when

the node receives a RREP packet from the neighbor that has either selatence number or
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when the RREP packet has same sequence number with a lower TTD.

The router also dynamically tracks recent mean time to complete a unicastgsfidand
unsuccessful) and recent unicast failure probability for all neighbeing sent forwarded pack-
ets. These values are estimated from experience with recent unicastmeHn time to com-
plete a unicast is th&,,, component of the expected time to move a packet through a router to
the next hop used as a routing metric. The probability of unicast failure i&tf@mponent
of the same metric expression. These guantities are estimated using the meturidsed in
Sections 5.1 and 5.2.

Holding forwarding information for all neighbors gives a node the ability dlest new
forwarding neighbors dynamically as link conditions change without acedisy process. A
formerly inexpensive link could become undesirable as the neighbor mave$ communica-
tion range, suffers increasing noise or packet transmission collisions.

Routers also keep track of the order in which routes are created, byitgsencoming
RREP packets. The order in which routes are created is useful in thegtietpof existing

routes, as described in the next subsection.

4.4 Route Improvement and Detangling

Routes contend for routers in the network using whatever metrics areedddinthe routing
protocol in use. Using the expected time to move a packet through a roudemeasic gives
the protocol the ability to make routing decisions based on the forwardindpese created
by previously existing routes currently using the network. Route disgdgean inherently
selfish process, with each discovery trying to find the best route fromtedo destination and
consuming the forwarding resources of whatever routers are selddteeffect of route selec-
tion is that the traffic forwarding through intermediate routers selected nla¢es routers that
much less able to handle the traffic for later routes, should they occuprohess of route dis-
covery is therefore chronological and sequential. A route discovatyoitturs before another
route exists may select a different route than if the same route discowigcharred after the
other route had existed with potentially different effects on overall appdicahroughput.

The effects on application throughput are apparent when two or matesractively send
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traffic through the same intermediate nodes. The forwarding rate of theeoterg routers is
slowed down as the combined rate of incoming packets increases. Whemib@ed rate of
incoming packets exceeds the forwarding capacity of an intersecting,rihaeesult is packet
loss and reduction in overall application throughput. The term “tangle’toefers to one of
the multiple routes actively sending traffic through some set of intermediatsnddhe term
“detangling” refers to the act of improving or separating overlappinge®in a network.

Each node monitors the rate at which packets enter its routing queue. ey Rthat has
traffic for two or more routes and experiences an aggregate packet aate that exceeds its
routing capacity can act to detangle overlapping routes in the networkotiker R increments
its sequence number, selects a route in reverse order of creationcautasts a RREQ packet
with the new sequence number and a “detangling” flag.

R — all neighbors,[S, D, Segnum, hopCount, F, routeList]
where S is the source IP address of the selected route, D is the destifatddress of the
selected route and routelList is a list of routes, each consisting of acpséRraddress, desti-
nation IP address] pair. Note than any router can broadcast sucfuesteor any source or
destination sending packets through that node. The detangling RRE@tpackpagate like
regular RREQ packets during a regular route discovery until they rémectiestination node.
The destination node broadcasts a RREP packet also flagged “deténgling

D — all neighbors,[S, D, Seqnum, hopCount, F, routeList].

The routeList contains a list of the routes that were created after theesand destination
IP addresses specified in the detangling RREQ packet. Routers thiatrdee“detangling”
RREQ packet remember which route has been selected and will try anothterto detangle
should conditions warrant further detangling efforts.

The receiver of a detangling RREP packet recalculates the expected tinteéoa packet
through its router to the next hop considering only the forwarding oeetleéthe newer routes
listed in the detangling RREP packet. The detangling RREP packet for therewesitly cre-
ated route would have an empty list of newer routes and the route calculabiold &ct as
if there were no other active routes in the network. Making routing dedsiona particu-
lar route in this fashion forces route selection that accommodates more rexresatigd routes

while ignoring routes older than the route being detangled. As a result, taagied route
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may intersect routes older than itself, which may result in the selection fromldilee set of

routes for the broadcast of another detangling RREQ packet. Thegtiataands when either
all tangled routes cease to overlap or the detangling RREQ packet beiadio not result in
further route changes.

The result of the detangling algorithm is not necessarily the elimination of muloples
sharing intermediate nodes. The new detangled route may still share intetleneoii@s with
other routes if such a decision is best for the route being detangledotitieg decisions of the
newer routes were made considering the effects of the older route ardkethisgling causes
routing decisions for an older route that are reciprocally affected brotites newer than itself.
Allowing each routing decision to selfishly act for its own benefit by congidehe effects of
routes both older and newer than itself, the result is maximized throughpthtefalistributed

application.

4.4.1 Route Detangling Example

To illustrate how Warp-5 manages router congestion, consider a singtgpéxtaken from the
congestion simulations documented in Chapter 6. The example usessttetopology where
the shortest path is not always the best path for three routes. Thaiveffeommunication
radius for all nodes is 10 meters, while the nodes were placed 9 metetslepiéing direct
communication between nodes to the neighbors above, below, left andfitiettransmitting
node. The nodes are numbered left-to-right, top-to-bottom as shown togbgy. In the
castle topology example, Node 3 wants a route to Node 4, Node 1 wants aaddde 6 and
Node 2 wants a route to Node 5, in that order. Each of the three routg@sagtyvo-thirds of the
forwarding capacity of each router, so the greatest application thpptighachieved when no
routes share any routers. The nodes in the topology use one radimt&éocammunication and
a separate radio for routing information. Further information on single-daradtradio nodes
appears in Chapter 6.

In the initial topology, nodes have no routing information and no awaresfebgir neigh-

bors. The example begins with the initial topology.
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Initial topology. 3—4 route added.

Figure 4.2: The first route request is a route from Node 3 to Node 4 ddhlée3—-4 route. In

a topology with no pre-existing routes, Warp-5 simply finds the shortest patshown in the
right side topology. Routers in the network have seen the RREP packéte 84 route and
know that the 3-4 route is the first route created.
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1—-6 route added. 25 route added.

Figure 4.3: The second route request is-a@lroute. The nodes on the-34 route have
established traffic, so Warp-5 finds &% route that avoids nodes used by the previous route.
The 1-6 and 3-4 routes do not overlap, no routers are overloaded, so no router &me
corrective action. Routers in the network know that@ is the second route created. The right
side topology shows the least expensive2route, which overlaps the-34 route at nodes 3,
9,15, 16, 17, 10 and 4. Routers in the network know thab2s the third route created. Given
the existing 3-4 and 1-6 routes, it is impossible to create a3 route without overloading
some router in the network.
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Node 3 modifies 2+5 route. Modified 2-5 route.

Figure 4.4: The left side topology shows Node 3 is overloaded as bothraesof traffic for
the 3—4 route and an intermediate node for the 2 route. In response to the overload, Node
3 modifies the 2-5 route. The modified-2:5 route will ignore the other routes in the network.
The right side topology shows the modifiee»3 route. By ignoring the other routes, the
modified 2-5 route is a shortest path between Node 2 and Node 5.
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Node 8 modifies 3-6 route.
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Modified 1-6 route.

Figure 4.5: Node 8 responds to overload by modifying the6lroute. The modification con-
siders only the 2»5 route. The modified-+6 route in the left side topology now avoids the
2—5 route.
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Figure 4.6: Node 16 is overloaded and responds by modifying-thé ®ute. The modification

considers the 25 and 1-6 routes. The 3-4 route could not be improved under current

circumstances and is shown unchanged in the left side topology.
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Node 16 modifies 4:-6 route.
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Modified 1-6 route.

Figure 4.7: Node 16 is still overloaded. Node 16 changes the sharddListuto
(3—4,2—5,1—6) and modifies the-+:6 route, ignoring all other routes. The resulting shortest-
path modification is actually worse.
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Node 10 modifies 2:5 route. Modified 2-5 route.

Figure 4.8: Node 10 is overloaded and responds by modifying-thg ute. The modification
considers only the-16 route and ignores the-34 route. The resulting modification is not an
improvement.



b6d bde
0.@ @

® 66666 6
ONONONONONONO,

Node 10 modifies 3-4 route.

@@@ O——©
@ 65@
® O~ ® ©
ONONONONO)
Q) ONONONONO,

Modified 3-4 route.

©)

60

Figure 4.9: Node 10 is still overloaded and responds by modifyingthé Bute. The modifi-

cation considers the-25 and 1-6 routes. The 34 route could not be improved under current

circumstances and is shown unchanged in the left side topology.
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Modified 1-6 route.

Figure 4.10: Node 4 is overloaded. Node 4 changes the shared rdute(2s-+5,3—4,1—6)

and modifies the 46 route, ignoring all other routes. The resulting shortest-path modification

is not an improvement.
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Node 2 modifies 3-4 route. Modified 3-4 route.

Figure 4.11: Node 2 is overloaded and responds by modifying-thé ®ute. The modification
considers only the 16 route. Note that the-34 route was selected from the routeList as
the next route to modify and does not directly affect Node 2. No chaegalts from this
modification.

@ : @ r@@
© u © 0 ® ®
® —~® ONO @ ONONO,
ONONO) ® ® OG- é ONONO)
ONONONONONONO, @.@@@
Node 2 modifies 2:5 route. Modified 2-5 route.

Figure 4.12: Node 2 is still overloaded and responds by modifying th& Boute. The mod-
ification considers the-1:6 and 3—-4 routes. The modified route is shown in the left side
topology.
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Node 2 modifies 2:-5 route. Modified 2-5 route.

Figure 4.13: Node 2 is still overloaded. Node 2 changes the sharedLisiute
(1—6,3—4,2—5) and modifies the-25 route, ignoring all other routes. The resulting shortest-
path modification is not an improvement.
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Modified 2-5 route.

Figure 4.14: Node 2 is still overloaded and responds by modifying thé 8ute. The mod-
ification considers only the-25 route. The 3-4 route could not be improved under current
circumstances and is shown unchanged in the left side topology.
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Node 2 modifies -6 route. Modified 1-6 route.

Figure 4.15: Node 2 is still overloaded and responds by modifying thé doute. The modi-
fication considers the-25 and 3-4 routes. The modification is premature, and the modified
route does not change significantly.
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Node 2 modifies 3-4 route. Modified 3-4 route.

Figure 4.16: Node 2 is still overloaded. Node 2 changes the sharedLisiute
(1—6,2—5,3—4) and modifies the-3-4 route, ignoring all other routes. The resulting shortest-
path modification is not an improvement.
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Node 2 modifies 2:5 route. Modified 2-5 route.

Figure 4.17: Node 2 is still overloaded and responds by modifying th Boute. The modi-
fication considers only the-34 route. The resulting modification is an improvement.
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Node 15 modifies -6 route. Modified 1-6 route.

Figure 4.18: Node 15 is overloaded and responds by modifying-thé foute. The modifi-
cation considers the-25 and 3-4 routes. The result is a stable detangled network with no
overloaded nodes.
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4.4.2 Discussion

The nodes in the example network detangled the initially very tangled routes arsiy local
information. No node ever had complete or even partial source-to-distimeath information
about any route. The nodes acted as sensors, detecting their olwadeet routers and re-
sponding by modifying individual routes. Each route modification seldgtmensidered the
effects of some routes while deliberately ignoring the effects of othersoiitee occasional re-
sult of deliberately ignoring some routes was that some routes causéokalgein other nodes
after the modification, leading to new situations after each route was modified.nddes
shared information about what routes to consider and what routes teiggonodifying and
sharing an ordered list of routes. The route an overloaded node ¢thanodify was deter-
mined by the shared ordered list of routes. Overloaded nodes modifiewxheoute in the
shared list, sometimes modifying routes that did not directly overload them, éensirsg to
act altruistically.

The example also showed some nodes occasionally acting prematurely, vifidctines
results. Learning how long changes in the network take to stabilize is ones déainning
tasks described in greater detail in Chapter 5. Even when some nodex Have enough
experience to learn an accurate estimate of how long a route change taltebilize, the
Warp-5 detangling algorithm has proven robust and consistently abletessfully detangle

the congestion problems documented in Chapter 6.
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Chapter 5

Machine Learning in Warp-5

There are many challenges in wireless ad hoc networking that are weli-suitgachine learn-
ing algorithms. New routes may be introduced into the network as neededpionsssto
external circumstances, and the routing metric used in route discoveryaedgnformation
based on the existing offered load of previously existing routes. The tinnicidezel of offered
load on those routes may be determined by circumstances that could ndideaveredicted
beforehand, but may be consistent over time. Noise sources may leapoede introduced
into the communication environment at times and intensities that are beyond thel obthe
distributed applications running on the wireless ad hoc network. The dicpability and dy-
namism of circumstances that can affect traffic in a wireless ad hoc rleawerwhat makes
them appropriate control problems for machine learning techniques.

The subfield of machine learning that deals with adaptation and control idl cailldorce-
ment learning. In the world of reinforcement learning, the control mdshais called the
agent with an explicit goal it can achieve by taking a varietyaotions The agent is also capa-
ble of perceiving its environment in some means relevant to the goal amdliese perceptions
the agent determines tiséateof the system. Theolicyis the decision rule that determines the
action the agent will take as a function of its state. Téweard is a quantification of the result
of an action as it relates to the goal. TWedueof a state is the total reward an agent can acquire
in the long run starting from that state. The agent can learn these valdesmpare them to
decide which actions better achieve the goal. Some situations require thge¢maaximize
the total acquired reward. Other situations require that the agent minimizeaspeet of the
situation to best achieve the goal. Most work in reinforcement learningta@oMarkov deci-
sion process view of the problem [57], [32]. This work takes a broagsv that defines as

reinforcement learning any task that can be seen as learning fromenge combined with
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optimization of behavior based on what is learned.

In systems where the effects of actions are not known beforehantiereveircumstances
change in unpredictable ways, the learning agent has to find a policyasisathieves the de-
sired goal. Two classes of approaches to learning an effective potiopgolicyandoff-policy
methods. On-policy methods use experience gained from the agents’saitiemaluate and
modify the policy it is currently using to make decisions. Off-policy methodsexgerience
gained from one policy to evaluate and modify a separate policy for lateiigeadvantage of
off-policy methods is that the exploration policy used to gain experience amapomly sample
all possible actions while generating a separate exploitation policy [57]. adlkentage of
a fixed exploitation policy can be realized only in stable environments. In dynamvicon-
ments, on-policy methods allow the agent to learn from recent experiehettés respond to
changing circumstances.

The learning agent may start out knowing little or nothing about the effédts actions.
It will take an action, observe an effect and make a decision about #iecigon to take. By
selecting different actions, the agent learns that some actions achietteraresult than others.
If an agent is to do the best possible job, it must explore the effects obailahle actions
and be reasonably sure of the effects of those actions. This explocatidiicts with exploit-
ing the knowledge it has already acquired to select the action that is edpeqieoduce the
best results in achieving its explicit goal. The trade-off between exploratial exploitation
is a central challenge in reinforcement-learning systems. Neither puleratpn nor pure ex-
ploitation are useful in effectively achieving the goal. An agent that oxptaees alternative
actions that result in poor results underachieves by failing to use thelédgevit has gained to
make more effective choices. Conversely, an agent that sticks rigidlijrtotad set of actions
underachieves by failing to find better options, especially in a dynamic onastic environ-
ment. The learning agent is most effective when it can balance exploeatibaxploitation by
preferring the actions with better results, but trying other actions that mitiize even better
results when appropriate.

In a deterministic environment, the results of a single specific action wouldderoseful
information to a learning agent. In stochastic environments, the results @cismction

would be affected by some unknown probability distribution that represetesnal behaviors
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that are not directly observable. It could take many repetitions of the seatiom defore the
agent would have a reasonable expectation of what the action accoragtisth@w potentially
counterproductive the action is). The time spent on the exploration ofledsgtive actions is
wasted in comparison to taking actions known to produce better results.

In stationary environments, the information gained at some early point in tioegs may
be applied to the same problem at any later point with equally good resultentstationary
environments, what worked well in the past may not work well undeetiigircumstances. A
learning agent can manage changing circumstances by using what iah@esddrom its most
recent experience and discarding conflicting experience from thetlisat. In environments
that are both stochastic and non-stationary, the learning agent must nealketipns based on
multiple previous experiences that are sufficient to accurately refleetrdguconditions while
not reflecting the now out-of-date conditions. This work uses learniegtaghat give greater
consideration to more recent experiences, either by discarding orudtitg data gathered
from earlier experiences.

In the context of the work presented in this dissertation, the Warp-5 wiceeks to mini-
mize the time data packets spend between source and destination in wirelessmadvorks.
To do so effectively, it decomposes the task into a set of learning protdemhgorrespond-
ing optimization algorithms. Each node uses its experience to estimate the time it takes to
complete a link-level unicast from the number of retransmissions done byiAlae layer at
different transmission rates. Each node also learns the probability adsirfailure from its
experience sending unicast packets to specific neighbors. The time téetermunicast and
the probability of unicast failure are necessary inputs to the Warp-5 motetric. Each node
has to track data packet arrival rates for different routes to be abbetgnize its own conges-
tion and changes in the congestion level for specific routes as the roatemdified. Routers
have to learn estimated time-to-destination for different neighbors asfiibe mute discovery
process. The time-to-destination estimates are based on current ddfedsdthe time required
to complete unicasts and the probability of unicast failure as used in the 3Wagding metric.
Routers also have to estimate the time between cause events and later effeci® onodifi-
cations as part of the route detangling algorithm to alleviate router congedtitemethods

used for all of these cope with the uncertain and changing network camslitio
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The remaining sections in this chapter describe how Warp-5 performs étduse duties

and how the relevant machine learning mechanisms are applied.

5.1 Selecting Link-level Transmission Rates

Each of the 802.11 a/b/g MAC protocols offer a fixed number of link-levelgnaission rates.
The experiments documented in Chapter 6 modeled the 802.11g protocoffédrati eeight
different transmission rates all expressed in Mbits/sec: 6, 9, 12, 186248 and 54. The faster
rates take less time to transmit a packet, but the faster the rate, the greatesadyatibility to
noise and loss of the packet in a single transmission. In practice, the kReatwerface card
(NIC) has a MAC layer that automatically retransmits a unicast packet if tigirsggnode does
not receive an ACK within a specific time limit as part of the 802.11 Distributedr@ination
Function (DCF) [3]. The number of MAC-level unicast transmission attemyitis delays
between attempts required by the DCF means that the fastest transmissiomiztaligays
the rate that takes the least amount of time to complete a unicast. A mechanisnideas to
which transmission rate takes the shortest time.

Warp-5 uses ar-greedymechanism to control transmission rate selection. The transmis-
sion rate selection problem is a case of the “n-armed bandit” problem, \@aheagent with an
explicit goal is repeatedly faced withdifferent choices to achieve that goal [57]. Each action
results in a different result, evaluated by the agent. The agent has td@sit® meet the long-
term goal by making the choices that get the best immediate results. Whatethiedmgsn’t
initially know is what result to associate with each available choice. Fergmeedy control
mechanism, the action that is currently known to produce the best resullietba “greedy”
action. Initially, the greedy action may be arbitrary or there may be no graetéhyn where all
actions are equally likely to be chosen. The policy is to select the greedy adgttoprobability
1 — e and with probabilitye to randomly select one of the other actions with equal likelihood.
Whene is small, the agent exploits its current knowledge by selecting the best dhuem
most of the time and exploring for better choices the rest of the time.

The design of the Warp-5 transmission rate selection mechanism takesaagvahsome

characteristics of the available transmission rates. If a unicast can tessidly completed in
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one transmission at the fastest available transmission rate, the mechanisrexgtimping and
consistently selects that rate. In this case, the combination of one uniceshisaion at the
fastest rate is known to be the best possible result, making further etxpfosmnecessary and
counterproductive. In other cases, the mechanism randomly selectst¢hihat it currently
knows has completed a unicast in the shortest time with probability of 0.95 amdhtherates
with probability 0.05. Any transmission rate found to complete a unicast tranismissthe
least amount of time becomes the new greedy choice. The feedback wsdduiate perfor-
mance measures for any transmission rate is the number of MAC-level traimmsithat were
performed in completing a link-level unicast and whether or not the unicastsuccessfully
received.

The mechanism also controls the set of transmission rates available foragiqsio If a
unicast is completed with more than one transmission or if the unicast fails ttbezsilable
rates is extended by the next slower transmission rate. If a unicast is dethplea single
transmission, the slower transmission rates are excluded from the expi@etidr his mecha-
nism eliminates transmission rates that could not perform as well as comeditions would
support, while allowing adaptation to new conditions.

The calculated mean time to complete a unicast compofignt,of the Warp-5 routing
metric used during route discoveries is the average of the time to complete atuatieach
transmission rate currently in the set of rates available for exploration weeidly the proba-
bilities assigned to each rate. The resulting value thus reflects the balanesbexploration

and exploitation in transmission rate learning.

5.2 Estimating Probability of Unicast Failure

The wireless 802.11 MAC Distributed Coordination Function [24] makes multijpérgts
to complete a unicast by repeating the packet transmission until either dekigmaent of the
transmission by the receiver or a maximum number of transmission attemptsdevenade.
The network layer considers the unicast a success when the transmittiegaoeives an ACK
packet from the receiving neighbor, regardless of the number afrtrezsions made at the MAC

layer. When the transmitting node fails to receive an ACK packet after th€lié#el timeout,
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the unicast is considered a failure.

The result of any single unicast attempt is less significant than knowingobalpility that
the next unicast to a given neighbor will fail. According to the mathematicaletnafdSection
3.1, the probability of unicast failure increases as the level of noisedasese In simulations
using the model of Section 3.1, the routers would not know the underlyingemaitical model
for noise and packet loss, nor would routers in a real-world situatiorbleeta makea priori
success/failure predictions for any single unicast. It is possible forraiteamechanism to
estimate the probability of packet loss based on recent success/faipggesmces in making
unicasts.

Warp-5 uses an exponential weighted average update mechanism to eftenatebability
of unicast failure using information returned from the MAC layer. The raedm initially
assumes (optimistically) a zero probability of unicast failure and modifies its estmithtéhe
success/failure result obtained after each link-level unicast. The farased for updating the

estimated probability”s of unicast failure is:
Pf — (1 — OJ)Pf + Oé(R),

where R is the outcome of the most recent unicast attempt expressed as 1 for, fAilime
success. The learning ratesmooths the effect of each success/failure result on the probability
estimate and favors more recent experiences over older experigneggdnentially reducing
the contribution of the previous estimate Bf as new results are obtained. The effect of the
formula is that many closely occurring failures push the estimated probabilityicést failure
toward 1.0, and many closely occurring successes push the estimatediprplboward zero.
In the Warp-5 experiments documented in Chapter #as set to 0.05, meaning that an occa-
sional success after many failures decreases the probability only slighilg an occasional
failure after many successes increases the probability only slightly. Mélayds after a series
of failures will quickly increase the estimated probability, and many sucsedtr a series of
failures will quickly decrease the estimated probability.

The estimated failure probability is the; component of the Warp-5 routing metric used
during route discoveries. The; estimate could be made to converge to the true value in a

stationary environment by making decay to zero at a rate that makes the sum ofdise



71

When a router sees a RREP from some previously unknown neighdbar
P 0.0
a — 0.05

When a link-level unicast to neighbersucceeds do:
P — (1 —a)Py,

When a link-level unicast to neighborfails do:
sz — (1 — Oé)PfI + o

Figure 5.1: Warp-5 Estimating Probability of Unicast Failure.

infinite and the sum of the squares of th&s finite, according to stochastic approximation
theory [57], [2]. However, the communication medium is a non-stationariy@rmment with
changing noise conditions. In a non-stationary environmergmains a fixed constant to make

the learning responsive to changing noise conditions.

5.3 Learning Data Packet Arrival Rates

Applications running on wireless ad hoc networks may send data packetdntchodes at
any time. A node that needs to send packets to a destination for which it dbleaue routing
information will initiate a route discovery and buffer accumulated packetthdrdestination
until a route is found. Once a route is found, the buffered data paclexdrdwvel through the
network as fast as they can be individually unicast through the MAC .|aj#ren routes are
known and no data packets have been buffered, the 802.11 MAC expalrbackoff algorithm
introduces variability in traffic levels for data packets generated at gdamnsite. Variability
in data packet arrival rates is inevitable in wireless ad hoc networks.

Infrequent and short bursts of packets arriving at a high rate thabtoverflow the input
gueue of the affected router requires no action on the part of the rbetause no packets
are lost. A sustained offered load high enough to exceed the routewarding capacity and
cause loss of data packets is a problem that needs to be correctedsiRising Warp-5 monitor
the arrival rate of all data packets to detect their own congestion antbgaletangling the
incoming routes. The Warp-5 routers also have to track the arrival odtieslividual routes
to be able to add the combined arrival rates of selected routes duringttreglileg process.

Warp-5 routers must be able to distinguish between short bursts oftparking at a high
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rate and sustained periods of high offered load.

Warp-5 routers use a sliding time window containing recent packet kirvas to calculate
data packet arrival rates. The calculated arrival rate is the numpec&ét arrival times divided
by the size of the window. The size of the sliding window is a span of time thatugelsted
every 0.1 seconds of simulated time. Packet arrival times that no longer fé upttated win-
dow are discarded. The window size has to be large enough to smoothuieritezhort bursts
of arriving packets, but small enough to be responsive to sustairatyehl in packet arrival
rates. A sliding window width of 1.0 seconds proved effective in the eéxperts documented

in Chapter 6.

When a router sees a data packet for some previously unknowmrdote
Create empty list of data packet arrival timegeT racker, for router
Add time of data packet arrival tauteT'racker,

When a router sees a data packet for some known rodte
Add time of data packet arrival tauteT'racker,

When a router’s timer goes off every 1/10 second do:
earliest «— currenttime — windowsize

foreach rateT'racker, € All active routedo
Discard all data packet arrival times priordariiest from rateTracker,
end

Figure 5.2: Warp-5 Learning Data Packet Arrival Rates.

Each Warp-5 router uses the sum of the smoothed data packet aateslfor all active
routes in a wireless ad hoc network as thecomponent of the Warp-5 routing metric used

during route discoveries.

5.4 Estimating Time For Route Stabilization

Warp-5 routers make routing decisions using a metric based on multiple |dantexs, includ-
ing the mean time to complete a link-level unicast, the probability of unicast faihdelata
packet arrival rates. For the routing decisions to be effective, thraddanputs must reflect
stable routes in the wireless ad hoc network. Nodes that are heavily useldtion to their
forwarding capacity or experiencing trouble forwarding data packetsuinder-estimate their

own routing metric may result in routes that send more traffic through thadesnoot less.
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Underutilized nodes that over-estimate their own routing metric may fail to attedfit that
offloads other more heavily loaded nodes in the network.

The addition of new routes or the modification of existing routes requirde discovery
in a Warp-5 ad hoc network. A RREQ packet is broadcast from a nodi@@pagates through
the network, which is followed by the propagation of RREP packets contaimew routing
information through the network. Even with Warp-5 propagation rules traefthe propaga-
tion of newer or better routing information, the RREP packets that firshrisaividual nodes
may not offer the best routing information. Data packets can be forwavd®re the route
stabilizes, causing transient changes in the packet arrival ratesdesthat will not be part of
the stabilized route. As the RREP packets finish propagating through therkethe routes
and corresponding data packet arrival rates will stabilize, givestaohor close to constant
rate data packet generation from the source node. The time requiretpagate RREQ and
RREP packets through the network, the time required for the route to stahiliztha time
the individual routers need to learn the new packet arrival ratesetieerdined by the network
topology, router forwarding capacities, the offered load of other sint¢he network and am-
bient noise conditions. The time required to stabilize a new or changed roateineless ad
hoc network therefore can be estimated, and the time estimate can be useatidoha® long
it takes a new or modified route to stabilize.

The value of knowing the time required for a new or modified route to stabilizerbes
apparent when considering the Warp-5 detangling process. A dewdgesde selects a route
and broadcasts a detangling RREQ packet to change the selected rougeldcted route may
or may not change as a result. If the route does not change, the datt patival rates do
not change. If the route does change, the congested node may cdnthegeive data packets
forwarded from upstream intermediate nodes that are no longer p#re aftabilized route.
The data packet arrival rate observed at the congested nodeeshanly after the upstream
nodes no longer have packets on the now-changed route to forwhaedeffect, if any, of any
detangling action will not be immediately apparent to the nodes in the netwogkcdgested
node should attempt to change a route only after other routes have stainilthechetwork.

Nodes in a wireless ad hoc network can estimate the time it takes new and dhantgs
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to stabilize with an Expectation-Maximization (EM) algorithm [9]. The term “Eotpéon-
Maximization” does not refer to a single algorithm; it instead defines a claskjofithams
that iteratively improve estimated parameters of a probabilistic model. Thetépsbtan EM
algorithm assigns arbitrary values to the parameter estimates. The EM algtiréhmperforms
an “expectation” step that calculates the expected value of the parametaretiserved data
under the assumption that the parameter estimates are accurate. This stepvedfoy a
“maximization” step that calculates new maximum likelihood estimates of the pararfretars
the values calculated in the expectation step. The expectation step and maximitefie
are repeated with the new parameter estimates. The algorithm increaseslihedikat each
repetition, thus guaranteeing convergence of the parameter estimatefs]13]

The Warp-5 EM algorithm calculates Gaussian distribution mean and vanaheoes for
the time between cause and effect eventscafise evenis the first appearance of a specific
RREQ packet identified by a route and sequence numbeeff&nt evenbccurs when the data
packet arrival rate for that route goes from a positive value to Zé¢ooone-to-one correspon-
dence exists between cause and effect events. A router may attempt ¢ chaoute more
than once (with other route changes attempted in between) before pamk#tatfroute stop
coming to that router. Similarly, a router may not receive a RREQ packetarticular route
and still recognize that packets for a route have been diverted anmntirat router.

Each node using Warp-5 starts with an initial estimate for the mean and vaofa6e0
and 1.0, respectively. The arrival time of each uniqgue RREQ is savadtagse event. When
an effect event occurs, the router performs the expectation and matonisgeps to generate
new mean and variance estimates. The variance estimate has no utility, buirttaezbmean
is used when a router detects its own congestion. If the time between the mest cause
event and the current time is greater than the estimated mean, the congestedetects a
route and broadcasts a detangling RREQ under the assumption that adl haueestabilized
in the network. The congested router does not broadcast a detandtiB® Rvhen the time
between the most recent cause event and the current time is less thamtlhseglsmean, under
the assumption that some route has not yet stabilized in the network. Rouelstbe data
packet arrival rates for incoming routes every 0.1 seconds, soterrat remains congested

after the estimated mean time has passed will then broadcast a detangling RirBE®@arp-5
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expectation maximization algorithm is shown in Figure 5.4.
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Figure 5.3: Calculation of Gaussian values

1 When a router sees a RREQ for some previously unknown rodie
2 uy <—10.0

3 o0, 1.0

4  Create a newauselList, for router

5 Add the time RREQ for route arrived tocauseList,

6 Create a newf fectList, for router

~

When a router sees a distinct RREQ for some previously known rotibe
Add the time RREQ for route arrived tocauseList,

©

9 When a router sees the packet arrival rate for rewge to zero do:
10 Add the time the arrival rate for routewent to zero tee f fect List,
11 foreach ef fect; € ef fectList, do

[N

12 sum «— 0.0

13 foreach causey € causelList, priorto ef fect; do

14 causey.prob <« p(ef fect; — causey.time, i, o)
15 sum <« sum + causey.prob

16 end

17 if sum > le — 12 then

18 estimate «— 0.0

19 foreach causey € causelList, priorto ef fect; do
20 estimate «— estimate + (causey.prob)/sum x (e f fect; — causey.time)
21 end

22 Add estimate to estimateList

23 end

24 end

25 u, < mean of estimateList
26 o, <« standard deviation of estimateList

Figure 5.4: Warp-5 Expectation Management Algorithm.

A Warp-5 router tracks cause/event sequences for multiple routeslafgest estimated
mean time was used as the minimum time required to stabilize a new or modified route in the
network in the experiments documented in Chapter 6. The largest estimatedimeanay

shrink as new cause/effect experience is gained.
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Chapter 6

Noise and Congestion Simulations

The author implemented an event-driven network simulator to support thegatea of the
Warp-5 protocol. The flexible simulator design supports multiple routing potgpdifferent
ad hoc network topologies and varying traffic generators to model @iffescenarios. The
simulator also supports noise sources at varying operating frequemeléstensity levels.
The objective of the simulations is to show that Warp-5 can effectivelyamteand correct
noise and router congestion problems in wireless ad hoc networks. fApacizon purposes, an
implementation of AODV was run on the same simulator to see how it performedionéisg
to the same routing challenges. The widely-used DSR routing protocol etassed in these
simulations because of its similarity to AODV. Both are reactive protocols treamisimal
hop count as a routing metric. The two protocols are sufficiently similar thgendre, et al.
[39] gave a partial description of how one protocol can be translatedhietother. Thus, any
simulation results based on a comparison of Warp-5 to AODV are equally apjdito DSR.
Since routing information is communicated in packets, how the packets are cacatedn
and how the routing control packets are queued on arrival are rélesasiderations in dealing
with router congestion. If data packets and router control packete fiaisame communica-
tion channel and router input queues, they can have detrimental effeets the routers are
congested. Router control packets displace data packets, causirgf tets. Data packets
can displace routing control packets, preventing the control packetsrizaching all available
neighbors possibly resulting in less than ideal routing decisions. Commuugjcatiting con-
trol information and application data on separate channels and usingepauting queues
can avoid these problems, but the value of the approach needs to besdxpith regard to
both Warp-5 and AODV. Thus, the simulator design supports both sindle-aamd dual-radio

nodes.
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6.1 Simulation Environment

The Warp-5 and AODV simulations were run on static topologies where thesnae num-
bered left to right, top to bottom as shown in Figure 6.1 and Figure 6.2. Thetigé com-

munication radius for all nodes was 10 meters, while the nodes were platieatthe nearest
neighbors were 9 meters away. The effect is that the transmission frocheawould reach the

neighbors above, below, left and right of the transmitting node.

)

Figure 6.1: Castle Topology for Congestion Problems
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The simulations encompass a variety of topology scenarios that are cliadjéogrouting
protocols. Thecastletopology was created to model congestion situations where the shortest
path is not always the best route. In the real world, congestion situatiort coghe about
because nodes may be placed in a landscape whose topography amstéstions in node
dispersal and/or obstacles to wireless communication. One could easily inmagityenodes
on one side of a mountain range trying to communicate with nodes on the othef gtk

mountain range through nodes in a mountain pass, or nodes in an urbeomerant trying to
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Figure 6.2: Square Topology With Active Noise Sources

communicate despite the presence of buildings. In the castle topology, Nedst4 to send
data packets to Node 6, Node 2 wants to send data packets to Node 5, da@® Mants to
send data packets to Node 4. The shortest path for all three routesuglthite intermediate
nodes 15, 16 and 17. The castle topology models the conflict betwedesthmath and best
path when the offered load of the routes are sufficiently high to demanaidicagt portion of
the routing capacity of the intermediate nodes.

Although the castle topology has only 33 nodes, it is enough to illustrate a cosgtlef

routing problems, listed as follows:

1. Many routes overloading a router.
2. Some routes overloading a router while a set of older routes doefexdtthe router.
3. Some routes overloading a router while a set of newer routes doaffewitthe router.

4. Old and new routes overloading a router while routes of intermediateagetdffect
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the router.

Another topology used in the simulations is thguaretopology that models noise prob-
lems, again where the shortest path may not always be the best route. pxaidems might
come about in the real world in military scenarios where an opponent pleiss transmit-
ters intended to disrupt communication on a battlefield, or in more benign unvaonmments
where non-hostile environmental noise transmissions interfere with the séretenmunica-
tion of an ad hoc network. In the square topology, nodes on the left §ithe dopology want
to send data packets to nodes on the right side. Node 1 wants to send dadts ga Node
6, Node 7 wants to communicate with Node 8, Node 9 wants to communicate with Apde 1
Node 15 wants to communicate with node 20, Node 21 wants to communicate with28pde
and Node 23 wants to communicate with Node 28. The square topology modelsnttietc
between shortest path and best path when noise sources (repildsetite radiating dots in
Figure 6.2), effectively disrupt wireless communication enough to makestaalternate paths
more productive.

The routers in the simulations transmit packets using an emulation of the 802.C1 MA
protocol [24]. Large data packets (500 bytes) were used becaedartfe packets help to
congest the network and are more susceptible to noise than smaller packets.

Even though the nodes in the castle and square topologies are the sameedgian and
the routing and communication radii are the same for all nodes, the purptise work is to
evaluate the Warp-5 routing protocol with respect to noise and routgyestion. There are
no assumptions in the design of the Warp-5 protocol that preclude diffdega transmitter
powers, router queue lengths, receiver sensitivities or routing speb the experiments and
results in this work can be expected to apply generally to ad hoc netwonksstiaog of nodes
with different and more heterogeneous characteristics operating in ntogd aad challenging

environments.

6.2 Scientific Properties For Investigation

Application data throughput in wireless ad hoc networks is affected by naster congestion

and packet collisions. Collision loss is managed by the random exponertiaifbalgorithm
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in the 802.11 MAC layer [24]. Router congestion is determined by the packeal rate and
the forwarding capacity of the router. As the packet arrival rate atiger increases, the mean
length of the router input queue increases and the time the router requfossvéod packets
increases. When the packet arrival rate equals or exceeds therdiomgy capacity of the router,
the router input queue fills up and the router drops incoming packets it lsdeuba put in
its input queue. Noise causes corruption of packets, which is detectbthylayer cyclic
redundancy checks in the receiving node. The corrupted packets@yped at the MAC layer
and not delivered to the higher layers of the protocol stack. The latatafpackets from router
congestion or noise reduces overall application data throughput.

The properties investigated in this work are noise and router congestioise an be a
pre-existing condition in the wireless communication environment before theadetwork
begins to function or it can be introduced after the network has establishézs and begun
to transmit application data packets. Router congestion can occur whes mitially form in
an ad hoc network or when new routes are added to an ad hoc netwbdidheot formerly
suffer from router congestion. The problems of noise and congestdndehe four properties

investigated in this work:

1. What actions and learning can prevent data packet loss due to ocougestion in a

wireless ad hoc network?

2. What actions and learning are effective in responding to routerestiog that occurs in

a wireless ad hoc network?

3. What actions and learning can prevent packet loss due to noise irekessirad hoc

network?

4. What actions and learning are effective in responding to noise teatom a wireless

ad hoc network?

The key feature of all of these properties is that theydymamic The location of a noise
source and the strength of the noise transmissions tend to be beyond tha obthe dis-
tributed applications running on the wireless ad hoc network and the naisgesanay in fact

be hostile to those applications. The location of nodes in the network and the tifnivigen
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one node chooses to send data packets to a possibly distant nodethaffecister congestion
of the intermediate nodes in ways that could not always be predictecebefod. The dynamic
and unpredictable nature of noise and congestion means that the nodeadrhac wireless
network couldearn as part of effective responses to noise and router congestion cosdiiso

they arise.

6.2.1 Preventing Data Packet Loss Due To Router Congestion
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Figure 6.3: Preventable Router Congestion.

Router congestion can occur when too many routes are sending too nekeggptorough
routers whose forwarding capacity is exceeded by the combined packet rate. Consider
the wireless topology of Figure 6.3. The routes were created using geshpath metric first
for a route from Node 3 to Node 4, followed by a route from Node 2 to Noded then a route
from Node 1 to Node 6. When the first route was discovered, the routimtgqol was free

to choose the shortest path without harm. The second route then oestldgpfirst at nodes
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15, 16 and 17, requiring those nodes to forward packets for boths:otitee third route then
overlapped the second at nhodes 14 and 18, requiring them to fornaakets for both routes
and adding to the workload of nodes 15, 16 and 17 by requiring them tdoreward packets
for three routes. Data packets start getting lost if the combined arrtesl @hany node exceeds
its forwarding capacity. The loss of data packets could have beenrpeevbecause there are
other underutilized nodes available that could carry packets for all thtegavithout packet
loss.

The loss of data packets could be prevented during route discovery iifodhes sending
and forwarding data packets in the ad hoc network learned the combitegalzket arrival
(and sending) rates. This rate is thgportion of the formula for the component of the routing
metric described in Section 3.1 that represents the mean time a packet spémglsdnter
before it is forwarded. Adding this component to the time it takes to forwgrdcket at the
MAC layer gives the time cost of moving data through the node. Later routevdisies using
Warp-5 would use the time cost in deciding the time-to-destination cost of edghbor.

The time cost calculation Warp-5 uses in calculating time-to-destination conmsrffor-

mation learned from experience with earlier routes in the ad hoc network.

6.2.2 Responding to Router Congestion To Prevent Data Padkieoss

Routers can still become congested, even when experience-based roetrics are used in
the process of route discovery. Each route discovery attempts to finés$hedoite from source
to destination without considering possible future routes. The potentiabéder congestion
arises when new routes are added to an otherwise congestion-fregkeBensider the situa-
tion in the wireless ad hoc network depicted in Figure 6.4.

Here, the route from Node 3 to Node 4 was discovered first, followed dydhter from
Node 1to Node 6. The routes do not overlap and the traffic level ddexoeed the forwarding
capacity of the routers. The problem of router congestion arises whde R wants to send
data to Node 5. There is no route from Node 2 to Node 5 that does nobut®g from a
previous route. If the combined traffic level on any node sending evefating data packets
for multiple routes exceeds its forwarding capacity, data packets will hgpech The loss of

data packets is unnecessary and the router congestion can be répaiaede there are other
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Figure 6.4: Correctable Router Congestion.

underutilized nodes available that could carry packets for all the routeswy packet loss.

A wireless ad hoc network using Warp-5 could resolve this problem usamgee informa-
tion. The nodes would learn the order that routes were created, theaitdt prrival rates for
specific routes, the link-level unicast times and the estimated time between thgfiesrance
of a detangling RREQ and the time the node stops receiving packets fariicspmeite. A node
whose data packet arrival rate exceeds its forwarding capacity wildmast a special detan-
gling RREQ packet for one of the routes overloading it. Other node#/iegehis packet will
make routing decisions based only on the packet arrival rates forsrthaewere created after
the route specified in the detangling RREQ. It takes time for the detangling RRgEQpagate
through the wireless network, for the route to change (if it changes arallfor the nodes in
the network to recognize that the route has actually changed and nokpestesnced a brief
lull in offered load. The overloaded node that initially broadcast the détaenRREQ packet

will only detect a change in the route if the data arrival rate for that radaces to zero. Other
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nodes may experience overloading while the previous route is changiedghér event, further
detangling actions may be needed to alleviate router congestion, but géanblofey effort re-
quires stable routes to ensure correct router load information. Nogesiexcing congestion
therefore have to estimate the time from the initial appearance of a detangliBQ REcket
until routes stabilize before attempting to detangle another route.

Nodes in a wireless ad hoc network using Warp-5 would also learn the deltatparrival
times for specific routes and recognize the time between the first appeafeanBRREQ packet
for a specific route and the time the arrival rate for that route reducesr¢o An overloaded
node would use its learned time for the changed routes to stabilize beforg thkinext route
detangling step by broadcasting another RREQ packet. The subsequante-discovery
would make use of link-level unicast times and data packet arrival rageh, learned from

recent experience of the nodes in the wireless network.

6.2.3 Preventing Data Packet Loss Due To Noise

Pre-existing noise sources in the wireless communication environment cae ttee loss of
data packets. A weak noise source may not have a measurable effatiagmacket transmis-
sions. A very strong noise source may completely disrupt some links anerpr@uters from
using these links. The problem is most interesting when the noise souecgisarg enough to
interfere with data packet transmissions, but not strong enough to coippletgent the for-
mation of routes in the wireless ad hoc network. Consider the situation in tleestppology
of Figure 6.5.

The noise source in the center of the topology is strong enough to distgptrdffic trans-
mitted at high transmission rates and only partially disrupt data traffic transmittedver
transmission rates due to the greater resilience of modulations at lower traiosrmiges. The
routes were created using a shortest path metric, ignoring proximity to thegtig&r noise
source. Many of the data packets transmitted along these routes areusaiibelost. The
loss of data packets is unnecessary and preventable because d¢rmtteeaunderutilized nodes
available that could carry packets to their destination with smaller likelihoodakgbdoss.

A wireless ad hoc network using Warp-5 could minimize data packet loss inggrghation

learned from experience with link-level unicasts. In a noisy environnikatprobability of a
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Figure 6.5: Square Topology With Poorly Chosen Routes

link-level unicast transmission failing increases in relation to the signalisenatio. The
802.11 MAC wireless hardware automatically retries unicast transmissionfs@derumber
of times until the transmission is acknowledged. The probability of unicastréadnd the
time taken to complete a unicast (whether resulting in success or failurepdeared from
recent experience with link-level unicast transmissions. These far®part of the time-based
routing metric Warp-5 uses to select the next hop when forwarding dake{sa In the square
topology, Nodes 9 and 15 have more than one neighbor available to selda aext hop.
Increasing packet loss from unicasts to Nodes 10 and 16 will increasinmtk cost of using
those nodes. Eventually, the time cost will be greater than the time cost @&rfiing to Nodes

7 and 21, and the data packets will be directed away from the noise source
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6.2.4 Responding To Noise To Minimize Data Packet Loss

Noise sources that dynamically appear in the wireless environment usedvibgless ad hoc
network can also cause the loss of data packets. When the noise sangrett®ng enough to
interfere with data packet transmissions, but not strong enough to coiypletgent the for-
mation of routes in the wireless ad hoc network, the loss of data packetsoeeel inevitable.
Consider the situation in the square topology of Figure 6.6, which showss@stablished

under noise-free conditions and three potential noise sources.
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Figure 6.6: Square Topology Before Noise Source Activation

Suppose that once activated, the noise source in the center of the tpjsoébgpng enough
to disrupt data traffic transmitted at high transmission rates, yet only partisilypd data traffic
transmitted at lower transmission rates. Also, assume the routes were arsiaga shortest
path metric, before the noise sources were activated. When the norsestecome active,
many of the data packets transmitted along these routes would be lost. Thédass packets

is unnecessary and correctable because there are other underuatidaesdavailable that could
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carry packets to their destination with smaller likelihood of packet loss.

A wireless ad hoc network using Warp-5 could minimize data packet loss inggrghation
learned from experience with link-level unicasts when the noise levelggehd he probability
of unicast failure and the time taken to complete a unicast (whether resultingdass or fail-
ure) can be learned from recent experience with link-level unicastrmessions in the changed
environment. These factors are part of the time-based routing metric 3\Masps to select the
next hop when forwarding data packets. In the square topology,d\Nbded 15 have more than
one neighbor available to select as the next hop. Increasing packéditdosunicasts to Nodes
10 and 16 will increase the time cost of using those nodes. Shortly therdhéidime cost
will be greater than the time cost of forwarding to Nodes 7 and 21, and thgdakets will be
directed away from the noise source. This example demonstrates hovhan adtwork using

Warp-5 would adjust to changing environmental noise conditions.

6.3 Experimental Scenarios

This section describes the experimental scenarios used to investigatestaamd congestion

properties described in the previous section.

6.3.1 Preventing Data Packet Loss Due To Router Congestion

The first property to investigate is the prevention of data packet loss dweitier congestion
in wireless ad hoc networks. The exploration scenario for this probleuires that multiple
routes are established in a wireless topology simulation where the shottestgtac results in
router congestion and data packet loss. Warp-5 and AODV congestaidance simulations
run on the static “castle” topology shown in Figure 6.1. The effective conratian radius for
all nodes is 10 meters. The nodes are placed so that the nearest neigte® meters away.
The effect is that the transmission from a node will reach the neighbox abelow, left and
right of the transmitting node.

The nodes in the congestion-avoidance simulations are homogeneousgaiith t@ packet
forwarding capacity and routing queue size. There are three routésctovdr and use during

the simulation: Node 3 to Node 4, Node 2 to Node 5, and Node 1 to Node 6, etivdied
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in that order for all simulations. Four router/radio configurations areimuhe simulations:
AODV on single-radio nodes, AODV on dual-radio nodes, Warp-5 ogleinadio nodes and
Warp-5 on dual-radio nodes. For each router/radio configuratioae teimulations are run,
each with the routes taking a different proportion of the router forwgrdapacity. The offered
load of each route in the “low” simulations is equivalent to 20 percent ofdhter forwarding
capacity, the offered load of each route in the “medium” simulations is equiMal&0 percent
of router forwarding capacity and the offered load of each route in lifgh” simulations is
equivalent to 66.67 percent of router forwarding capacity, makingzemgimulations in all.
The low, medium and high offered loads represent distinctly differengestion behaviors
relative to the router forwarding capacity rather than specific percestddne route discovery
from Node 3 to Node 4 begins at the start of the simulation, the route digcfreen Node 2 to
Node 5 begins 4.0 seconds into the simulation and the route discovery frdenINiw Node 6
begins 8.0 seconds into the simulation. Each source node generatesdats pha constant
rate.

The offered load of the low simulations means that three routes could multiptdetsa
through one or more nodes without packet loss because the combired aad/al rate is still
less than the router forwarding capacity. Only two routes could multiplex tieeeof load of
the medium simulations without loss of packets. The offered load of eaté mouhe high
simulations is large enough to mean that packet loss is minimized when no morexthaode
is used in any single route. Each node has a non-zero time to forwardaasdiit a node to the
next hop on a route, so the first Warp-5 route discovery is free totseleade with the fewest
hops between source and destination. The second Warp-5 routeatiseol have to consider
the effects of the first route when selecting a route that minimizes soumestoation time.
The third Warp-5 route discovery will have to consider the effects of tisetfivo routes when
selecting the route with the smallest source-to-destination time. Depending offictfesl load
offered by each route, the second and third routes may not alwagstiavewest hops in the
simulated topology.

Routers using AODV will always select the shortest visible route, whictisléa intersect-
ing routes regardless of the load offered by the routes involved. Nbsle$6 and 17 in the

castle topology are bottlenecks, suffering loss of data packets wheifféheddoad exceeded
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the router forwarding capacity.

Each simulation in this scenario runs for 120 (simulated) seconds.

6.3.2 Responding To Router Congestion To Minimize Data Packé&oss

The second property to investigate is the protocol’s response to routgestion and the mini-
mization of packet loss in wireless ad hoc networks. The exploration sodaathis problem
requires that multiple routes are established in a wireless topology simulatioa thikeshortest
path metric results in router congestion and data packet loss. Warp-5@D§ Aongestion-
response simulations run on the castle topology with the same effective conatemi@adius
of 10 meters for all nodes. The nodes for the simulations are placed dhéhatarest neigh-
bors are 9 meters away. The effect is that the transmission from a nacieesethe neighbors
above, below, left and right of the transmitting node.

The nodes in the congestion-response simulations are homogeneous waithtoegacket
forwarding capacity and routing queue size. There are three routstatalish and use during
the simulation: Node 3 to Node 4, Node 2 to Node 5, and Node 1 to Node 6. Sinmglatio
run with four router/radio configurations: AODV on single-radio nod&3DV on dual-radio
nodes, Warp-5 on single-radio nodes and Warp-5 on dual-radisn8aedifferent simulations
run for each router/radio configuration with the three different routesogiered in different
orders for a total of 24 simulations in all. The first route discovery bedinkeastart of the
simulation, the second discovery begins 4.0 seconds into the simulation andrtheothe
discovery begins 8.0 seconds into the simulation. Each source nodeagsndata packets
at a constant rate equal to two-thirds of the router forwarding capafitys, any two routes
using the same node send traffic at a combined rate that exceeds thedfogr@apacity of
that node’s router by 33.33 percent, resulting in a 25 percent lossapdakets. Three routes
sharing the name node send traffic at a combined rate twice that of therdangaapacity of
the router, resulting in a 50 percent loss of data packets.

Setting the offered load for each route at two-thirds of router forwgrdapacity means
that expected time to move a packet from source to destination for eachndbeesimulated
topology is minimized when all three routes do not overlap (i.e. no node isinsedre than

one route). Each node has a non-zero time to forward and transmit atomdke next hop
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on a route, so the first Warp-5 route discovery is free to select a natighve fewest hops
between source and destination. The second Warp-5 route discoilehave to consider
the effects of the first route when selecting a route that minimizes soumestoation time.
The third Warp-5 route discovery will have to consider the effects of tisetfvo routes when
selecting the route with the smallest source-to-destination time. Depending ondérein
which the routes were created, the three routes may intersect and resuigested routers in
the simulation topology.

Routers using AODV will always select the shortest visible route, whictidéa intersect-
ing routes and congested routers in the simulation topology, regardless ofdér in which
the routes were created. The nodes 15, 16 and 17 will be bottleneck nbds the shortest
route is selected for more than one of the desired routes.

Each simulation for this scenario runs for 300 (simulated) seconds.

6.3.3 Preventing Data Packet Loss Due To Noise

The third property to investigate is the prevention of data packet loss deéswin the wireless
network environment. The exploration scenario for this problem reqthsmultiple routes
are established in a wireless topology simulation where the shortest path restiiss in data
packet loss due to proximity to a noise source. Warp-5 and AODV noisielaavce simulations
run on the square topology with an effective communication radius for diésiof 10 meters.
The nodes are placed so that the nearest neighbors are 9 metersTaweasffect is that the
transmission from a node reaches the neighbors above, below, lefganhdf the transmitting
node.

The nodes in the noise-avoidance simulations are homogeneous with tegacket for-
warding capacity and routing queue size. There are six routes to estabtiglise during the
simulations. The route discoveries for Node 1 to Node 6, Node 9 to NodedANade 21
to Node 22 begin at the start for the simulation and the route discoveriefie K to Node
8, Node 15 to Node 20 and Node 23 to Node 28 begin 1.0 seconds into thetgamukzach
node generates data packets at a constant rate. A noise source dsgtl@=geometric center
of the topology, between Nodes 11, 12, 17 and 18. The noise sourediigted to cause

a 50 percent loss of 500 byte packets transmitted at 6 Mbits/sec on linksdreihazles 11,
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12, 17 and 18. Two other less powerful noise sources are placed ioamers of the square
topology. These sources are calibrated to cause a 10 percent l066 bf/fe data packets
transmitted at 54 Mbits/sec on the links between the nearest nodes. Simulatiomihr four
router/radio configurations: AODV on single-radio nodes, AODV on-dadio nodes, Warp-5
on single-radio nodes and Warp-5 on dual-radio nodes. For eatdrfradio configuration, one
simulation runs with the default transmission rate of 54 Mbits/sec, and andatihdaton runs
with the default transmission rate of 6 Mbits/sec. The 54 Mbits/sec rate is tlestf892.11g
transmission rate, and it is the rate that is the least resilient to noise. The @ddbitate is the
slowest 802.11g transmission rate, but it is the rate that is the most resilieviséo n

The performance issue explored in these simulations is how many applicatiopadkets
actually arrive at their intended destination. Warp-5 is free to select atteroutes for any
source-to-destination pair as needed using routing information from tieQJRRREP packets
not lost due to noise. AODV will always choose the shortest route amtgite from the
RREQ/RREP control packets not lost due to noise.

Each simulation for this scenario runs for 20 (simulated) seconds.

6.3.4 Responding To Noise To Minimize Data Packet Loss

The fourth property to investigate is the response to hew noise sourddbeaminimization
of data packet loss in the wireless ad hoc network. The explorationrscdoathis problem
requires multiple route discoveries in an initially noise-free wireless topolmgylation envi-
ronment. Once the routes were established and data traffic was movingtittreunetwork,
multiple noise sources are then activated. Warp-5 and AODV noise-injesitimnlations run
on the square topology with an effective communication radius for all notié® meters.
The nodes are placed so that the nearest neighbors are 9 metersTaeasffect is that the
transmission from a node reaches the neighbors above, below, lefgandf the transmitting
node.

The nodes are homogeneous with regard to packet forwarding capaditsouting queue
size. There are six routes to establish and use during the simulations. (thediscoveries
for Node 1 to Node 6, Node 9 to Node 14 and Node 21 to Node 22 begin atattefor the

simulation and the route discoveries for Node 7 to Node 8, Node 15 to Noaded?Node 23 to
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Node 28 begin 1.0 seconds into the simulation. Each node generates dadis gd@ constant
rate. A noise source is placed at the geometric center of the topology,dreNesles 11, 12, 17
and 18. The noise source is be calibrated to cause a 50 percent |dX3 lofteé packets trans-
mitted at 6 Mbits/sec on links between Nodes 11, 12, 17 and 18. Two othgxdessful noise
sources are placed in two corners of the square topology. Thesmsaue calibrated to cause
a 10 percent loss of 500 byte data packets transmitted at 54 Mbits/sec orkthiediween the
nearest nodes. The three noise sources activate 4.0 seconds intouteien. Simulations
run with four router/radio configurations: AODV on single-radio nod&3DV on dual-radio
nodes, Warp-5 on single-radio nodes and Warp-5 on dual-radiosndé@ each router/radio
configuration, one simulation runs with the default transmission rate of 54 feitisand an-
other simulation runs with the default transmission rate of 6 Mbits/sec. The H4/stx rate
is the fastest 802.11g transmission rate, but the least resilient to noise vehiidthits/sec rate
is the slowest 802.11g transmission rate, and the most resilient to noise.

The performance issue explored in these simulations is how many applicatéiopatikets
actually arrive at their intended destination. Warp-5 is free to select atteroutes for any
source-to-destination pair as needed using routing information learmiuydie initial route
discoveries. AODV will always choose the shortest routes betweaneand destination.

Each simulation for this scenario runs for 20 (simulated) seconds.

6.4 Simulation Results and Discussion

This section contains descriptions of the simulation results related to managsegamol con-
gestion in wireless ad hoc networks. There are several problems eapiothe simulations.
The first problem concerns the prevention of data packet loss due topeproute construc-
tion. The second concerns the response to router congestion wheunris othe third concerns
the construction of routes in a noisy environment to minimize data packet logsha fourth
concerns the response to noise that arises in the wireless environteenbates have been

established.
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6.4.1 Preventing Data Packet Loss Due To Router Congestion

The objective of the congestion-avoidance simulations was to show thatS\aould effec-
tively prevent router congestion and packet loss in wireless ad hooretwrigures 6.7, 6.8
and 6.9 plot application data packet arrival rate over time throughout xsdénd simula-
tion runs. The packet arrival rate was sampled every 1/10 of a (simukdednd. Both Warp-5
and AODV used expanding ring searches with identical interval and tintieetparameters to
find initial routes. Each router forwarded packets as an exponentiedrsgith a mean service
capacity of 50 packets per second (i.e. an average of 0.02 secamgeheackets). For the
low offered load simulations, each source node generated 500-bytpatets at a constant
rate of 10 per second. For the medium offered load simulations, eactesoode generated
500-byte data packets at a constant rate of 20 per second. For theffieightl load simulations,

each source node generated 500-byte data packets at a constahBRa83 per second.
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The plots of data packet arrival rates for three routes as a functitimefare shown for
AODV in Figure 6.7(a) and for Warp-5 in Figure 6.7(b) for the low offiétead simulations
using single-radio and dual-radio nodes. With the total offered load éottitee routes being
less than the router forwarding capacity, all three routes can sharedfest path from source
to destination in Warp-5. For AODV, the shortest path was sufficientlifthire routes without
router congestion. All four router/radio configurations maintained a tetal packet arrival rate
of 30 packets per second in the 120-second simulation run. The routeeligdor the third
route under AODV on single-radio nodes conflicted with the surge ofgiadkitially buffered
from the second route, delaying the completion of the third route discovifiytas visible in
the figure. If the offered load is low enough, as they were in this simulati@np¥y selected the
shortest route. Castle topologies for AODV in Figure 6.7(c) and for V&airpFigure 6.7(d)
show typical routes from the low offered load simulations. The routesteeldsy AODV and
Warp-5 in the low offered load simulations deliver data packets at the samand are not
significantly different.

The plots of data packet arrival rates for three routes as a functiimefare shown for
AODV in Figure 6.8(a) and for Warp-5 in Figure 6.8(b) for the medium &teload simula-
tions using single-radio and dual-radio nodes. The total offered |oaallftihree routes was 60
data packets per second. AODV chose the shortest path for all thresesyavith some routers
receiving data packets at a rate that exceeded their forwardingitsapbonly 50 packets per
second. With the medium offered load, AODV fell short of the offeredilbs 10 packets
per second. For the Warp-5 simulations, the router forwarding capaesgyhwgh enough for
Nodes 15, 16 and 17 to support the first two routes with minimal time cost. Therthite
did not intersect the previous two routes at all, resulting in a sustained aektetparrival rate
that matched the offered load of 60 packets per second. Castle topolog@®DbV in Fig-
ure 6.8(c) and for Warp-5 in Figure 6.8(d) show typical routes fronmtledium offered load
simulations.

The plots of data packet arrival rates for three routes as a functitimefare shown for
AODV in Figure 6.9(a) and for Warp-5 in Figure 6.9(b) for the high offéfoad simulations
using single-radio and dual-radio nodes. With each of the three rouwjesing more than

half of the router forwarding capacity, none of the three routes cowddesa router without
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Figure 6.8: AODV and Warp-5 Data Packet Arrival Rates For Mediufiei@fl Load Simula-
tions

losing data packets. AODV on dual-radio nodes chose the shortestquadh three routes,
with some routers receiving data packets at a rate that exceeded therdorg capacity of
only 50 packets per second. With the high offered load, AODV on dufibnaodes lost data
packets at a rate of 50 packets per second.

AODV on single-radio nodes actually outperformed AODV on dual-radideso The of-
fered load of the first two routes repeatedly thwarted route discovemnptitefor the third
route, reducing the total data packet arrival rate for almost 50 seciomal the simulation.
The eventual completion of the third route discovery resulted in a route ithabd share any
nodes with those used by the first two routes. This example clearly illustrate @DV im-
plicitly handles congestion. AODV interpreted the highly congested rousetdaavn” during

the third route discovery and appropriately found a route that avoidedothgested routers.
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However, because the handling of router congestion is implicit, the useeaafoaa radio ac-
tually makes route discovery worse—AODV wouldn’t notice that some rswtex congested
and would continue to assign new routes to congested routers. By explicidgumieg and
considering congestion delays, Warp-5 much more adeptly handled tiee congestion.

The total data packet arrival rate for these three routes was 83.3paltdtats per second,
falling short of the offered load by 16.66 data packets per secondjimle-radio AODV still
outperformed AODV on dual-radio nodes. Warp-5 managed the highedffeads by finding
separate routes that did not share any nodes. The dual-radio gatifigiof Warp-5 found the
three routes slightly faster than Warp-5 on single-radio nodes, but bath-B/configurations
found routes whose total data packet arrival rate matched the totat¢dflead of 100 data
packets per second without data loss. Castle topologies for AODV in Figué&) and for

Warp-5 in Figure 6.9(d) show typical routes from the high offered loaniktions.
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Figure 6.10: Preventing Router Congestion.

The results of the individual congestion-avoidance simulations for baitoguls using
single-radio and dual-radio nodes are shown in Figure 6.10. The \extisas the number of
application data packets delivered during the simulation. AODV and Wamp-$ngle-radio
nodes and dual-radio nodes delivered about the same number of dk&ispia the low load
simulations. With the offered load of each route requiring only 10 packetsguend, the use
of single- or dual-radio nodes was not significant for either protoaolthé medium offered
load simulations, AODV added a third route that intersected the previoussraetulting in
router congestion and data packet loss. Warp-5 outperformed AODAHbNg a third route
that did not compete with the previous routes for router resources. AODYingle-radio
nodes outperformed AODV on dual-radio nodes in the high load simulatiaidydth were
outperformed by Warp-5 on single-radio nodes or dual-radio nodgsled@ning the router
forwarding time cost of previously established routes, Warp-5 was abigetthis information
to select sensible routes that could deliver data packets at the same yatetaeffered in all
three situations.

The results of the congestion-avoidance experiments shows the feasitulitisafulness of

learning router forwarding time cost from recent experience with atiretwork conditions in
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avoiding router congestion in wireless ad hoc networks and improving distdkapplication

throughput consistent with the thesis of this dissertation.

6.4.2 Responding To Router Congestion To Minimize Data Packé.oss

The objective of the congestion-response simulations was to show that3/éauld effectively

respond to router congestion bottlenecks as they arise in wireless adtharks. Figures 6.11

and 6.12 plot application data packet arrival rate over time throughouths&cond simula-

tion runs. The packet arrival rate was sampled every 1/10 of a (simukdednd. Both Warp-5

and AODV used expanding ring searches with identical interval and tinfieet@arameters to

find initial routes. Each source node generated data packets at antoagteof 33.33 packets

per second (0.03 seconds between packets). Each router fodyzadkets as an exponential

server with a mean service capacity of 50 packets per second (0.G#Isdmetween packets).

Total data packet arrival rate (packets per second)

<

T T

AODV one radio 123 ——
140 - AODV one radio 132
AODV one radio 312
AODV one radio 213
AODV one radio 231

120

100

80 -

60 -

40

% ‘/‘ﬁ»&«’;ﬁf‘{;f‘vﬁ\ﬂv A

1 1 1
0 50 100 150 200 250
Time (seconds)

(a) AODV on single-radio nodes

O—® ©
ey
@@—'Q—— ONO.
ONONONONONONO)
ONONONONONONO)

(c) Typical AODV routes

300

Total data packet arrival rate (packets per second)

T T
Warp-5 one radio 123 ——
140 | Warp-5 one radio 132
Warp-5 one radio 312

Warp-5 one radio 213
Warp-5 one radio 231

100 | it f el

1 1 1 1 1
0 50 100 150 200 250 300
Time (seconds)

(b) Warp-5 on single-radio nodes

R

i ;
OO O OnOnC e

(d) Detangled Warp-5 routes
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The total data packet arrival rates as a function of time are plotted fardiiter congestion
tests for AODV on single-radio nodes in Figure 6.11(a). In the AODV simulati@ne test
found a route within a couple of seconds and started sending buffaefs through the
network at the maximum forwarding rate of 50 packets per second. Tpleaon packet
arrival rate for this test and the other five tests was quickly reducedeblptis of application
data packets due to route discovery packets contending for the sameinputequeues. The
tests took between 40 and 60 seconds to find routes for all three sdbesteation pairs. The
delay in some of the tests finding the right route was the result of repeatedt¢olattempts
due to the inability to get RREQ and RREP packets past the congested rdutenesult is a
data packet arrival rate plot that is far below the expected rate ofd@fsaper second for much
of the simulation. The castle topology of Figure 6.11(c) shows the routdbdaingle-radio
AODV simulations.

Figure 6.11(b) shows the simulation results for Warp-5 on single-radiesiodith con-
gested routers, detangling RREQ and RREP packets either took longer éthmough the
network or got dropped by some nodes, which slowed the detanglingggo€he route detan-
gling caused the high variability in data packet arrival rates in the eartyop#tie simulation.
One of the fives tests, actually had the routes detangled correctly a femdsdato the simula-
tion, but because it lacked sufficient experience to estimate how long ipaxxket arrival rates
to stabilize after a route change, prematurely continued to change rodtesmtimued detan-
gling until it returned to the correct route detangling about 150 secortdgtie simulation.
Once routes were detangled, the average data packet arrival camdeonsistent with the
data packet generation rate of 100 data packets per second. Theingnvaiiability after the
route detangling was due to the exponential service process of thes.oliter castle topology
of Figure 6.11(d) shows the detangled routes for the single-radio W/anmulations.

The total data packet arrival rates as a function of time are plotted in FégL2¢a) for five
router congestion tests for AODV using dual radios. In the AODV simulaticnge discovery
is much faster with all three routes in all five tests completed in the first 10 dedmtause
the RREQ and RREP packets could move through the network without contémtinrdata
packets for router input queues. The variability in application data packietl rates once

routes were established is due to the exponential service function in ttex foowarding
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Figure 6.12: AODV and Warp-5 Data Packet Arrival Rates For Routergéstion Problems
(dual-radio nodes).

times. AODV on dual-radio nodes found the same routes as AODV on siadle-nodes,
but the dual-radio configuration performed better because the RREQRE® packets could
move through the network faster on dual-radio nodes. The castle topofdgigure 6.12(c)
shows the routes for the dual-radio AODV simulations.

Figure 6.12(b) shows the results for Warp-5 using dual radios. With lihigyato move
RREQ and RREP packets through the network unaffected by congestethgdut queues, all
five tests found stable routes faster than Warp-5 on single-radio ntédse routes with a total
packet delivery rate of 100 data packets per second took betweemlldbaut 70 seconds to
find, including time for initial route discovery. The higher variability in datakg@rrival rates
between 10 and about 70 seconds is due to changing routes duringlohetas the network
tried different routes. Any variation after that point in time is due to expbakservice rates
in the individual routers. The castle topology of Figure 6.12(d) showsd@ngled routes for

the dual-radio Warp-5 simulations.
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Figure 6.13: Adjusting to Router Congestion.

The results of the individual congestion-response simulations for botbqwls using sin-
gle and dual radios are shown in Figure 6.13. The vertical axis is the mushlag@plication
data packets delivered during each simulation. The horizontal axis idertiéerder of route
discovery in each test. AODV with dual radios slightly outperforms AODV myle-radio
nodes because the route discoveries were not affected by preafficsitrthe dual-radio con-
figuration. AODV with either radio configuration found the shortest rowgéwvieen source
and destination regardless of existing data traffic. Warp-5 on singie-nadies outperformed
AODV in all five test cases, demonstrating that the detangling algorithm vewess when the
propagation of RREQ and RREP packets is hampered by congestedraep-5 on dual-
radio nodes consistently outperformed Warp-5 on single-radio nodks@bV with single-
or dual-radios.

The superior performance of Warp-5 is attributable to its ability to learn asplorel.
Routers learn the order in which routes were created and share wifigretended) route
creation orders during detangling to coordinate detangling efforts withiadh®oc network.
Individual routers learn their own data packet arrival rates froreméy received unicasts, and

when congested, can alter routes as needed. Routers also learn ateasftimoav long it takes



102

for a route alteration to stabilize with the ad hoc network as part of the cadedimoute detan-
gling effort. Warp-5 learned from recent learned experience witteroreation and congestion
levels to deal with router congestion in a heavily-used network environment.

The results of the congestion-response experiments shows the feasimllitsefulness of
learning router forwarding time cost from recent experience with atimetwork conditions to
adjust existing routes in wireless ad hoc networks to correct for roategestion and improve

distributed application throughput consistent with the thesis of this dissertation

6.4.3 Preventing Data Packet Loss Due To Noise

The purpose of the noise-avoidance simulations was to show that Wanplébrainimize data
packet loss by building routes for an ad hoc network operating in a noissoement. Figures
6.14 and 6.15 plot application data packet arrival rate throughout trs2@ind simulation
runs. The packet arrival rate was sampled every 1/10 of a (simulatedhd. Both Warp-5 and
AODV used expanding ring searches with identical interval and time-tgelvameters to find
initial routes. Each source node generated data packets at a coastanit 33.33 packets per
second (i.e. 0.03 seconds between packets). Each router forwzadkekts as an exponential
server with a mean service capacity of 10,000 packets per second (081&€conds between
packets), which allowed the routers to potentially share all the routes in tregestppology
without becoming congested. The simulations remain valid because the cornfigred load
of all routes did not approach the maximum packet flow rate for any urti@asmission rate,
much less the high forwarding rate of the routers.

Figure 6.14(a) shows the simulation results for AODV where the defaukrnesion rate
was 54 Mbits/sec. AODV on single- or dual-radio nodes performed pdmbause the 54
Mbits/sec transmission rate was very susceptible to noise. The single-cadiguration was
able to establish and use only two of the six routes. The powerful noiseesatithe center of
the topology prevented the completion of most of the route discoveries dusstof RREQ and
RREP packets. The dual-radio configuration was able to establish alligestdut the routes
were built using the shortest path metric, which resulted in routes passimgheepowerful
central noise source and significant loss of data packets due to thkahjiyo The data packet

delivery rate for AODV in either configuration was only 7 to 10 packetsggeond out of a
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Figure 6.14: AODV and Warp-5 Data Packet Arrival Rates For 54 Mlgtsis a noisy envi-
ronment.
total offered load of 200 packets per second. The square topoldggwfe 6.14(c) shows the
routes for the single-radio and dual-radio AODV simulations for the 54 Mieitstf@ansmission
rate.

The simulation results for Warp-5 using a default transmission rate of 54 fgixitappear
in Figure 6.14(b). Warp-5 was able to establish all six routes despite the, ratisough the
dual-radio configuration did so slightly faster than the single-radio coraigun. In both cases,
Warp-5 raised the data packet arrival rate to match the offered loa@0gb&ckets per second.
It did so by finding better unicast transmission rates and selecting bettehogs from ex-
perience gained during forwarding. The improved data packet hréta continued to vary
throughout the remainder of the simulation. The square topology of FigLir(dj shows the
improved routes for the single-radio and dual-radio Warp-5 simulationthéob4 Mbits/sec

transmission rate.
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Figure 6.15: AODV and Warp-5 Data Packet Arrival Rates For 6 Mbitsifs@ noisy environ-
ment.

Figure 6.15(a) shows the simulation results for AODV where the defaulrmession rate
was 6 Mbits/sec. AODV on single-radio nodes was able to establish all si@s;dout two of
the routes were in close proximity to the powerful noise source at the cafntiee topology,
which resulted in the loss of half the packets on those two routes. The ttagbaeket arrival
rate for AODV on single-radio nodes was about 150 packets per deé@DV on dual-radio
nodes also established all six routes, but three of the routes were aeaarinal noise source
and half the data packets on three routes were lost, which reduced tipadkgd arrival rate to
less than the rate experienced with the AODV single-radio simulation. Theeddlata packet
arrival rate experienced in the dual-radio AODV simulation was due to thegrbitrary choice
of three routes with nodes in close proximity to the central noise source arad islated to
the use of single- or dual-radio nodes. The square topology of Figui&(d) shows the routes

for the single-radio and dual-radio AODV simulations for the 6 Mbits/sec tnégson rate.
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The Warp-5 plots of Figure 6.15(b) shows the higher data packethrete for Warp-5
with single- or dual-radio nodes. Warp-5 on single-radio nodes wastatdstablish all six
routes, and raised the data packet arrival rate to 200 data packetsgoad by finding better
unicast transmission rates and selecting better next hops from exgegained during packet
forwarding. The improved data packet arrival rate continued to vaoutfhout the remainder
of the simulation. Warp-5 on dual-radio nodes was able to establish routeswéat faster
using the second radio and succeeded in establishing all six routesising the data packet
arrival rate to about 200 packets per second to match the total offeadd Tthe data packet
arrival rate also continued to vary throughout the remainder of the simulgigure 6.15(c)
shows the routes for the single-radio and dual-radio Warp-5 simulatiorthdéos Mbits/sec
transmission rate in the square topology.

Both the AODV plots show a stable data packet arrival rate, while the \Batpts are more
variable. The intermittent drops and rises in the Warp-5 data packedlasates are caused by
random and transient asymmetries between the data packet arrivaldatesalata packet for-
warding rate at the MAC layer for nodes in the wireless network. Suckymmetry may arise
when there are many packets arriving at an intermediate wireless node hith forwarding
rate. In forwarding a packet to the next hop, the MAC 802.11 randgurarential backoff used
to control access to the communications medium sometimes chooses a largié taokeer,
which means a longer wait to transmit the packet to the next hop. The simulaaaoval of
many packets to the same node during the backoff would delay the decregnefrtie back-
off counter, further preventing the forwarding transmission while inconpiagkets continue
to arrive and get added to the outgoing packet queue in the MAC card. MARC outgoing
packet queue would quickly fill to capacity and further outgoing packetsldvget dropped
at the MAC layer. The delay in transmitting the packet at the front of the ejappears as a
drop in the data packet arrival rate in the Warp-5 plots. Eventually, th€ Né&er does trans-
mit the packet and succeeds in transmitting the other packets in the queuly feickuse of
small random backoff counters used for the later packets. This effgears in the plots as
the immediately following increases in data packet arrival rates. Unfdelyndecause data
packets were dropped from the outgoing MAC queue, the subsequesages in data packet

transmissions from the node never compensate for the lost packets, redietes the total
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number of data packets delivered to their destination node. These MACdsymmetries
occur randomly and are transient. They do not become less likely over time.

The AODV and Warp-5 routers used the same MAC layer implementation, bdQBg/
simulations did not suffer from this random asymmetry because none ofabd/Aimulations
ever sent a high enough offered load through any intermediate nodegdtence the effect.
The AODV simulations never sent the traffic for more than two routes thranglntermediate
node. The Warp-5 simulations sent as many as four routes of trafficghismame intermediate
nodes to avoid noise. The internal forwarding speed of the routersnees than fast enough
to handle the offered load from all six routes, but the offered load fasrfew as three routes

was sufficient to cause the asymmetry to occur in the simulations.
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Figure 6.16: Preventing Data Packet Loss In Noisy Environment

The results of the individual noise-avoidance simulations for both pri#osing 6 Mbits/sec
and 54 Mbits/sec as the default transmission rate are shown in Figure th&6.eftical axis
is the number of application data packets delivered over the course ointbéagon. The
horizontal axis identifies the initial (or for AODV, fixed) link-level transmidssrate. AODV
on single-radio nodes outperforms AODV on dual-radio nodes for thveestoand most noise-

resilient transmission rate, because of the effects of noise on routeeligcdODV with the
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fastest transmission rate performed the worst, on single-radio nodealeradlio nodes. Warp-
5 used the ability to make routing decisions based on recent learned exgeniih link-level
unicasts to outperform AODV overall in dealing with multiple heterogeneoigersources in
the communication environment, despite the occasional transient asymmetgehgtacket
arrival rate and packet forwarding rate.

The results of the noise-avoidance experiments shows the feasibility afulness of
learning link-level time cost from recent experience with recent linkHan&asts in avoiding
noisy links in wireless ad hoc networks to improve distributed application timmutgonsistent

with the thesis of this dissertation.

6.4.4 Responding To Noise To Minimize Data Packet Loss

The purpose of the noise-injection simulations was to show that Warp-5 ounlthize data
packet loss by making better routing decisions for a wireless ad hoc netm@n noise is
introduced into the wireless environment. Figures 6.17 and 6.18 plot applicia packet
arrival rate throughout the 20-second simulation runs. The packealarate was sampled
every 1/10 of a (simulated) second. Both Warp-5 and AODV used expgmohg searches
with identical interval and time-to-live parameters to find initial routes. Eachcgonode
generated data packets at a constant rate of 33.33 packets per §ecdh@3 seconds between
packets). Each router forwarded packets as an exponential sétlver mean service capacity
of 10,000 packets per second (i.e. 0.0001 seconds between paakéth)allowed the routers
to potentially handle the total offered load of all the routes in the square wpalithout
becoming congested.

Figure 6.17(a) shows the simulation results for AODV where the defaulrmession rate
was 54 Mbits/sec. In both the single- and dual-radio configurations, tagedaket arrival rates
for both protocols were identical, briefly leveling off at 200 data packetspcond before the
noise sources were activated 4.0 seconds into the simulation. The da&t pacial rates for
AODV dropped off sharply when the noise sources became activeedalj only 7 to 10 data
packets per second out of a total offered load of 200 data packetepend. The dramatic
drop off in data packet arrival rates in the AODV simulations is due to thsistent use of

54 Mbits/sec as the only unicast transmission rate, which was the most Sbiscapnoise.
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Figure 6.17: AODV and Warp-5 Data Packet Arrival Rates For 54 MigitsResponse to Noise.

The powerful noise source at the center of the topology caused mtyst data packet losses.
The simulation results for Warp-5 shown in Figure 6.17(b) also reflecaagdhin data packet
arrival rates when the noise sources became active. Warp-5 adapgtexinew noise sources
by changing unicast transmission rates and making different routingiatesithrough links
less affected by noise. The Warp-5 plots show the data packet aateateturning to a level
near 200 data packets per second, close to the total offered loadafi@kilty in the Warp-5
plots is explained by occasional transient asymmetry between packetl aate and packet
forwarding rate of intermediate nodes. The square topology of Figur&d.4hows the routes
for the single-radio and dual-radio AODV simulations for the 54 Mbits/sectrassion rate.
Figure 6.18(a) shows the simulation results for AODV where the defaulrmession rate
was 6 Mbits/sec. In both the single- and dual-radio configurations, thepdaket arrival rates
for both protocols were identical, briefly leveling off at 200 data packetspcond before the

noise sources were activated 4.0 seconds into the simulation. The da&t pacial rates for
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Figure 6.18: AODV and Warp-5 Data Packet Arrival Rates For 6 MbitsReEsponse to Noise.

AODV dropped off less sharply when the noise sources became attiegring only half of
the packets passing through routes near the powerful noise sourczgeriter of the square
topology. The total data packet arrival rate after the noise sourcesagévated in the AODV
simulations was around 150 data packets per second out of a totaldolibere of 200 data
packets per second. The reduction in the data packet arrival ratssponds to the calibrated
strength of the central noise source and the use of 6 Mbits/sec as thatunaesmission
rate for AODV. The powerful noise source at the center of the topole@gsed most of the
data packet losses in the 6 Mbits/sec simulations. The simulation results forS/g¢uguyn in
6.18(b) also reflect a change in data packet arrival rates when k& smurces became active.
Warp-5 adapted to the new noise sources by changing unicast transmatgis and making
different routing decisions through links less affected by noise. Thgp\Waplots show the data
packet arrival rate returning to a level near 200 data packets pargerose to the total offered

load. The variability in the dual-radio Warp-5 plot is due to two occurremnédbe transient
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asymmetry between packet arrival rate and packet forwarding ram¢enediate nodes. The
square topology of Figure 6.17(d) shows the routes for the single-aadiaual-radio Warp-5

simulations for the 54 Mbits/sec transmission rate.
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Figure 6.19: Adjusting to Noise.

The results of the individual noise-injection simulations for both protocatgu&Mbits/sec
and 54 Mbits/sec as the default transmission rate are shown in Figure 6H© veftical
axis is the total number of data packets delivered during the simulations. orizefital axis
identifies the initial (or for AODV, fixed) link-level transmission rate. AOD¥ing the least
noise-resilient rate of 54 Mbits/sec suffered the worst performasoeg either single- or dual-
radio nodes. AODV was more successful using the most noise-resikgrsinission rate of 6
Mbits/sec using either single- or dual-radio nodes, but was still unableafat &althe new noise
conditions. Warp-5 offered better performance than any AODV cordign, because of the
ability to change transmission rates and routes in response to noise. Hramexquts show that
Warp-5 on single-radio nodes offered slightly better performance thamp\8/on dual-radio
nodes in responding to new noise sources, but the outcomes canrmidigeced conclusive
because of transient MAC-level arrival and forwarding asymmetriasdbcurred during the

simulations. What is clearer from these experiments is that Warp-5 on simgtk:al-radio
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nodes used the ability to make transmission rate and routing decisions bassdohlearned
experience with link-level unicasts to outperform AODV overall in dealintipwhe introduc-
tion of multiple heterogeneous noise sources into the wireless environment.

The results of the noise-response experiments shows the feasibility efathess of learn-
ing link-level time cost from recent experience with recent link-level asiis to adjust routes as
noise sources are introduced into wireless ad hoc networks to improvibutistt application

throughput consistent with the thesis of this dissertation.

6.5 Summary and Key Findings

The simulations presented in this chapter were designed to show that thadezapabilities
of Warp-5 are useful and feasible in managing noise and router cimg@s wireless ad hoc
networks. The congestion-avoidance simulations showed that Warpkdbmevent the loss of
application data packets by constructing routes that avoided congestedsrand minimized
the time taken to get packets through the wireless network in an environmerg e routers
were congested. The congestion-response simulations showed that¢h@arp-5 detangling
algorithm could correct router congestion by making new routing decidimatsselectively
considered or ignored the effects of other routes in the network anddsnang the effects of
individual route changes on the network. The noise-avoidance simudatimwed that Warp-5
could build routes in a wireless ad hoc network that avoided existing noiseeand in so
doing, prevent the loss of application data packets moving on those raties.oise-injection
simulations showed that Warp-5 could respond to the introduction of new soisrces in a
wireless environment by making different forwarding decisions basemformation gained
from experience from the effects of noise sources on link-level stéca

The properties investigated in this work that affect data throughput in wgeld hoc net-
works are noise and router congestion. The approach to minimizing tteseffenoise and
router congestion has been to apply machine learning techniques to hies ave formed and
how forwarding decisions are made. The key findings of this work afellasvs:

The time-based routing metric introduced in Section 3.6 has been demonstiagaasieful

in making routing decisions in wireless ad hoc networks that are superiae thabsic shortest
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path routing metric. Combining the probability of packet loss and unicastniaa®n time as

effects of noise with router overhead into a single metric allowed routersoid data packet

loss from router congestion and noise as well as to respond effediiveduter congestion and
new noise sources that occur in wireless networks.

A “detangling” algorithm that alleviates router congestion by iteratively givamone route
at a time in a wireless ad hoc network works in simulated topologies that mayt nefide
world situations where nodes need to communicate through intermediate nathedlé@mging
environments. The selective use of recent router overhead infornfati@@me routes while
deliberately ignoring the same information for other routes allows an ad hetesdr network
to solve its own congestion problems and minimize the loss of data packets.

The ad hoc network using Warp-5 acts as a distributed agent in resgaiediauter con-
gestion. Individual nodes may experience congestion, but the detgragiiions acting on the
network as a whole are coordinated through the route ordering informetiatained in the
detangling RREQ packets.

The detangling algorithm will work in less-than-ideal environments, as shiowhe con-
gestion experiments using only single-radio nodes. Not all the nodes inidiméty of the
congested router(s) have to get the detangling RREQ and RREP packetkadathe detan-
gling work to alleviate router congestion. Perfect communication of detangtintyol packets
is not a requirement for the successful alleviation of router congestion.

The action taken by a node to alleviate router congestion may or may not haféeat
that becomes apparent to the node. RREQ and RREP packets havedgateofhrough the
network, routers in the nodes have to change their forwarding choimksther nodes have
to notice the changes in offered load for specific routes. All of these ghizke time, and
knowledge of how long these things take is critical. Waiting too long allows datkepsto
get dropped by congested routers when further corrective actiod t@ taken. Acting too
soon will result in either changing routes that don’t need to be changetiamging routes
based on transient conditions that do not reflect the stable state of trecatktwork. The
router congestion experiments have demonstrated that routers canregstinaate of the time
between the initiation of a detangling action and the time the route actually change®to

stable state to make distributed multi-step detangling actions work effectively.
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The individual node is the agent in managing noise. Experience with trédo&revel
unicasts, whether successful or otherwise, is used as part of thenibyaily calculated routing
metric used to make forwarding decisions. These decisions are made witmodeend are
not distributed. Forwarding decisions based on noise experienceeaefdie faster than the
distributed actions taken to alleviate router congestion.

Nodes that use one radio to transmit data packets and another radio toitremging
control packets can propagate the routing control information fastemane effectively than
routers using only one radio for both. The result is shorter latency leetiree initial route
discovery broadcast and the availability of a viable route. This propetybleen shown to be
true for both AODV and Warp-5. However, a routing protocol that wseshortest path routing
metric will work better on single-radio nodes in a noisy or congested enwvieot, because the
routing control packets tend to get lost near noise sources or drdppedngested routers,
which results in routes that do not go near the affected nodes.

Random and transient asymmetries between data packet arrival ratescket forwarding
rates at the MAC layer may cause a loss of data packets in an intermediatemedi¢éhe data
packet arrival rate is high enough. Increasing the internal forwgrspeed of the routers does
not alleviate the problem, instead it increases the likelihood of occurr@hese asymmetries

are an artifact of the 802.11 Distributed Coordination Function (DCF).
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Chapter 7

Current Status and Future Work

Wireless ad hoc networks can be formed from any number of availablesrentt can be tai-
lored to a wide variety of specific applications in home, industrial or military emrents.

Wireless ad hoc networks can be rapidly deployed and reconfiguredutithe installation

and maintenance costs of a network infrastructure. Due to their distribateden wireless
ad hoc networks can withstand node loss or communication failure in hostileements,

whether due to battlefield scenarios, disaster relief situations, potentiallydwas industrial
environments, or even benign causes of failure.

The strengths of wireless ad hoc networks that make them so versatile encrshtpasted
with the weaknesses inherent in wireless communication. Wireless links scepible to
noise or interference, which undermines the reliability of communication betweées. The
physical layer defines how bits in messages are able to be represeditegiesmitted. Medium
access control protocols determine when nodes in the network can transssiages to other
nodes. Wireless links do not have the capacity to match their wired courterfraus while
processor speed has continued to increase, it is the constraints of/giegbland MAC layers
that determine the data packet forwarding capabilities of a wireless acchwonk. Distributed
applications that exchange large amounts of video, audio or sensoreatataeln nodes in a
wireless ad hoc network need to make the best use of the available rop#dailitees. The
need to exchange of large amounts of data through wireless links emgghémzienportance
of well-constructed routes in a wireless ad hoc network.

The Warp-5 routing protocol was designed to manage noise and routgestaon in wire-
less ad hoc networks with the goal of minimizing the time data packets spend betougee

and destination nodes. Warp-5 accomplishes its goal by decomposing khattas set of
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learning problems and corresponding optimization algorithms. The time to compliete a
level unicast and the probability of link-level unicast failure are nesmgsgsputs to the Warp-5
routing metric. Nodes in the ad hoc network estimate the time required to completdevihk
unicast from recent experience gained from observations of theenwhletransmissions done
by the MAC layer at different transmission rates. Nodes also learn thapilay of link-level
unicast failure from recent experience sending unicast packettifispmeighbors. To man-
age congestion, each node tracks the data packet arrival rate fiagairecent experience) for
different routes to be able to recognize its own congestion and changteried load level for
specific routes. Routers learn time-to-destination estimates for differegitbues as part of
the route discovery process. The time-to-destination estimates are baseddarp-5 routing
metric, which is based on current offered loads, the time required to contipletevel uni-
casts and the probability of link-level unicast failure. Routers also haestimate the time
between cause events and later effect events as routes are modifestl @fstipe route detan-
gling algorithm to alleviate router congestion. The use of information leanoedthe wireless
ad hoc network allows Warp-5 to manage noise and router congestioiticoadhat could not
have been predicted beforehand.

Warp-5 currently has been validated using a simulator written by the autbothef im-
provements to the protocol would extend it to cover varied Quality of Seremgarements and

demonstrate the scalability of the protocol.

7.1 Detecting Link Failure

In noisy environments, the likelihood of packet loss from a transmitting node teeighbors
increases as the level of noise increases. Thus, the failure of a simgéesuis not sufficient
evidence of link failure. Even when multiple links are available, all alternatiay be prone
to unicast failure to various degrees. The challenge, then, is to deciele avlink has failed.
Learning mechanisms that calculate things like probability of packet estmated time to
destination or average packet arrival rates use numerical informaaois#valuative but not

instructive Evaluative information about one option, like a time-to-destination estimate, has
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no value by itself. Evaluative information about one option can only be coedpa evalu-

ative information about another option in order to make a decision. Calygeisstructive

information about one option has value by itself. Unfortunately, no magiceharésm exists
that can inform its upstream neighbor that the link between the two is novebnekhout re-

quiring feedback in the form of further transmissions. To save on addltmymmunication,
the upstream node has to make that determination on its own. Standardamingeouting

protocols and transmission rate selection algorithms use arbitrary decisihs¥ikmany suc-
cessive unicasts have to fail before the upstream node infers linkdailigarning algorithms
cannot determine that a link has failed from evaluative information aloné. failure can only

be inferred using criteria applied to evaluative information. The criterid tseetermine link
failure may be application specific.

A future research effort for detecting broken links would involve figdishat externally
set criteria best correspond to actual link failures. Experimentation withedately broken
links in simulated topologies with nodes using arbitrary link-failure criteria woeNéal how
well different criteria compare in detecting failed links in terms of speed aodracy of de-
tection. Different criteria would also have to be considered for diffeagplication-specific
performance requirements. The results would remove the arbitrarinessrent link-failure
criteria for wireless networks.

A second issue for investigation is how to best repair a broken link. An indieteenode
may be able to detect a broken link, but a repair would require some satitef re-discovery.
The options for route repair by an intermediate node would include a logairrer a global
repair. The local repair would continue to route data packets throughttrenediate node that
discovered the broken link, even if the repaired route is not the mosteeffiecnder the changed
network conditions. A global repair could result in an altogether differeate that does not
use the node that first detected the broken link. An upstream neighboséstlo the broken
link, but it would only be able to report the problem through route requestisnot actually
fix the problem with new routing information that is available from route replgkpts. The
propagation of route requests takes time to move through the network airdy that time, the
data packets moving to the broken link are not arriving at their destinatiownBtream inter-

mediate nodes or the destination nodes themselves might also be better carfdidapair.
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Nodes that monitor the arrival rate for individual routes could notice tbk ¢d packets for
specific routes and send out route reply packets to repair broken jpsieseam. The advantage
of downstream repair is that there is no need for route requests ongetiiem is detected, the
downstream node can immediately send out route reply packets to fix thenbiok without

losing time spent in moving route request packets through the network.

7.2 Mobile Ad Hoc Networks

There are multiple issues related to mobility in ad hoc networks that warrahefunves-
tigation. The first is determining how mobile the nodes can be and still suppdiithop
communication between non-adjacent nodes. Routing protocols for mobilecadetworks,
whether proactive or reactive, take time to discover or maintain currete ioformation. As
nodes move, the network topology changes and formerly-working raetese to move data
from source to destination when adjacent nodes move out of communicatiga.rConceiv-
ably, nodes in a mobile ad hoc network could move fast enough to bre&dsrtaster than
routes can be discovered or repaired, preventing multihop communicatioglyerA research
effort to determine the balance of factors such as mobile node speed, tjimeeteto discover
or repair routes and density of mobile nodes (i.e. how many mobile nhodes\perea) and
communication radius would be a useful basis for analyzing routing pristéaasolate fac-
tors that constrain performance. With such information, it would be posk&ibiaprove how
routing protocols are designed, evaluated and improved.

The performance results for routing protocols in mobile ad hoc netwoektypically stud-
ied using theandom waypoinsimulation model, where some predetermined number of nodes
move in randomly chosen directions within a fixed simulated area to randomlgchiesti-
nations. The speed of the individual nodes is randomly selected withtpredeed bounds.
Upon arrival at its destination, each node ceases to move for a cendiomdy selected length
of time before choosing another destination and speed. Source nageeatestination nodes
at random. The random waypoint model is good for evaluating ovendtipeance, but it does
not serve to isolate specific problematic circumstances for routing proto&alsther poten-

tial research effort would be to start with the random waypoint modetlaea isolate specific
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situations for mobile ad hoc networks, much the same way the castle topolodggdsotanges-
tion bottlenecks in static topologies. A catalog of problematic ad hoc routing sitisatiould

allow researchers to investigate the problems in isolation before using eallerformance
simulation.

Another area for further investigation specific to routing protocols likepAmwhich mon-
itor data packet arrival rates, would involve finding better ways of nragdata packet arrival
rates. Variability in data packet arrival rates is inevitable in wireless ahbtworks, whether
due to exponential service processes within mobile routers or the variabitibgluced by the
802.11 MAC exponential backoff algorithm. The research effort inereld be to find mech-
anisms that manage the inevitable variability in packet interarrival times wittlétsttion of
changes in overall arrival rates. The mechanisms would be evaluatedlilaged routing prob-
lems. The results could be applied to reducing the time required for Warptérsato detect
router congestion and the time required for adjusted routes to stabilize, wbidd improve

the Warp-5 detangling algorithm.

7.3 Quality Of Service

The routing metric presented in this dissertation assumes only the minimum of Quii&#y-o
vice (QoS) guarantees, namely that as many application data packets getdestmation
nodes as possible. There are many other QoS criteria including path leogter consump-
tion, variance in packet delay and overall security level [16]. Diffeéf@oS criteria may require
the use of different routing metrics, all within the same wireless networkt bosgent routing
protocols use a single metric, represented as a number with an implicit meaiffiegei QoS
criteria in the same wireless network would require explicit description oféhaired crite-
ria in the routing protocol. Nodes processing such a protocol would tvegtecode the QoS
representation and make routing decisions accordingly. The resdfmtthere would require
investigation into the QoS criteria to learn applicable characteristics like minimuuireeq
ments, maximum levels, etc. For example, a QoS criteria that requires a minimwshalore
may require nodes to disqualify themselves from route discovery and detdegling if cur-

rent conditions prevent them from fulfilling the QoS criteria. The resultaldvbe applied to
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designing an extensible QoS criteria representation that explicitly desthibesetric applied
in route request and route reply packets.

A closely related area for further investigation is the area of combining multipte €i-
teria in a single route request. A reasonable example of combined QoS onrtmrid be a
route request that sets security requirements, maximum variance in piet&gtand mini-
mal packet delivery time. The associated effort would be to design aessipn calculus for
multiple combined QoS metrics, possibly as a weighted linear combination of fagtdfer
explicit lists of factors. The weights would possibly be set by the desigyfatse distributed
application. The result is an explicit expression of QoS needs that thedodl nodes would

mathematically evaluate whose result would be the basis of routing decisions.

7.4 Extensions To The Detangling Algorithm

Practical situations may have dozens or hundreds of routes going thaceg of nodes before
they become overloaded. Application of the current Warp-5 detanglirgitdgn to dozens or
hundreds of routes would be time consuming and largely ineffectual whag afdahe routes
consume only a small fraction of the forwarding capacity of the routersvado Attempting to
adjust routes that consume the larger portion of the router’s forwaodipgcity would be more
beneficial than adjusting all the routes that overload a router. The &dugher research into
route detangling under conditions where many routes cause routerstiomggould be to find
suitable criteria for selecting subsets of routes for detangling, possibly lintlimmdetangling
to the routes that consume the largest fractions of the routers’ resource

Another potential area of inquiry would be detangling congested routésriarbhical wire-
less networks. Hierarchical networks have multiple tiers. Nodes in cloggqgath proximity
create peer-to-peer networks in the lower tier with at least one node astifygteway” to the
higher tier. The gateway nodes in the higher tier form a larger peeregorg#work using more
powerful transmitters to communicate over greater distances than the natieslanver tier.
A future direction for research might involve determining if the Warp-5 dgtag algorithm
works for hierarchical wireless networks and what modifications, if aould be required to

make congestion management work in hierarchical wireless networks.
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7.5 Conclusion

Application throughput in wireless ad hoc networks can be adversegtatt by environmental
noise and router congestion. Distance vector routing protocols haverpsuperior to link-
state protocols in supporting on-demand route construction. Using minimatdwn as a
routing metric fails to consider the effects of previous routes on routggesiion when new
routes are constructed, thus failing to take advantage of the routingcesdbat are available
in the ad hoc network. This dissertation has presented a routing metric ¢t@isfhoth envi-
ronmental noise and router congestion into a single time-based routing mdsacpresented
was a new routing protocol, Warp-5, that uses this new routing metric to metter lbouting
decisions in wireless ad hoc networks.

The Warp-5 protocol also adjusts existing routes to minimize packet loss vauers
become overloaded, using a new detangling algorithm. Simulation results ihewa $shat
Warp-5 can adapt to routing problems when they arise and alter routeapbtadhew routing
situations. Simulations of Warp-5 and AODV have demonstrated that the ndinganetric
results in better routing decisions than minimal hop count metrics that ignoreuaditygand
router congestion. The ability to recognize noise and congestion problesesl lon recent
experience in wireless ad hoc networks demonstrates the feasibility ofmsicigine learning
to manage noise and router congestion in wireless ad hoc networks. Thevé@dplistributed
application throughput seen in the simulation results demonstrates the usefafmaachine
learning in managing noise and router congestion in wireless ad hoc neteamnkistent with

the thesis of this dissertation.
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