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NEW TABLES FOR MULTIPLE COMPARISONS 
WITH A CONTROL 

C. W. DUNNETT 

Lederle Laboratories Division, American Cyanamid Company, 
Pearl River, N. Y., U. S. A. 

1. INTRODUCTION 

Some time ago, a multiple comparison procedure for comparing 
several treatments simultaneously with a control or standard treatment 
was introduced by the present author (Dunnett [1955]). The pro- 
cedure was designed to be used either to test the significance of the 
differences between each of the treatments and the control with a 
stated value 1 - P for the joint significance level, or to set confidence 
limits on the true values of the treatment differences from the control 
with a stated value P for the joint confidence coefficient. Thus the 
procedure has the property of controlling the experimentwise, rather 
than the per-comparison, error rate associated with the comparisons, 
in common with the multiple comparison procedures of Tukey [un- 
published] and Scheffe [1953]. 

In the earlier paper, tables were provided enabling up to nine treat- 
ments to be compared with a control with joint confidence coefficient 
either .95 or .99. Tables for both one-sided and two-sided comparisons 
were given but, as explained in the paper, the two-sided values were 
inexact for the case of more than two comparisons as a result of an ap- 
proximation which had to be made in the computations. 

The main purpose of the present paper is to give the exact tables 
for making two-sided comparisons. The necessary computations were 
done on a General Precision LGP-30 electronic computer, by a method 
described in section 3 below. The tables are given here as Tables II 
and III; these replace Tables 2a and 2b, respectively, of the previous 
paper. In addition to providing the exact values, a method is given 
for adjusting the tabulated values to cover the situation where the 
variance of the control mean is smaller than the variance of the treat- 
ment means, as occurs for example when a greater number of observa- 
tions is allocated to the control than to any of the test treatments. 
Furthermore, the number of treatments which may be simultaneously 
compared with a control has been extended to twenty. 
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Comparisons between treatments and a control or standard are of 
frequent interest in biological experimentation. Whether in a particular 
situation of this type a multiple comparison procedure is required de- 
pends on the error rate of concern to the investigator; for a discussion, 
see Steel [1961]. In a screening-type experiment, in which each treat- 
ment is to be individually reported regarding the outcome of the ex- 
periment, a per-comparison error rate seems to be clearly in order and 
hence a multiple comparison procedure is in no way pertinent. On 
the other hand, if the experiment is to be reported as a unit and more 
attention is likely to be paid to the particular differences which turn 
out to be most striking, for example to those treatments which differ 
most from the control, then any significance or confidence statement 
concerning the treatment differences should take this into account. 
In the following section, an example is presented to show how the 
present procedure may be used to do this. 

2. ILLUSTRATIVE EXAMPLE 

In this section, we will illustrate the use of this multiple comparison 
procedure in making significance tests between a set of treatments and 
a control. As mentioned above, the procedure can also be used for 
making confidence statements; for an illustration of the latter, the 
reader is referred to the earlier paper. 

The example to be considered is concerned with the effect of certain 
drugs on the fat content of the breast muscle in cockerels. In the 
experiment performed,' 80 cockerels were divided at random into four 
treatment groups. The birds in group A were the untreated controls, 
while groups B, C and D received, respectively, stilbesterol and two 
levels of acetyl enheptin in their diets. Birds from each group were 
sacrificed at specified times for the purpose of making certain measure- 
ments. One of these was the fat content of the breast muscle and these 
data are shown in Table I below. 

Also shown in Table I is the analysis of variance of the data. Strictly 
speaking, an analysis of variance is not a necessary part of the multiple 
comparisons procedure, but it is a convenient way to calculate the 
error variance which is required and, in the present example, it serves 
also to justify comparing the treatment groups on the basis of their 
over-all mean values, in view of the absence of an indication of an 
interaction between treatments and sacrifice times. (However, the 
contribution to this interaction from the difference between group C 
and the controls, though not significant, may be high enough to cause 

'I am indebted to Dr. G. Tonelli, Experimental Therapeutics Research, Lederle Laboratories, 
for allowing me to use the data from this experiment. 



TABLE I 

NUMERICAL DATA ON FAT CONTENT OF BREAST MUSCLE IN 

COCKERELS ON DIFFERENT TREATMENTS 

Percentage Fat of Fresh Tissue 

Treatment Group 
Sacrifice 

Time A (controls) B C D Sums 

1 week 2.84 2.43 1.95 3.21 
2.49 1.85 2.67 2.20 
2.50 2.42 2.23 2.32 
2.42 2.73 2.31 2.79 
2.61 2.07 2.53 2.94 

12.86 11.50 11.69 13.46 49.51 

3 weeks 2.23 2.83 2.32 2.45 
2.48 2.59 2.36 2.49 
2.48 2.53 2.46 2.95 
2.23 2.73 2.04 2.05 
2.65 2.26 2.30 2.31 

12.07 12.94 11.48 12.25 48.74 

5 weeks 2.30 2.50 2.25 2.53 
2.30 1.84 2.45 2.03 
2.38 2.20 2.52 2.45 
2.05 2.31 1.90 2.34 
2.13 2.20 2.19 1.92 

11.16 11.05 11.31 11.27 44.79 

7 weeks 2.41 2.48 2.96 2.15 
2.46 1.46 2.05 2.63 
3.17 2.96 1.60 2.38 
2.87 2.73 1.47 2.93 
2.86 2.84 2.23 2.80 

13.77 12.47 10.31 12.89 49.44 

Sums 49.86 47.96 44.79 49.87 192.48 
Means 2.493 2.398 2.240 2.494 

Analysis of Variance 

Source of variation d.f. Sum of squares Mean square F-ratio 
Treatments 3 0.8602 .2867 2.64 
Sacrifice times 3 0.7574 .2525 2.33 
Treatments X Times 9 1.1911 .1323 1.22 
Residual (error) 64 6.9492 .1086 
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some concern; also, Tukey's [1949] test for non-additivity approaches 
significance. The low mean value for group C at seven weeks appears 
to be the cause, rather than anything that might be remedied by a 
transformation of the data.) 

The main comparisons of interest to the experimenter are between 
each of the three treatments and the control. The one differing most 
from the control is treatment C. To test the significance of this treat- 
ment difference, we calculate a Student t-statistic in the usual way. 
On the assumption that the four treatment groups have homogeneous 
variances, and following the 'fixed effects' model of the analysis of 
variance which dictates the use of the residual mean square to estimate 
the error variance, we obtain for the t-statistic 

i - -c 2.240 - 2.493 - -2.43 (1) 
sx/(i/nt) + (1/nj) =/.1086-VA2/2/0 

However, to allow for the fact that we have selected the most extreme 
of three treatment differences, we refer to the p = 3 column of Table II 
or Table III instead of the usual Student t-tables (the values of the 
latter appear in the p = 1 column of the tables). For 64 degrees of 
freedom, the critical values are seen to be 2.41 for the .05 significance 
level and 3.02 for the .01 level. Thus we can state that this treatment 
differs significantly from the control at the .05 probability level. The 
other two treatment differences can be tested in the same way, using 
the same critical values, but it is obvious in this example that neither 
of them is significant. 

Hence we have found one statistically significant difference from 
the control (group C), and it is a bit surprising that it should be this 
group, since group D which received the same drug at twice the dose 
does not show any apparent difference from the control. Whether one 
should conclude in this instance that a real treatment effect has been 
demonstrated, which for some reason is not manifested at the higher 
dose level, would depend on the experimenter's prior knowledge re- 
garding the properties of this particular drug together with his assess- 
ment of the likelihood of the observed effect's being due to a chance 
occurrence or a flaw in the conduct of the experiment. Had the sig- 
nificance test been performed using the usual tables of Student's t, 
the treatment effect would have appeared to be more significant than 
it really is, since the value of t calculated in (1) above actually exceeds 
the 2%7o critical value of Student's t. 

If the sacrifice times had corresponded to 'blocks' of some sort 
which would have to be considered as a random rather than a fixed 
effect, the analysis of variance model would be of the 'mixed' type. 
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This would call for the interaction mean square as the proper error 
variance for the treatment comparisons. The multiple comparisons 
test between treatments and control could be applied using the formula 
in (1), but with the interaction mean square to estimate the variance, 

X- _ 2.240 - 2.493 _ -2.20 
sV / (I/nt) + (I/n0) V .1323 V/2/20 

and of course the tables should be entered with the degrees of freedom 
associated with interaction. 

Another point to be noted concerning the analysis of this example 
is the assumption that the four groups have the same variance. In 
many situations, this assumption is quite reasonable; however, in the 
present example, the within groups variance for the control turns out 
to be significantly smaller than for the three treatments. If one is 
unwilling to accept the assumption of equal variances in these circum- 
stances, separate control and treatment variances could be estimated 
from the data and a t-statistic calculated using the formula appropriate 
for comparing two groups with unequal variances instead of (1). In 
this example, we would obtain s' = .0448 (16 d.f.) and s' = .1298 
(48 d.f.) for the two variances, and the appropriate t-statistic would be 

- t Xc _ 2.240 - 2.493 = -2.71. 
t(s2/nt) + (s/nJ) V/(.1298 + .0448)/20 

Following the method of Cochran and Cox (see Anderson and Bancroft 
[1952], p. 52), the number of decrees of freedom to be associated with 
this statistic is the weighted average of the degrees of freedom asso- 
ciated with the two variances, using s2/n, and s2/n, as weights. The 
result in this instance is 40 d.f., and entering Table II with p = 3 
and d.f. = 40, we find that 2.44 is the .05 critical value. This value 
should, however, be adjusted for the unequal variances as described 
in the next part of this section, by calculating 1 - nts2/n s2 =.655, 
which when multiplied by the superscript number on the value taken 
from Table II gives the percentage increase required in the critical 
value (.655 X 2.2 = 1.4%7O is the percentage increase, so the correct 
critical value is 1.014 X 2.44 = 2.47). 

Allocating more observations to the control. 

In the example described, the experiment was designed to provide 
equal numbers of observations on the control and on each treatment. 
In this case, assuming homogeneous variances, the critical values of 
t are read directly from the table. If, however, relatively more observa- 
tions are provided on the control than on any of the test treatments, 
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the critical values of t require some adjustment. This may be done 
through the use of the numbers shown as superscripts in the tables. 

The method of adjusting the critical values of t when more obser- 
vations have been allocated to the control is as follows. Calculate 
1 - n/n,, where n, and n, are the numbers of observations on the 
treatment and on the control, respectively, and multiply the resulting 
fraction by the superscript on the appropriate value of t in the table. 
The result represents the percentage by which the tabular value of t 
should be increased to allow for the greater number of observations on 
the control. (More generally, calculate 1 - o-2/o-f where 2 is the 
variance of the control mean and o-2 the variance of each treatment 
mean; this reduces to 1 - nt/n, when the variance per observation is 
the same in each group.) 

For example, suppose the 80 cockerels had been allocated 32 to the 
control and 16 to each treatment group, in which case 1 - nt/n = 0.5. 
Then the percentage increase required in the tabular value of t is 
(0.5)(2.1) = 1.1%0, making the correct critical value (1.011)(2.41) = 

2.44, for the .05 significance level. 
Although a slight increase in the critical value of t is entailed, there 

is a gain achieved by the allocation of relatively more observations 
to the control as a result of the decrease in the standard error of the 
treatment difference which appears in the denominator of (1). To 
achieve the optimum gain, the ratio nc/n, should be taken to be approxi- 
mately equal to the square root of the number of treatments. 

3. CONSTRUCTION OF THE TABLES 

The method of determining the tabular values of t in Tables II and 
III was essentially the same as that used previously to compute the 
one-sided tables, except that no previously computed tables were 
available for the two-sided case so that the entire calculations had to 
be done by machine. This involved the numerical evaluation of a 
double integral expression of the type shown as formula (7.2) in Gupta 
and Sobel [1957]. For each value of p shown in the tables and for 
d.f. = 5, 10, 20 and co, this double integral expression was evaluated 
numerically for three successive values of t differing by 0.05 such that 
the desired value of P was bracketed. Then the value of t was deter- 
mined by fitting a 3-point curve and the result checked by direct com- 
putation of the value of P. For the intermediate degrees of freedom, 
the tabular values were obtained by interpolation using the reciprocal 
of the degrees of freedom as argument. The results obtained were 
rounded to the two decimal places shown in the tables and should be 
correct to this number of places. 



488 BIOMETRICS, SEPTEMBER 1964 

44Z 
ci r~ Ca C~l i C lca ~ 1 caccicci V~ 

m m co co t- - - - t c t to to tococ to toic c 

I- . . . . . . . . 

o c~~~~~~~~~~o o t - t- t o t o o t o t 
LOz0 oo't M Oa~' ' . = 0 o I - -C1t T t - 

o - i c -- 

o ~~~~~~~~~~~~ ~ ~ ~~~oC 

o ~~~~~~~~~~~ 44~~~~otot 
. . . . . . . . . . . . . . . . 

cacaacac cacacacaca M MCe MN caiicc ccccic cici C- 
t. ~~-o CD 00 t- -4 00 to~~~~ 

~~~~~~~~~~~ . ~ ~ e .0 0 . c CD ~ 0 0 CD - 0 
' 

O C0 C 

C0t O II0 0 -t 

H ~~~~~~ cacacacaca~~~~ m M e Mm cacoacacaci cicicicici ciicici cici C- 

Z2 . . . . . . . . 
m ciCm aico mi iooacll N N N N N icq - 

00 W ~q m -0 m 00 ti t tb 
cacaca cicicicici ~~~~~~~~CiciciLOci Ci)Cicici-ci C 

to~~~~~~~~~~~~~~~~~C1 =O~0~O~O~o 0t -C0c 

0 
0-- pq m m oqcq- caciocqoca c- NoocaicT N oC 00 0 ca ~~~~~~~~~~ cacaca ~~~~~~~~~~~~~icic~~~~~~~~ ~~~~ caca~~~~~4 

cacacicici cicicicici cicicicici cicicicici cici ,~~~~~~~~~~~~~ 0. 

00cicicici ~~~~~~~~Ci Cicooici co iicct i-t- L -~ cic cic LO LOc LO 

P4~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~.. 
EO N _ _N N NIIN _N N N 

H~~~~~~~~~~~~~~li0 ~1 ~ C!11O 1 



NEW TABLES FOR MULTIPLE COMPARISONS 489 

10 co 

o 10 C'4 10 N r--4 N 't 00 m 00 't C) t- t- 00 00 c N N 10 oo CeD C) oo o 10 't CeD N C) CD CD c 00 r- o 10 10 't 
. . . . . . . . . . 

10 10 10 't 't 't 't 1-t 't 't 't 't 't "It cc cc cc cc cc cc cc 
14 v 

00 1,0 m 
co c c C4 c c 1:4 c 10 10 C) N c C) 00 N c c C) CeD r- N 00 It C) t- 00 c C) m 10 61 o V-4 c o 10 CeD N N r--4 C) C) c c c 00 t- o o 10 't CeD 

. . . . . . . . . . . . . . . 

10 
cc cc cc cc cc cc m m m m 

m 00 w 00 a) 

P-4 c C4 c4 c 11; c C4 1 c c c t- o coo t- N c c LO c 't CD o CeD CD CD N CeD 10 t- c cd o "t C) t- 10 't N 1-4 CD c c c 00 00 00 t- C.0 10 CeD N o . . . . . . . . . . . . . . . . . cd LO 10 "t "t 't "It 't 't m cc cc cc cc cc cc cc CeD CeD CeD CeD m 
cd 

09 ll 19 ci 0 
10 co m m m m m co 

10 r--4 r--i CeD CeD t- 10 C.0 00 r--4 10 V-4 o CeD c t- 00 c C) 't C) t- 10 CeD N r--i C) C) c c oo 00 t- t- C.0 10 10 "It CeD N 
cd C.0 10 10 't "It "t "t "t "t 't cc cc cc cc cc cc cc cc M m m 

cd C4 c c c c c c c 1:4 c c 00 LO LO 00 00 m C14 't t- CIA r- m c o m "'t o 00 CD CIA 10 m c o "t CeD N CD c c 00 00 t- t- t- C.0 10 "It "It m N 
10 10 It It "It It It m cc cc cc cc cc cc m m m m m m 

19 09 li 0! 19 9 O 1 19 ci 1:1 19 I? 09 w * * " " I" m m m m m m m eq - c 00 c N CeD 00 C.0 I- c CeD 00 CeD c LO N c N t- c N 
N N 00 N 00 C.0 "It N CD c c 00 00 r- t- t- C.0 C.0 10 ,t m 4 . . . . . . . . . . 0 10 't 't "t It "t 't CeD CeD cc cc cc cc cc CC CC CC m m m m 

00 CD C) 'Coll C.0 t- N N "'t 00 CeD 00 It 00 10 t- c CeD 00 N 00 10 CeD N C) c 00 co t- t- t- co C.0 10 "t "t M N 
. . . . . . . . . . . . . . . 10 't 't "t 't "t "It m cc cc cc cc cc cc cc cc m m m m m 

co m co r- r- w 
c c c c c c c o; c 

c C) "It 00 C) C.0 10 co c m c o m C) N t t- c N 10 
o t- "It m C) (:,j oo 00 t- t- o o o o 10 't m N N 

. . . . . . . . . . pq 10 "t "t "It "It 't c CeD, CeD, CeD cc cc cc cc CC CC CC cc m m m a) cd li 1.0 4-) 
1:1 9 1 09 ci 9 09 ll 19 V! 

C) It C) N 00 00 c N o m C) t- 10 t- c C'4 10 co 10 C) C.0 "t N C) C) oo 00 r- t- C.0 C.0 C.0 10 10 "It m m N cd 
. . . . . . . . . . . . . . . . . . . . - 4 

10 "t 't 't "t m m m m CeD cc cc cc cc cc m m m m m m 

00 r- w V 
c C4 14 14 c c c c c c cl; 1 
M c N c c - "t c 't C) o m CD 00 C) m cc c N C.0 pq w o N w w t-- '.0 'o 'o -0 -0 -0 -t "t m N cd 

E-4 10 It It 't "t m ce.N cc CeD CeD CeD CeD CeD CeD cc cc m cc cc cc cc cc bo 

.0 -r 
C4 c c c 0i V4 4 
C'4 c t- ?-- 00 c 10 c 10 r--4 t- 't N C) N 10 c N N m ?-- CD 00 t- t- C.0 10 10 10 't 't It ,t M N CD 

. . . . . . . . . . 
't "t "t "It m m m m m m m CeD CeD CeD co co CeD CeD cc cc cc 

P-, 

0 m 00 CD 10 't 10 00 N t- m c c m c N 10 c m Q c c! c w t, c -0 -0 "t -t m m m m N N r-4 c, c) . . . . . . . . . . a) 
-t "t "It "It m m m m m m m m CeD m m m m m m m 

co 
m m m m m w w r. r- w 10 

. . . . . . . . . . 

m 10 t- cc CeD 10 c m c 10 N c t- 10 m t- 10 C) 10 c ::I N o c t- co 10 "t m m N N N -4 r--4 ?-- -4 CD CD c c 00 r- 4 . . . . . . . . . . . . . . . cd 
-t 't m m m m m m m m CeD CeD CeD CeD CeD cc cc co N N N N 

N 
cd t- 10 r.-q 00 LO N CD 00 o 10 C) 10 C) c N 00 4 

o t- 10 CeD N r.-q CD CD c c c c co co co co t- t- o C.0 10 r--4 . . . . . . . . . . 
m m CeD CeD CT N N N N N N N N N N N N cd 

A 
4 

t- w 0 C) r--4 N m "t 10 c t- 00 c CD 't CD CD CD CD m -4 -6 -.4 



490 BIOMETRICS, SEPTEMBER 1964 

If there are more observations on the control than on any test 
treatment, or if for any other reason the variance of the control mean 
is smaller than the variance of the treatment means, the effect is to 
alter the correlation coefficient between the treatment minus the control 
differences. This correlation coefficient is p = o-'/(o-f + o-2) where 
o2 and &_ are the respective variances of the control and treatment 
means; when the variances are homogeneous this becomes nt/(n, + nt) 
which takes the value ' when n, = nt but is less than 2 when n, > nm 
In order to determine the effect of p on the value of t, the computations 
described in the preceding paragraph were done for p = 0, .125, .25, 
.375 and .50. It was found that over the range .125 < p < .50 the 
resulting values of t were very nearly linearly related to the reciprocal 
of 1 - p. This served as the basis for the method adopted for adjusting 
the tabular values of t. The numbers given as superscripts in the table 
actually represent 1.5 times the percentage increase of the critical 
value of t for p = .25 over the value for p = .50. By multiplying the 
value given in the superscript by (1 - 2p)/(l - p) = 1 _ o_2/o2 , or 
by 1 - nt/n, when the variances are homogeneous but the numbers 
of observations on control and treatment are different, an approxima- 
tion is obtained for the percentage increase required in the tabular 
value of t which is accurate before rounding to one unit in the second 
decimal place over the range .125 < p < .5 (corresponding to a ratio 
n,/nt ranging as high as seven-fold). For p = 0 (corresponding to 
n,/nt approaching infinity), this method gives a value which is too 
high, but even then by only approximately three units at most in the 
second place before rounding. Thus for all practical purposes the 
method of adjusting the tabular value should be quite adequate. 
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