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Diffusion Interpretation of Nonlocal Neighborhood Filters for Signal Denoising∗
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Abstract. Nonlocal neighborhood filters are modern and powerful techniques for image and signal denoising.
In this paper, we give a probabilistic interpretation and analysis of the method viewed as a random
walk on the patch space. We show that the method is intimately connected to the characteristics
of diffusion processes, their escape times over potential barriers, and their spectral decomposition.
In particular, the eigenstructure of the diffusion operator leads to novel insights on the performance
and limitations of the denoising method, as well as a proposal for an improved filtering algorithm.

Key words. denoising, neighborhood filters, nonlocal means, Fokker–Planck equation, first passage time.

AMS subject classifications. 62H35, 82C31

DOI. 10.1137/070712146

1. Introduction. Denoising of signals and images is a fundamental task in signal process-
ing. Early approaches, such as Gaussian (Gabor) filters and anisotropic diffusion [22], denoise
the value of a signal y(x1) at a point x1 based only on the observed values y(x2) at neighboring
points x2 spatially close to x1. To overcome the obvious shortcomings of this locality property,
many authors proposed various global and multiscale denoising approaches. Among others,
we mention minimization of global energy functionals such as the total-variation functional
[23] and Fourier and wavelet denoising methods [12]. The recent paper [10] provides a review
of many such methods.

Although quite sophisticated, these methods typically do not take into account an im-
portant feature of many signals and images, that of repetitive behavior, e.g., the fact that
small patterns of the original noise-free signal may appear a large number of times at different
spatial locations. For one-dimensional (1-D) signals this property holds for every periodic or
nearly periodic function (such as repetitive neuronal spikes, heart beats, etc.) and for many
telegraph type processes. Similarly, identical patches typically appear at many different and
possibly spatially distant locations in two-dimensional (2-D) images. The fact that the same
noise-free pattern appears multiple instances can obviously be utilized for improved denoising.
Rather than averaging the value of a noisy signal at a point x based only on its few neighbor
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DIFFUSION INTERPRETATION OF NONLOCAL FILTERS 119

values, one can identify other locations in the signal where a similar pattern appears and
average all of these instances. This observation naturally leads to the development of various
nonlocal (NL) denoising methods [30, 8, 10, 18, 14, 28, 7, 27, 2, 3]. An understanding of these
methods is the focus of this paper.

The concept of NL averaging, via an NL neighborhood filter was introduced by Yaroslavsky
[30]. For a continuous signal y(x), the neighborhood filter is defined as

(1.1) NFhy(x1) =
1

D(x1)

∫
K

(
y(x1) − y(x2)

h

)
y(x2)dx2,

where K(z) is any smoothly decaying integrable kernel, such as the Gaussian, K(z) = e−z2/2,
and D(x1) =

∫
K(y(x1)−y(x2)

h )dx2 is a normalization factor. Note that one application of
the neighborhood filter (1.1) averages the value of y(x1) according to points x2 with similar
y-values. These can be located far from the original point x1.

Various authors [30, 26, 29, 4, 5] combined NL neighborhood filters with spatially local
kernels, leading to methods which denoise the signal at x1 by taking averages of values y(x2)
for which both y(x2) is close to y(x1) and x2 is close to x1. The latter is also known as bilateral
filtering. Recently, this idea was further extended to an NL-means neighborhood filter, where
the similarity between locations x1 and x2 is measured not by their single y-values but rather
by some local means [8, 10, 18, 27, 28, 2, 3]. For example, [10] proposed the following operator:

(1.2) NLhy(x1) =
1

D(x1)

∫
K

(
Ga ∗ [y(x1 + .) − y(x2 + .)]2

h

)
y(x2)dx2,

where Ga ∗ [y(x1 + .) − y(x2 + .)]2 is the convolution of the squared difference of the shifted
signals y(x1 + .) − y(x2 + .) with a Gaussian kernel,

(1.3) Ga ∗ [y(x1 + .) − y(x2 + .)]2 =
∫
Ga(t) [y(x1 + t) − y(x2 + t)]2 dt.

In other words, the value y(x2) is used to denoise y(x1) if the local pattern near y(x2) is similar
to the local pattern near y(x1). In [2, 3] these equations were derived via minimization of a joint
entropy principle with D(x1) interpreted as a nonparametric density estimate. Alternative
derivations were given in [17, 14, 7] using variational principles. The diffusion character of
neighborhood filters as a local algorithm was analyzed in [9, 4].

Even though the algorithm is extremely simple, essentially described by (1.2) and (1.3), it
is surprisingly superior to other methods, as demonstrated in [10, 7, 14, 3] through extensive
experimentation. In the context of images, NL neighborhood filter methods are able to handle
texture, edges, and high frequency signals all at once. When applied to images, these methods
are able to separate the majority of the signal from the noise with the resulting residuals
typically looking like pure noise and showing almost no texture or other structure [10, 8].

The purpose of this paper is to provide a probabilistic interpretation to these NL methods.
For simplicity, we present our analysis for 1-D signals, although it can be easily extended
to the case of 2-D images. The key observation in our analysis is that whereas standard
Gabor-type filtering methods can be viewed as a diffusion on the x-axis, single-pixel based
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neighborhood filters perform a diffusion on the y-axis. Similarly, the NL-means algorithm
that averages patches can be viewed as a random walk in the patch space [27]. This simple
observation sheds light on many of the properties of these algorithms. Our main result is a
probabilistic explanation of the behavior of both the neighborhood filter and the NL-means
algorithm, including their rate of convergence, their blurring properties, and the advantages
(but also limitations) of taking patches of values rather than a single value for computing
a similarity metric between pixels. Furthermore, the relation between the averaging process
and the eigenstructure of the related diffusion operator leads to a proposition of an improved
filtering algorithm.

The paper is organized as follows. In section 2 we present neighborhood filters that are
based on single-pixel values and their probabilistic interpretation as diffusion processes on
the y-values of the signal. The denoising performed by this algorithm on constant functions
contaminated with white noise and the resulting rate of convergence are considered in section
3. We show that the rate of convergence is intimately connected to a diffusion in a potential
well whose parameters depend on the noise variance and on the width of the kernel. An
analysis of the algorithm on more complicated stepwise functions is described in section 4. In
denoising such functions, the key quantity that comes into play is the mean exit time of a
diffusion process in a multiwell potential, from one y-value well to another. The advantages
and limitations of taking patches rather than single y-values are considered in section 5.
In section 6 we consider the neighborhood filter denoising method as a low pass filter and
present possible improvements and modifications to the basic scheme that are supported by
experimental results. Finally, section 7 is a summary.

2. Diffusion in the y-space. To denoise a signal, the NL-means algorithm typically com-
pares local patches of the signal (or image) values. We start by analyzing the neighborhood
filter which compares the smallest possible neighborhood size, i.e., a single pixel. In later
sections we will carry over the analysis to the more realistic case of larger neighborhoods
containing several pixels.

Consider a continuous signal y(x) sampled at N points xi (i = 1, . . . , N). We wish to
denoise the sequence y(xi), i = 1, . . . , N . One iteration of the neighborhood filter averages
nearby y-values to obtain a denoised version of the signal yd given by

(2.1) yd(xi) =
1

D(xi)

N∑
j=1

Kε(y(xi), y(xj)) y(xj),

where Kε is a positive definite kernel, e.g., the Gaussian

Kε(y(xi), y(xj)) = exp
{−(y(xi) − y(xj))2/2ε

}
,

D(xi) =
∑N

j=1Kε(y(xi), y(xj)) is a normalization factor, and
√
ε is the width of the kernel.

The kernel Kε measures the similarity of its input. It is close to one whenever y(x1) ≈ y(x2)
and is close to zero when |y(x1)−y(x2)| �

√
ε. Thus, points with y-values less than

√
ε apart

are averaged via (2.1), leading to a suppression of noise. Note that points x1, x2 with similar
y-values are not necessarily spatially nearby. This can happen in several cases: the function
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DIFFUSION INTERPRETATION OF NONLOCAL FILTERS 121

may be discontinuous so nearby points have different y-values or two distant points may have
the same y-value.

The denoising iteration (2.1) can also be written as

(2.2) y1(xi) =
1

D0(xi)

N∑
j=1

Kε(y0(xi), y0(xj)) y0(xj),

where y0 = y and D0(xi) =
∑N

j=1Kε(y0(xi), y0(xj)). In many cases a single denoising step is
not sufficient and a few iterations are needed. There are three ways of iterating (2.2). The
first is to define the denoised signal yn at stage n as

(2.3) yn(xi) =
1

D0(xi)

N∑
j=1

Kε(y0(xi), y0(xj)) yn−1(xj).

In this scheme, the kernel matrix and the normalization factors remain fixed during the itera-
tion process and depend only on the initial signal y0. The second way is to update the kernel
matrix and normalization based on the most recent denoised signal leading to

(2.4) yn(xi) =
1

Dn−1(xi)

N∑
j=1

Kε(yn−1(xi), yn−1(xj)) yn−1(xj),

where Dn−1(xi) =
∑N

j=1Kε(yn−1(xi), yn−1(xj)). The third way [7, eq. (11)] is to update only
the kernel and its normalization while keeping the signal fixed:

(2.5) yn(xi) =
1

Dn−1(xi)

N∑
j=1

Kε(yn−1(xi), yn−1(xj)) y0(xj).

All methods have been considered and compared in the literature [7], and each has its own
advantages and disadvantages. Iterative algorithms of both types (2.3) and (2.4) have been
studied in [11] as part of the mean shift algorithm for clustering and mode seeking, rather
than for denoising. In the context of the mean shift algorithm, updating the kernel matrix
with each iteration (2.4) is referred to as the blurring process. In this paper we focus on
the nonblurring (or stationary) procedure (2.3) with a fixed kernel matrix and analyze the
properties of the resulting denoising algorithm. Later on, we comment on the relation between
the nonstationary blurring process (2.4) and the stationary process (2.3) for the special case
of Gaussian white noise.

The denoising iteration (2.1) can be written as the matrix-vector multiplication

(2.6) yd = D−1Wy,

where W is an N by N matrix given by

(2.7) Wij = Kε(y(xi), y(xj)),
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D is a diagonal matrix with

Dii =
N∑

j=1

Wij,

and y = (y(x1), . . . , y(xN )) is the signal. Introducing the averaging operator

(2.8) A = D−1W,

the denoising iteration (2.6) is equivalent to

(2.9) yd = Ay.

The matrix A is a row-stochastic matrix, corresponding to a random walk on the values
y(xj). We emphasize that the random walk is determined only by the y-values, while the
x-values have no role. The probability of jumping from y(xi) to y(xj) depends only on the
difference y(xi) − y(xj). The matrix A is the transition probability matrix of the Markovian
process Yk:

(2.10) Aij = Pr{Yk+1 = y(xj) |Yk = y(xi)}.

The values y(xj) can be viewed as nodes of a weighted graph, where Aij are the probabilities
of jumping from node i to node j.

The probabilistic interpretation of a single denoising step now becomes clear:

(2.11)
(Ay)(xi) =

N∑
j=1

Aijy(xj) =
N∑

j=1

Pr{Yk+1 = y(xj) |Yk = y(xi)} y(xj)

= E[Yk+1 |Yk = y(xi)].

In other words, applying the matrix A to the signal y gives a vector whose ith entry is
the expected value of the random walker starting at the ith node y(xi) after a single step.
Similarly, performing k successive denoising iterations corresponds to the expected value after
k steps.

The matrix A is conjugate to the positive definite matrix S = D−1/2WD−1/2 via

(2.12) A = D−1/2SD1/2.

This implies that A has a complete set of right eigenvectors {ψj}N−1
j=0 and positive eigenvalues

1 = λ0 ≥ λ1 ≥ · · · ≥ λN−1 > 0.

The largest eigenvalue is λ0 = 1, corresponding to the trivial all-ones right eigenvector (A1 =
1). We expand the signal vector y in the eigenbasis

(2.13) y(xi) =
N−1∑
j=0

bjψj(xi),
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where bj = 〈φj ,y〉 and {φj}N−1
j=0 are the left eigenvectors of A.

Applying the matrix A to y results in

(2.14) (Ay)(xi) =
N−1∑
j=0

λjbjψj(xi).

In practice, signals are denoised by repeated application of the denoising operator A. Again,
we emphasize that the denoising iterations are to be understood in the stationary “nonblur-
ring” sense of (2.3). Applying the operator k times gives

(2.15) (Aky)(xi) =
N−1∑
j=0

λk
j bjψj(xi),

which effectively discards the high modes with small eigenvalues.
In the limit of an infinite number of denoising iterations, the resulting denoised signal

is a constant function with value b0 which is the coefficient of the first eigenvector 1. This
is also the weighted average of the original observed values y(xj) with respect to the steady
state distribution φ0. Thus, in order to denoise the signal, we need to apply a finite number
of iterations, large enough to attenuate the noise, but not so large as to blur the signal. As
mentioned in the introduction, neighborhood filters and NL-means can be viewed as gradient
descent algorithms that denoise the signal by minimizing its entropy [3], which increases when
noise is added to it. Although the process of minimizing the entropy affects both the clean
signal and the added noise component, it was noted in [3] that the first few iterations of the
NL-means algorithm reduce the noise while leaving the clean signal part almost unchanged.
This behavior of the NL-means algorithm is the key to its success. In the next section we
discuss this issue in detail.

3. Level sets, Gaussian noise, and the Hermite polynomials. We start from the simplest
possible example of neighborhood filter denoising applied to a signal y(x) consisting of a
constant function v(x) = v0 corrupted by additive Gaussian white noise n(x):

(3.1) y(x) = v0 + n(x).

In this case, the matrix W depends only on the Gaussian noise

(3.2) Wij = exp{−(n(xi) − n(xj))2/2ε}.
In the limit of a large number of samples N → ∞ and kernel width ε → 0 the averaging
operator converges to the backward Fokker–Planck operator L (see [25, 20, 21, 6, 16] for more
details):

(3.3)
N∑

j=1

Aijf(y(xj)) = f(y(xi)) +
ε

2
Lf(y(xi)) +O(ε2)

for any smooth function f defined on the data points y(xj). When using single pixels the
resulting Fokker–Planck operator is a second order differential operator given by

(3.4) Lf(y) = f ′′(y) − U ′(y)f ′(y),
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where U(y) = −2 log p(y) is the potential derived from p(y), which is the density of the
y-values. In our case p(y) = 1√

2πσ2
exp{−(y − v0)2/2σ2}, where σ2 is the variance of the

white noise. Up to an additive constant, this results in a parabolic potential well given by
U(y) = (y − v0)2/σ2.

It can also be shown that the eigenvectors of A are discrete approximations of the eigen-
functions of the continuous Fokker–Planck operator. For the parabolic potential, the eigen-
functions ψj(y) satisfy the second order differential equation

(3.5) ψ′′
j (y) − 2(y − v0)

σ2
ψ′

j(y) = −μjψj(y),

where μj are the corresponding eigenvalues. The eigenfunctions are the well-known Hermite
polynomials ψj(y) = Hj((y − v0)/σ) with μj = 2j/σ2 [1]. The first few Hermite polynomials
are H0(y) = 1, H1(y) = y, and H2(y) = y2 − 1.

We are now ready to understand the effect of applying the denoising operator A on the
signal y. For the moment, we assume that N � 1 and ε is sufficiently small so that the
continuous approximation of the discrete operator A holds. Then, in light of (2.13) and
the special form of the eigenfunctions, the expansion of y contains only the first two terms,
namely, H0 and H1:

(3.6) y = v0ψ0 + b1ψ1 = v01 + (y − v01).

It follows from (2.14) that the y-values obtained after k denoising iterations are given by

(3.7) Aky = v01 + λk
1(y − v01),

where

(3.8) λ1 ≈ exp{−μ1ε/2} ≈ 1 − ε/σ2

is the asymptotic noise reduction rate. That is, each iteration of the denoising operator shrinks
the noisy values of y towards their mean v0 at a constant rate λ1. In particular, the noise
remains Gaussian and white, only its standard deviation is decreased by the factor λ1 < 1.
A consequence of this constant shrinkage behavior is that in the Gaussian white noise case,
constructing at each iteration a new kernel matrix (2.4) is equivalent to changing the kernel
parameter ε in every iteration of the stationary procedure (2.3). Thus, constructing a new
matrix at every iteration corresponds to changing the parameter ε of the previous iteration
to ε/λ2

1 in the current iteration.
Even when ε is not small, similar results hold in the case of a Gaussian white noise.

When ε is not small, the discrete matrix A can be approximated in the limit N � 1 by an
integral operator instead of the differential Fokker–Planck operator. It turns out that the kth
eigenfunction of the integral operator is a polynomial of degree k. In particular, the second
eigenfunction is linear as is the second Hermite polynomial; see [21, section 5.1], where it is
also shown that a uniform approximation for the noise reduction rate that holds for all values
of ε is given by

(3.9) λ1 ≈ σ2

σ2 + ε
.
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Clearly, the approximations (3.9) and (3.8) agree in the limit of small ε.
The noise reduction rate λ1 depends on the kernel parameter ε and on the variance of

the noise σ2, but is independent of the number of samples N . A similar result regarding the
variance reduction of the noisy pixels in the Gaussian white noise case was obtained in [8,
Theorem 5.3] using different probabilistic considerations.

The diffusion interpretation of the neighborhood filter is illustrated in Figures 1(a)–1(g).
Figure 1(a) shows a white noise signal consisting of N = 2000 independently identically
distributed samples from a standard Gaussian distribution ((3.1) with v0 = 0 and σ = 1).
The matrix W is formed using (3.2) and is normalized according to (2.8) to give the denoising
operator A. Figure 1(b) shows the denoised signal Ay. The only significant difference between
Figures 1(a) and 1(b) is the vertical scaling: the denoised signal takes on smaller values. This
effect is clearly observed in Figure 1(c) that shows the denoised signal after 10 iterations.
Figure 1(e) is a scatter plot of (Ay)(xi) against y(xi), from which it is evident that (Ay)(xi)
is proportional to y(xi). Using a least squares linear fit, we find that (Ay)(x) ≈ 0.826y(x).
We computed the first few eigenvectors and eigenvalues of A. In particular, a scatter plot of
ψ1(xi) against y(xi) is given in Figure 1(f). The linear dependence of ψ1(xi) in y(xi) is clear,
in agreement with (3.6) (H1, the first order Hermite polynomial, is linear). The corresponding
computed eigenvalue λ1 = 0.824 explains the slope in Figure 1(e). Moreover, the computed
eigenvalue agrees with the approximation (3.9) λ1 ≈ σ2

σ2+ε
= 1

1.2 = 0.833. We estimated the
density of the 2000 y-values using kernel smoothing with 20 nearest neighbors. The empirical
density p(y), which approximates a standard Gaussian, is shown in Figure 1(d). The derived
empirical potential U(y) = −2 log p(y) is given in Figure 1(g). This potential explains why
neighborhood filter denoising of the discrete white noise signal can be approximated by a
continuum diffusion in a parabolic potential well.

Our analysis applies to models of noise other than the Gaussian. For noise with probability
density p(x) there corresponds a potential U = −2 log p. The asymptotic rate of convergence
now depends on the smallest nontrivial eigenvalue of the Fokker–Planck operator (3.4) (with
Neumann boundary conditions if p is compactly supported). For example, if the noise is
uniformly distributed in the interval [−a, a], then the eigenfunctions are ψj(y) = cos(jπy/a)
(j = 0, 1, 2, . . .) and μj = π2j2

a2 . In this case the effect of the neighborhood filter will not be a
constant shrinkage of all noise values, because y is no longer an eigenfunction of A.

4. Step functions, edges, and the double well escape problem. We now consider the
neighborhood filter applied to the signal y(x) = v(x)+n(x), where v(x) is a piecewise constant
step function which obtains one of two values v(x) = v0 or v(x) = v1 (v0 < v1). Such functions
are, for example, the output of a random telegraph process with only two states which jumps
from one state to the other at random times, and therefore appear in many signal processing
and communication applications.

In the absence of noise, the density of y-values of this function is the sum of two δ-functions.
The additive noise leads to a density p(y) which is a weighted sum of two Gaussians

(4.1) p(y) =
w1√
2πσ2

exp{−(y − v0)2/2σ2} +
w2√
2πσ2

exp{−(y − v1)2/2σ2},

where w1 and w2 are the frequencies of occurrence of the two states, satisfying w1 + w2 = 1.
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(a) Original signal y: white noise
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Figure 1. The NL-filter applied to white noise. Parameters: N = 2000, σ = 1, ε = 0.2.

Assuming that σ � v1 − v0, the corresponding potential U(y) = −2 log(p) has the form of a
double well potential.

An example of a piecewise (random) function y(x) corrupted by noise, together with
the corresponding density and potential of y-values, is shown in Figures 2(a), 2(b), 2(c),
respectively. The eigenvector ψ1 is plotted in Figure 2(d) and is seen to be approximately a
step function with a sharp transition at y = 0. Thus, the NL-filter takes negative y-values to
(approximately) −1 and positive y-values to (approximately) 1 as wanted.

In the limit N → ∞, ε → 0, the discrete random walk associated with the row-stochastic
matrix A converges to a continuous-time diffusion process. Equation (2.11) relates the ex-
pected value of the discrete random walk with the denoising operator A, while (3.3) shows that
this operator is approximated by the backward Fokker–Planck operator which is the generator
of the continuous-time limit process. A single denoising iteration corresponds to a time step
Δt = ε of the continuous process. The denoising scheme thus depends on the characteristics of
a diffusion process in a double well potential, a subject which has been extensively studied in
the literature [24, 13, 19]. We now briefly describe the main features of this diffusion process
that are of interest to us. Consider a diffusion process that starts at a value y = v0 + ξ in the
left well. Of course, the purpose of the neighborhood filter is to denoise the signal, that is, to
approximate all values in the left well by v0 and all values in the right well by v1.

The diffusion process has a few characteristic times. The first is τR, the relaxation, or
equilibration time, inside the left (or right) well, conditioned on the process not exiting this
well. To properly denoise all values in a given well to their mean, it is therefore necessary
to apply approximately kR = τR/ε denoising steps, because the time step of each iteration is
Δt = ε as discussed above. The characteristic relaxation time inside the well centered at the
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Figure 2. The neighborhood filter applied to a step function corrupted by white noise. The step function is
given by v(x) = v0 = −1 for 0 < x < 1 and v(x) = v1 = 1 for 1 < x < 2. Parameters: N = 2000, σ = 0.4,
ε = 0.1.

y-value v0 depends to first order only on the curvature at the bottom of the well and is given
by

(4.2) τR(v0) =
1

U ′′(v0)
.

For the density p given by (4.1), this gives τR = σ2, and hence the resulting number of
iterations is kR = τR

ε ≈ 1
1−λ1

, where λ1 is given by (3.8). At this number of denoising
iterations we obtain that the noise has been shrunk by λkR

1 ≈ exp{ log λ1

1−λ1
} ≈ e−1, for λ1 close

to 1.
The second characteristic time τexit is the mean first passage time (MFPT) to exit this

well by crossing the barrier separating the wells. For a double well potential, the MFTP from
v0 to v1 is approximately given by Kramers’ law

(4.3) τexit(v0 → v1) =
2π√|U ′′(v0)U ′′(vm)|e

U(vm)−U(v0),

where vm is the location of the peak of the potential U , between the two wells v0 < vm < v1.
Similarly, after an order of kexit = τexit/ε denoising iterations, the resulting y-values become
averages of v0 and v1, leading to a blurring of the resulting signal.
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High quality denoising by the neighborhood filter is possible only if the two different level
sets are well separated. This is translated into the mathematical condition τR � τexit or,
equivalently, kexit � kR. This analysis also provides a guideline as to the number of denoising
steps needed to achieve satisfactory results. The number of steps k should be larger than kR

but significantly smaller than kexit, as otherwise the resulting values are weighted averages
of the two level sets. This is in full agreement with our intuition and numerical results: too
few iterations do not sufficiently smooth out the noise, whereas too many iterations have the
undesired property of averaging distinct level sets.

An inherent limitation of using a single-pixel neighborhood filter occurs in the presence of
significant noise. Consider, for example, a step function

(4.4) v(x) =
{ −1, 0 < x < 1,

1, 1 < x < 2.

Regardless of the spatial location of x between 0 and 1, noisy y-values above 0 will be assigned
to the right well and thus averaged to 1, whereas y-values below 0 will be assigned to the left
well and averaged to −1. This causes misidentifications and incorrect denoising. For example,
five iterations of the neighborhood filter to the noisy signal shown in Figure 2(a) result in the
signal shown in Figure 2(e). Although most of the noise was filtered out, misidentifications are
evident. Also, the level sets after 25 iterations (Figure 2(f)) are y ≈ ±0.8 instead of y = ±1,
due to the global averaging effect (the potential barrier in Figure 2(c) is not too high).

The probability of misidentifying a single observation is

(4.5)
Pr{y(xi) > 0 | v(xi) = −1} =

1√
2πσ2

∫ ∞

0
exp{−(y + 1)2/2σ2} dy

=
1
2

erfc
(

1√
2σ

)
.

In our example of σ = 0.4 we expect 0.6% of the samples to be misidentified (or 6 out of 1000
in accordance with Figure 2(f)).

There are at least two different methods for overcoming misidentifications due to large
noise. The first is spatial adaptations as discussed in [3, 5], while the second is increasing the
patch size. In the next section we show how using patches of size two or larger significantly
reduces the misidentification probability.

5. From pixels to patches: Diffusion in higher dimensions and clustering. As seen in the
previous section, denoising based on the similarity between single y-values may be insufficient,
leading to misidentifications and blurring effects. Therefore, in practical applications a more
advanced version based on the NL-filter is used. Instead of averaging points with similar
y-values, points are averaged only if their entire local y-value patch is similar; see [10, 18, 28].
For simplicity, we analyze patches of size two,

y2(xj) = (y(xj), y(xj+1)).

The weights are only a function of the Euclidean distance between patches, for example,

(5.1) Wij = exp{−‖y2(xi) − y2(xj)‖2/2ε}.
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Figure 3. The NL-filter with two-pixel patches applied to a step function corrupted by white noise, on the
same data as in Figure 2(a). Parameters: N = 2000, σ = 0.4, ε = 0.1.

The averaging operator A is defined as in the single-pixel case, A = D−1W. We demonstrate
the advantages of using two-pixel patches over the single-pixel method. Keeping the diffusion
interpretation in mind, using patches of size two corresponds to a 2-D diffusion process on
the set of values y2(xi) = (y(xi), y(xi+1)). That is, as N → ∞, for ε sufficiently small, the
eigenvectors of A can be approximated by those of a 2-D Fokker–Planck operator, analogous
to the 1-D operator of (3.4).

Consider, for example, the step function defined in (4.4). In the absence of noise the planar
density of patches of size two p(y2) is a sum of two δ-functions concentrated at (−1,−1) and
(1, 1). Similar to the 1-D case, corrupting the signal by noise changes p(y2) into a mixture of
2-D Gaussians with identical covariance matrices equal to σ2I (where I is the 2 by 2 identity
matrix):

(5.2) p(y2) =
1

4πσ2
exp

{−‖y2 + (1, 1)‖2

2σ2

}
+

1
4πσ2

exp
{−‖y2 − (1, 1)‖2

2σ2

}
.

Extracting two-pixel patches from the noisy signal in Figure 2(a) results in two Gaussian
clouds in the plane that are shown in Figure 3(a), where points are colored by their estimated
empirical density. A surface plot of the analytical density (see (5.2)) is given in Figure 3(b).

There are two differences between the 1-D neighborhood filter and its 2-D NL-means
version. First, observe that the distance between the Gaussian centers (−1,−1) and (1, 1)
is 2

√
2, which is a factor of

√
2 larger than the distance of the 1-D Gaussians centered at
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Table 1
The first few eigenvalues of A constructed from single pixels in the step function case. Parameters: N =

2000, σ = 0.4, ε = 0.1.

i 0 1 2 3 4 5

λ
(1)
i 1.0 0.993 0.631 0.598 0.412 0.344

Table 2
The first few eigenvalues of A constructed from two-pixel patches in the step function case. Parameters:

N = 2000, σ = 0.4, ε = 0.1.

i 0 1 2 3 4 5 6 7 8 9

λ
(2)
i 1.0 0.9999 0.629 0.628 0.621 0.608 0.419 0.410 0.394 0.381

±1. This dramatically reduces the misidentification probability, because for a patch to be
misclassified, the independent noises of both coordinates need to be significantly large. This
misidentification probability for a patch of size 2 is (compare with (4.5))

(5.3) Pr{y(xi) + y(xi+1) > 0 | v(xi) = −1, v(xi+1) = −1} =
1
2

erfc
(

1
σ

)
,

because the classification of a patch (y(xi), y(xi+1)) is determined by whether it is above
or below the diagonal y(xi) + y(xi+1) = 0 (see Figure 3(c)). For σ = 0.4 we expect only
0.02% of the samples to be misidentified (or 0.2 out of 1000 on average). In this case the
misidentification rate is 30 times smaller than that of the single-pixel neighborhood filter.

The second difference has to do with the exit and relaxation times of the 2-D diffusion
process. The relaxation time does not change significantly, because it depends only alge-
braically on the Hessian of the potential at the bottom of the well. In contrast, the exit time
depends exponentially on the barrier height, which increases by a factor of 2 compared to the
1-D potential barrier (the factor of 2 is explained by the fact that the distance between the
Gaussian centers is larger by a factor of

√
2 and that the potential is quadratic). Therefore,

the 2-D exit time is much larger than its 1-D counterpart. This means that many more NL
averaging iterations may be performed without blurring different level sets.

These two differences are best illustrated by comparing five or 25 iterations of an NL-
filter of two-pixel patches (Figures 3(e) and 3(f)) and five or 25 iterations of an NL-filter
with a single pixel (Figures 2(e) and 2(f)) for the same level of noise σ = 0.4. Not only
have the misidentifications completely disappeared, but also after 25 iterations, the level sets
still remain at y = ±1 for the two-pixel NL-filter, whereas 25 iterations with the single-pixel
NL-filter blur the level sets to y = ±0.8.

In Tables 1 and 2 we present the empirical eigenvalues λ(1)
i and λ

(2)
i of the denoising

matrices A corresponding to a single-pixel and to two-pixel neighborhood, respectively. First,
1 − λ

(2)
1 � 1 − λ

(1)
1 since the exit time from one well to the other is significantly larger

in the two-pixel case. Next, we observe a twofold numerical multiplicity of the eigenvalues
λ

(1)
2 ≈ λ

(1)
3 (0.631 and 0.598) corresponding to the noise reduction rate of (3.9), λ = σ2

σ2+ε
=

0.6154 in the two wells. In the two-pixel case, the numerical multiplicity becomes fourfold:
λ

(2)
2 ≈ λ

(2)
3 ≈ λ

(2)
4 ≈ λ

(2)
5 (0.629, 0.628, 0.621, 0.608). The reason is that for each 2-D well
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there correspond two equal eigenvalues due to separation of variables in the Fokker–Planck
operator [21]. This analysis also shows that the noise reduction rate is the same whether one
takes a single-pixel or a two-pixel patch. This is also seen in Figure 3(d), where the error after
one denoising iteration yd−v is shown for the single-pixel vs. the two-pixel neighborhood filter.
Note that for correctly identified points, the error is the same, as the red curve is the line
y = x. Therefore, the number of iterations needed for convergence to the denoised values is
roughly the same for both type of patches. The key advantage of enlarging the patch size is an
increase of the distance between cluster centers, which translates into fewer misidentifications
and reduction of the blurring.

When the signal has many interlacing white-black-white-black pixel values (e.g., like a
texture in an image or high frequency telegraph signal), we should consider not only the com-
pletely white (1, 1) patches and completely black (−1,−1) patches, but also mixed white-black
(1,−1) and black-white (−1, 1) patches. The mixed configurations produce two additional
clusters (centered at (1,−1) and (−1, 1)), and the probability of confusing these configu-
rations with a totally white (or a totally black) patch is equal to that of the single-pixel
neighborhood filter. In this case, of course, it is beneficial to apply NL-means denoising with
a larger patch size.

One may conclude that it is favorable to use arbitrarily large patches. In practice, however,
the signal is sampled only at a finite number of points; therefore, increasing the patch size
eventually leads to a poor estimate of the high dimensional density. In other words, the number
of sample points required for the diffusion approximation to hold depends exponentially on the
intrinsic dimensionality of the patch space. The fact that in practice the method is successfully
applied on natural images with relatively large patch sizes (of size 7 × 7 or 9 × 9) attests to
the intrinsic low dimensionality of the patch space of natural images.

6. 2A − A2 filters. The analysis of the previous sections emphasized the view of the
operator A as a diffusion operator in the continuum case, or a Markov matrix in the dis-
crete one. In this section we revisit the eigenvector expansion of A, whereby according to
(2.14) denoising is achieved by expanding the signal in these eigenvectors and suppressing the
contribution of the eigenvectors with small eigenvalues.

Consider, for example, a random telegraph signal corrupted by noise, where the noise-free
signal randomly jumps between l distinct levels of y-values (the case l = 2 was considered in
section 4). The resulting potential of y-values contains l wells. Consequently, the l largest
eigenvalues of A are all close to 1, and their corresponding eigenvectors are piecewise constant
inside each of these wells with sharp transitions between them [19]. The remaining eigenvalues
and their corresponding eigenvectors capture the relaxation times in each of the individual
wells. The noise-free signal can thus be approximately expressed as a linear combination of
ψ0,ψ1, . . . ,ψl−1 that correspond to the l features of the signal.

In this setting, we would like the denoising operator to suppress the contribution of the
noise, as captured in the remaining eigenvectors ψl,ψl+1, . . . . However, iterative application
of the denoising operator also suppresses the coefficients of the first l eigenvectors, since each
application of A multiplies each ψj by a factor λj , which is strictly smaller than 1 for j > 0.
In other words, not only are the modes corresponding to the noise suppressed, but also the
true features of the signal are suppressed, though at a smaller rate. As demonstrated in the
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Figure 4. Low pass filter responses: λ, 2λ− λ2, and β
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(shown with β = 0.5).

previous sections, this leads to undesirable blurring of the distinct y-levels. An interesting
question then is whether it is possible to construct an improved denoising operator from the
original operator A.

Consider, for example, the operator A2 = 2A − A2, suggested to us by Ronald Coifman.
This operator has the same eigenvectors as A, but its eigenvalues are 2λj − λ2

j = 1 − (1 −
λj)2. On the interval [0, 1] this gives an inverted parabola starting at zero at λ = 0 with a
maximal value of 1 at λ = 1 (see Figure 4). Therefore, the new operator A2 has much smaller
suppression of the large eigenvalues of A, while still significantly suppressing its eigenvalues
that are far away from λ = 1. As such, it is possible to apply the denoising operator A2

many more iterations without blurring the distinct y-levels. We illustrate this property in
Figures 5(a)–5(c), where from left to right we show a noisy signal with l = 2 distinct values,
25 iterations of the operator A, and 25 iterations of A2, respectively. Note that A2 is able to
perform denoising with far less blurring as compared to A.

In general, from k denoising iterations of A, one can generate any polynomial Pk(A) of
degree k. In particular, this polynomial can be chosen to approximate the desired suppression
of eigenvalues, such as a low pass filter at some cutoff value. For example, the following
recursive scheme was considered by [28]: Pk(A) = (1 + β)−1(Pk−1(A) + βI), which converges
to limk→∞ Pk(λ) = β

1+β−λ .
Finally, we remark that the operator A2 has an interesting probabilistic interpretation in

itself. Our analysis shows that the operator A is approximately equal to I + L, where L is
the backward Fokker–Planck diffusion operator. Therefore,

A2 = 2A− A2 = I − (I − A)2 ≈ (I − L)(I + L).

This means that denoising using A2 amounts to running forward the heat equation for time ε
(the denoising step—averaging out the noise), followed by running it backward for the same
time (sharpening). This method takes a noisy signal, smoothes it by the y-axis diffusion



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

DIFFUSION INTERPRETATION OF NONLOCAL FILTERS 133

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

x

y

(a) Step function corrupted by
white noise

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

−1.4

−1.2

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

x

A
25

y

(b) After 25 iterations of A

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−1.5

−1

−0.5

0

0.5

1

1.5

x

(2
A

−
A

2 )25
y

(c) After 25 iterations of 2A − A2

Figure 5. Comparing a single-pixel filter A with 2A − A2. Parameters: N = 2000, σ = 0.4, ε = 0.1.

equation, and then tries to recover the original signal by running the diffusion backward in
time. We remark that diffusion backward in time has also appeared in other contexts in signal
denoising [15].

The analysis of the filter A2 = 2A − A2 is demonstrated in Figures 6–9. The figures are
generated as follows. From each of the images in Figures 6(a) and 8(a), we take a subimage
of size 128× 128 and normalize it to have zero mean and unit standard deviation. We denote
the 128× 128 subimages by I(1) and I(2), respectively. We then add to the images zero-mean
additive Gaussian white noise to achieve a prescribed signal-to-noise ratio (SNR). The SNR
is defined as the ratio between the standard deviation of the clean image and the standard
deviation of the noise. We use an SNR of 4 for Figure 6(a) and an SNR of 3.5 for Figure
8(a). The resulting noisy images are shown in Figures 6(b) and 8(b) and are denoted Ĩ(1) and
Ĩ(2), respectively. From each noisy image Ĩ(i) we construct an operator A(i). To that end, we
attach to each pixel j in the image a feature vector Pj , given by its 7 × 7 patch around that
pixel, which we treat as a 49-dimensional vector. We then find for each feature vector Pj its
150 nearest neighbors, denoted Nj, and construct the graph W (i), represented as an N2 ×N2

sparse matrix, N = 128, by

W
(i)
jk = e−‖P (j)−P (k)‖2/ε2

, j = 1, . . . , N, k ∈ Nj,

with ε = 10σ (see [10]), where σ is the standard deviation of the noise. We furthermore
discard all entries in W (i) that are smaller than 10−8. The number of nearest neighbors and
the value of σ are chosen empirically such that the resulting graph is connected but still sparse
enough to allow for efficient processing. Finally, we obtain A(i) by normalizing W (i) to be
row-stochastic as in (2.8).

We reshape each Ĩ(i) in Figures 6(b) and 8(b) as a vector of length N2 and apply on it its
corresponding operators A(i) and A(i)

2 = 2A(i) − (A(i)
)2

. We then reshape the resulting vector
back into an N × N image and denote the result of the application of A(i) and A

(i)
2 by I

(i)
A

and I(i)
A2

, respectively. The outcome is shown in Figures 6(c) and 6(d) for the Barbara image,
and in Figures 8(c) and 8(d) for the Lena image.

The residual errors for the Barbara image, given by the norms of the difference between
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(a) Original (b) Noisy

(c) Denoised using the operator A (d) Denoised using the operator 2A− A2

Figure 6. Demonstration of the operator A2 = 2A− A2 for the Barbara image.

the original image and its denoised versions, are

‖I(1) − I
(1)
A ‖ = 0.192111,

‖I(1) − I
(1)
A2

‖ = 0.149881,
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(a) Residual when using A (b) Residual when using 2A− A2

(c) Lost features when using A (d) Lost features when using 2A− A2

Figure 7. Demonstration of the operator A2 = 2A− A2 for the Barbara image (continued).

and for the Lena image

‖I(2) − I
(2)
A ‖ = 0.235994,

‖I(2) − I
(2)
A2

‖ = 0.198785.

That is, the residual errors of the operators A(i)
2 are smaller. Note, however, that these

numbers do not reveal the true effect of the operators, as demonstrated in Figures 7 and 9.
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(a) Original (b) Noisy

(c) Denoised using the operator A (d) Denoised using the operator 2A− A2

Figure 8. Demonstration of the operator A2 = 2A− A2 for the Lena image.

In Figures 7(a) and 7(b) we show the difference Ĩ(1) − I
(1)
A and Ĩ(1) − I

(1)
A2

, respectively,
that is, the difference between the noisy image in Figure 6(b) and its denoised versions from
Figures 6(c) and 6(d), respectively. For an ideal denoising scheme, this difference should look
like noise. It is apparent that the residual for the operator A(1)

2 in Figure 7(b) exhibits fewer
features than the residual for the operator A(1) in Figure 7(a). Figures 9(a) and 9(b) show
this difference as well as a similar behavior for the Lena image.

In Figures 7(c) and 7(d) we show I(1) − I
(1)
A and I(1) − I

(1)
A2

, respectively, that is, the
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(a) Residual when using A (b) Residual when using 2A− A2

(c) Lost features when using A (d) Lost features when using 2A− A2

Figure 9. Demonstration of the operator A2 = 2A− A2 for the Lena image (continued).

difference between the original Barbara image and the outcomes of the operators A and A2.
This provides a qualitative measure for the sharpening effect described above (and thus for
the “feature loss” incurred by each operator). In Figures 9(c) and 9(d) we show the same
difference for the Lena image. It is apparent that the residual when using the operator A
pronounces more features than the residual of the operator A2, supporting the analysis given
above.
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7. Summary. This paper is devoted to the analysis of NL neighborhood filters, by inter-
preting the explicit formula for neighborhood filters as the transition operator associated to
a random walk in the space of patches. The study of the spectrum of this matrix allows us to
infer some properties of NL neighborhood filters, particularly when they are iterated (which
corresponds to longer times in the random walk). We rely on earlier results that show that
the transition matrix approximates the backward Fokker–Planck diffusion operator, and that
the matrix eigenvectors approximate the operator eigenfunctions.

The benefits of this interpretation become evident in sections 4 and 5, where we study a
step function denoised with patch sizes of one pixel and two pixels. In both cases, the filter
can be interpreted as a random process in a double well potential. This interpretation enables
the prediction and understanding of the behavior of the filter in these settings. Relevant
parameters are studied, such as the number of iterations needed for convergence. The blurring
effect corresponding to a high number of iterations is explained, as well as the benefits of
increasing the size of the patch from one to two samples. Finally, in section 6 we propose
a new operator, with a slower decay of the eigenvalues, thus attenuating the blurring effect.
Although the analysis is restricted to somewhat simple cases, the interpretation proposed in
this paper provides insight into the understanding of NL-filters.

Acknowledgments. We thank Ronald Coifman and Arthur Szlam for stimulating dis-
cussions. We also thank the anonymous referees for their valuable criticism, which greatly
improved the exposition of this paper. Part of this work was conducted while the authors
visited the Institute for Pure and Applied Mathematics (IPAM), for which we thank IPAM,
Mark Green, and Peter Jones.

REFERENCES

[1] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions, Dover, New York, 1972.
[2] S. P. Awate, Adaptive Nonparametric Markov Models and Information-Theoretic Methods for Image

Restoration and Segmentation, Ph.D. dissertation, School of Computing, University of Utah, Salt
Lake City, UT, 2006.

[3] S. P. Awate and R. T. Whitaker, Unsupervised, information-theoretic, adaptive image filtering for
image restoration, IEEE Trans. Pattern Anal. Mach. Intell., 28 (2006), pp. 364–376.

[4] D. Barash, A fundamental relationship between bilateral filtering, adaptive smoothing, and the nonlinear
diffusion equation, IEEE Trans. Pattern Anal. Mach. Intell., 24 (2002), pp. 844–847.

[5] D. Barash and D. Comaniciu, A common framework for nonlinear diffusion, adaptive smoothing,
bilateral filtering and mean shift, Image Vision Comput., 22 (2004), pp. 73–81.

[6] M. Belkin and P. Niyogi, Towards a theoretical foundation for Laplacian-based manifold methods, in
Proceedings of the 18th Conference on Learning Theory (COLT), 2005, pp. 486–500.

[7] T. Brox and D. Cremers, Iterated nonlocal means for texture restoration, in Scale Space and Varia-
tional Methods in Computer Vision, Lecture Notes in Comput. Sci. 4485, F. Sgallari, A. Murli, and
N. Paragios, eds., Springer-Verlag, Berlin, Heidelberg, 2007, pp. 13–24.

[8] A. Buades, Image and Movie Denoising by Nonlocal Means, Ph.D. dissertation, Universitat de les Illes
Balears, Palma de Mallorca, Spain, 2006.

[9] A. Buades, B. Coll, and J. M. Morel, Neighborhood filters and PDE’s, Numer. Math., 105 (2006),
pp. 1–34.

[10] A. Buades, B. Coll, and J. M. Morel, A review of image denoising algorithms, with a new one,
Multiscale Model. Simul., 4 (2005), pp. 490–530.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

DIFFUSION INTERPRETATION OF NONLOCAL FILTERS 139

[11] Y. Cheng, Mean shift, mode seeking, and clustering, IEEE Trans. Pattern Anal. Mach. Intell., 17 (1995),
pp. 790–799.

[12] R. R. Coifman and D. Donoho, Translation-invariant de-noising, in Wavelets and Statistics, Springer-
Verlag, New York, 1995, pp. 125–150.

[13] G. W. Gardiner, Handbook of Stochastic Processes for Physics, Chemistry and the Natural Sciences,
2nd ed., Springer-Verlag, Berlin, 1985.

[14] G. Gilboa and S. Osher, Nonlocal linear image regularization and supervised segmentation, Multiscale
Model. Simul., 6 (2007), pp. 595–630.

[15] G. Gilboa, N. Sochen, and Y. Y. Zeevi, Forward-and-backward diffusion processes for adaptive image
enhancement and denoising, IEEE Trans. Image Process., 11 (2002), pp. 689–703.

[16] M. Hein, J. Audibert, and U. von Luxburg, From graphs to manifolds—weak and strong pointwise
consistency of graph Laplacians, in Proceedings of the 18th Conference on Learning Theory (COLT),
2005, pp. 470–485.

[17] S. Kindermann, S. Osher, and P. W. Jones, Deblurring and denoising of images by nonlocal func-
tionals, Multiscale Model. Simul., 4 (2005), pp. 1091–1115.

[18] M. Mahmoudi and G. Sapiro, Fast image and video denoising via nonlocal means of similar neighbor-
hoods, IEEE Signal Process. Lett., 12 (2005), pp. 839–842.

[19] B. J. Matkowsky and Z. Schuss, Eigenvalues of the Fokker–Planck operator and the approach to
equilibrium for diffusions in potential fields, SIAM J. Appl. Math., 40 (1981), pp. 242–254.

[20] B. Nadler, S. Lafon, R. R. Coifman, and I. G. Kevrekidis, Diffusion maps, spectral clustering and
eigenfunctions of Fokker–Planck operators, in Advances in Neural Information Processing Systems,
Vol. 18, Y. Weiss, B. Schölkopf, and J. Platt, eds., MIT Press, Cambridge, MA, 2006, pp. 955–962.

[21] B. Nadler, S. Lafon, R. R. Coifman, and I. G. Kevrekidis, Diffusion maps, spectral clustering and
reaction coordinates of dynamical systems, Appl. Comput. Harmon. Anal., 21 (2006), pp. 113–127.

[22] P. Perona and J. Malik, Scale space and edge detection using anisotropic diffusion, IEEE Trans.
Pattern Anal. Mach. Intell., 12 (1990), pp. 629–639.

[23] L. Rudin, S. Osher, and E. Fatemi, Nonlinear total variation based noise removal algorithms, Phys.
D, 60 (1992), pp. 259–268.

[24] Z. Schuss, Theory and Applications of Stochastic Differential Equations, Wiley, New York, 1980.
[25] A. Singer, From graph to manifold Laplacian: The convergence rate, Appl. Comput. Harmon. Anal., 21

(2006), pp. 128–134.
[26] S. M. Smith and J. M. Brady, Susan—A new approach to low level image processing, Int. J. Comput.

Vis., 23 (1997), pp. 45–78.
[27] A. D. Szlam, Non-stationary Analysis on Datasets and Applications, Ph.D. dissertation, Yale University,

New Haven, CT, 2006.
[28] A. D. Szlam, M. Maggioni, and R. R. Coifman, Regularization on graphs with function-adapted

diffusion processes, J. Mach. Learn. Res., 9 (2008), pp. 1711–1739.
[29] C. Tomasi and R. Manduchi, Bilateral filtering for gray and color images, in Proceedings of the Sixth

International Conference on Computer Vision (ICCV), IEEE Computer Society, Washington, D.C.,
1988, pp. 839–846.

[30] L. P. Yaroslavsky, Digital Picture Processing—An Introduction, Springer-Verlag, Berlin, 1985.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


