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Materials Science research:

Theoretical models, evaluated on a computer, are usually needed
for interpretation and quantification of measurements.

But HPC is often not readily available.

theoretical model measurement




Computational linguistics:

“We automatically identify semantically related words in the 400 million word
Dutch Twente corpus to

Statistically find contextual associations and quantify association strength
|dentify syntactical relations between words
Relevant to automatic translation software

Multivariate analysis with dozens of variables — large computational needs.”

--- an “English Lit major”

https://perswww.kuleuven.be/~u0042527/lingpub.htm



How do we bring the best theory and simulations to
the scientists who need i1?

(often applied scientists - not computational specialists)

SOLUTION:
Scientific Cloud Computing



FEFF- simple Einstein model for phonons
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FEFF-gold (accurate ab initio model for phonons)
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Hardware barrier: advanced codes need clusters

- Buy a cluster? IT support?
- Supercomputing center?
- Collaborate with specialists?

Software barrier: running codes is difficult

- Installation of || software tricky
- lacking user-friendliness
- multi-code workflows difficult

t >> 1 before improved theory reaches applied research
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SCIENTIFIC CLoUD COMPUTING
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Cloud Compute Instances

Interface simplifies workflow
(hides cloud -- app)

Developer makes virtual
“XAS” compute node
with preinstalled WIEN2k

User requests 5 node Cloud

Cluster for 3 hours when
needed ($20)



SCZ2I'T"

SCIENTIFIC CLoUD COMPUTING

Contains utilities for parallel scientific computing:
MPI, compilers, libraries, NFS,

« Becomes compute node in SCC Cloud Cluster

» Developer-optimized Scientific codes for your research
- for electronic structure calculations
- latest version
- optimized for performance
- MPI parallellization for large calculations

D OO D

Cloud Compute Instances

“My new research group was looking for a way to implement MEEP-mpi
(MIT Electromagnetic Equation Propagation) to simulate EM fields in
nanoscale optical devices for cavity QED experiments. We believe that
Amazon EC2 is an economical and time saving solution for our finite
difference time domain (FDTD) simulations. My group‘s research

maske

buy computing power only when needed. Moreover it is a relief not toL ,_.- . -
T

have to maintain our own small cluster within our group.™ |
Kai-Mei Fu, University of Washington (USA) » couping s
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iterates between fabrication and simulation thus it is advantageous to ey




For developers of GUIs
Java interface library (jar)

600 Jfeff: [Users/jorissen/jfeff_examples/EXAFS/Cu/feff.inp

For savvy users and developers
Collection of shell scripts
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Tools in the SC2IT interface for bash

Sfunction

Name of tool

sc2launch N Launch cluster with N instances

Constructor Summary

Cluster(java.lang.String name, ClustAuth auth)

Constructs a new Cluster object with the given name and using the given credentials.

sc2connect Connect to a cluster

sc2put Transfer data to a cluster scp

Method Summary

sc2get Transfer data from a cluster scp

ClusterResult|connect (boolean toRoot)

Opens a Swing window which contains a terminal on the remote machine.

sc2list List running clusters top

ClusterResult | executeCommand(java.lang.String cmd)

ClusterResult|executeCommandRoot (java.lang.String cmd)
Executes a single bash command via ssh on the remote machine.

sc2terminate Terminate a running cluster shutdown

ClusterResult|get(java.lang.String remoteName, java.lang.String localName)
Downloads a file from head node of the cluster to the local machine.

sc2desc Describe all running clusters ps

java.util.Properties getConfig()

Returns a Properties object which contains all pertinent configuration info:

sc2run Launch a job on a cluster .

java.lang.String|getName()

sc2connectr Connect to a cluster as root

ClustersStatus |qetStatus ()

sc2load Monitor load in a cluster



WIEN2k-cloud
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Performance

LOOSELY Coupled Processes
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Performance

TIGHTLY Coupled Processes

KS for large system
at 1 k-point
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HPC cluster instances deliver good speedup




TIGHTLY Coupled Processes

KS for large system

at 1 k-point 3t
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« 1200 atom unit cell; SCALAPACK+MPI diagonalization, matrix size 50k-100k

« HPC cluster instances deliver similar speedup as local Infiniband cluster
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Scientific Cloud Computing

A high-performance platform for taking materials simulations to the Cloud

m The SCC Interface Tool FF Publications

About Scientific Cloud Computing

Scientific Cloud Computing is a new way of doing scientific calculations. Tt
means you don't have to apply for time at a supercomputing center, or buy a
cluster, and spend your time installing and configuring software. Instead, you
rent a virtual cluster by the hour. It comes preconfigured with scientific codes
and tools and it's set up for parallel computing. You specify how much
computing power you need today, and you let go of it once your work is
finished. "Easy" is the key word here.

‘There has long been concern that Cloud Computing could not deliver the
performance needed for parallel scientific computing. With the latest
improvements in Cloud infrastructure, we have found that those concerns are
o longer warranted. You can now use Cloud Computing for state-of-the-art
parallelized scientfic calculations.

‘The platform we offer contains:

* SC2VP: The Scientific Cloud Computing Virtual Platform, a scientific virtual
machine prototype (AMI) for the Amazon EC2 cloud; it is preloaded with
materials science software and scientifc libraries and tools.

* SC2IT: The Scientific Cloud Computing Interface Tools, a toolset that lets
You create and manage virtual cloud clusters using simple commands
(currently Linux and OS X)

* JFEFF: A Java-based GUI for the FEFF9 spectroscopy code that can work in
the cloud from your machine - no commandiine work needed (currently Linux
and 05 X only)

Download  The FEFF project

www.feffproject.org
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A high performance scientific cloud computing environment for materials
simulations
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Backup stuff



FEFF inte@ S

2. Calculations
3. Stop cluster

MPI Slave

* K. Jorissen et al., Comp. Phys. Comm. 183 (2012) 1911



Developer’s view:

ExecuteCloudContext.java:

import edu.washington.scc.”;

// Launch the new cluster with “cs” specifications:
ClusterResult rl = clust. (cs);

/I Initialize the FEFF calculation on the cloud cluster:
/I Copy feff.inp:
ClusterResult rp = clust.  (LocalWorkingDir+"/feff.inp", CloudWorkingDir+"/feff.inp");

/l Run the FEFF9-MPI calculation:
ClusterResult rf9 = clust. (Feff9CommandLine,CloudOut);

/I Copy the output files back to the local computer:
ClusterResult rg = clust.  (CloudWorkingDir, LocalWorkingDir);

/l Terminate the cloud cluster:
ClusterResult rt = clust. ();
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Jfeff Settings

Plot for /Users/jorissen/jfeff examples/EXAFS/Cu
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