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Abstract. We briefly describe the main ideas of statistical learning theory, sup-
port vector machines (SVMs), and kernel feature spaces. We place particular em-
phasis on a description of the so-calle&VM, including details of the algorithm

and its implementation, theoretical results, and practical applications.

1 An Introductory Example

Suppose we are given empirical data

($1,y1),-~-7($m7ym) cX x {:l:l} (l)

Here, thedomainX’ is some nonempty set that tpatternsz; are taken from; they;
are calledabelsor targets

Unless stated otherwise, indiceand; will always be understood to run over the
training set, i.e.4,j =1,...,m.

Note that we have not made any assumptions on the damaitner than it being a
set. In order to study the problem of learning, we need additional structure. In learning,
we want to be able tgeneralize¢o unseen data points. In the case of pattern recognition,
this means that given some new pattere X', we want to predict the corresponding
y € {£1}. By this we mean, loosely speaking, that we chogseich that(z, y) is in
some sense similar to the training examples. To this end, we need similarity measures in
X and in{£1}. The latter is easy, as two target values can only be identical or different.
For the former, we require a similarity measure

k:X x X —R,
(z,2") — k(z,2), 2

i.e., a function that, given two examplesaindz’, returns a real number characterizing
their similarity. For reasons that will become clear later, the functiencalled akernel
(124], [1], [8]).

A type of similarity measure that is of particular mathematical appeal are dot prod-
ucts. For instance, given two vectotsx’ € R¥, the canonical dot product is defined

* Parts of the present article are based on [31].



as

(x-x):= Z(X)Z—(x’)i. (3)

Here,(x); denotes théth entry ofx.

The geometrical interpretation of this dot product is that it computes the cosine of
the angle between the vectorandx’, provided they are normalized to lengthMore-
over, it allows computation of the length of a vectoas/(x - x), and of the distance
between two vectors as the length of the difference vector. Therefore, being able to
compute dot products amounts to being able to carry out all geometrical constructions
that can be formulated in terms of angles, lengths and distances.

Note, however, that we have not made the assumption that the patterns live in a
dot product space. In order to be able to use a dot product as a similarity measure, we
therefore first need to transform them into some dot product sfaeehich need not
be identical taR" . To this end, we use a map

P: X —>H
T X (4)

The spacé is called afeature spaceTo summarize, there are three benefits to trans-
form the data intd<{

1. Itlets us define a similarity measure from the dot produé{jn
k(x,a') = (x - x) = (&(x) - 2(2)). ()

2. It allows us to deal with the patterns geometrically, and thus lets us study learning
algorithm using linear algebra and analytic geometry.

3. The freedom to choose the mappihgvill enable us to design a large variety of
learning algorithms. For instance, consider a situation where the inputs already live
in a dot product space. In that case, we could directly define a similarity measure
as the dot product. However, we might still choose to first apply a nonlineagmap
to change the representation into one that is more suitable for a given problem and
learning algorithm.

We are now in the position to describe a pattern recognition learning algorithm that
is arguable one of the simplest possible. The basic idea is to compute the means of the
two classes in feature space,

Cy = mi Z X, (6)
T ligi=+1}

c_:mi > oxi 7)

T {iyi=—1}

wherem, andm_ are the number of examples with positive and negative labels, re-
spectively (see Figure 1). We then assign a new pritd the class whose mean is
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Fig. 1. A simple geometric classification algorithm: given two classes of points (depicted by ‘0’
and ‘+'), compute their means; , c_ and assign a test pattexrto the one whose mean is closer.
This can be done by looking at the dot product between ¢ (wherec = (c4+ + ¢—)/2) and

w := c4+ — c_, which changes sign as the enclosed angle passes throlzgiNote that the
corresponding decision boundary is a hyperplane (the dotted line) orthogaméfrtom [31]).

closer to it. This geometrical construction can be formulated in terms of dot products.
Half-way in betweere. andc_ lies the poinic := (c4 +c_)/2. We compute the class

of x by checking whether the vector connectingndx encloses an angle smaller than
/2 with the vectow := ¢, — c_ connecting the class means, in other words

y=sgn((x—c)-w)
y=sgn((x - (cx +¢_)/2) - (cs —c_))
— sgn((x-cx) — (x-c_) +b). (®)

Here, we have defined the offset
T2 B e

It will be proved instructive to rewrite this expression in terms of the pattesiis
the input domaint’. To this end, note that we do not have a dot productirall we
have is the similarity measude(cf. (5)). Therefore, we need to rewrite everything in
terms of the kernet evaluated on input patterns. To this end, substitute (6) and (7) into
(8) to get thedecision function

Y = sen - Z (X'Xi)—L Z (x-x;)+b

m m_
F liyi=t1} {iyi=—1}

= sgn 1 Z k(acmci)—mL Z k(z,z;)+0b]. (20)

m _
t fiyi=t1} {iry;=—1}



Similarly, the offset becomes

2 =D DI TS R S SRR ) BCE)

~ {G@d)yi=y;=—1} + {()yi=y;=+1}

Let us consider one well-known special case of this type of classifier. Assume that the
class means have the same distance to the origin (lbead®, and that can be viewed
as a density, i.e., it is positive and has intedral

/ k(x,2)dx =1 foralla’ € X. (12)
X

In order to state this assumption, we have to require that we can define an integral on
X.

If the above holds true, then (10) corresponds to the so-called Bayes decision bound-
ary separating the two classes, subject to the assumption that the two classes were gen-
erated from two probability distributions that are correctly estimated byPHreen
windowsestimators of the two classes,

p1(z) =L > k() (13)
T figim )

pa(x) ::mL Z k(z,x;). (14)
T {ayi=—1}

Given some point, the label is then simply computed by checking which of the two,
p1(x) or po(x), is larger, which directly leads to (10). Note that this decision is the best
we can do if we have no prior information about the probabilities of the two classes.
For further details, see [31].

The classifier (10) is quite close to the types of learning machines that we will
be interested in. It is linear in the feature space, and while in the input domain, it is
represented by a kernel expansion in terms of the training points. It is example-based
in the sense that the kernels are centered on the training examples, i.e., one of the two
arguments of the kernels is always a training example. The main points that the more
sophisticated techniques to be discussed later will deviate from (10) are in the selection
of the examples that the kernels are centered on, and in the weights that are put on the
individual data in the decision function. Namely, it will no longer be the caseathat
training examples appear in the kernel expansion, and the weights of the kernels in the
expansion will no longer be uniform. In the feature space representation, this statement
corresponds to saying that we will study all normal vectersf decision hyperplanes
that can be represented as linear combinations of the training examples. For instance,
we might want to remove the influence of patterns that are very far away from the
decision boundary, either since we expect that they will not improve the generalization
error of the decision function, or since we would like to reduce the computational cost
of evaluating the decision function (cf. (10)). The hyperplane will then only depend on
a subset of training examples, calleapport vectors



2 Learning Pattern Recognition from Examples

With the above example in mind, let us now consider the problem of pattern recognition
in a more formal setting ([37], [38]), following the introduction of [30]. In two-class
pattern recognition, we seek to estimate a function

Frx— {1} (15)

based on input-output training data (1). We assume that the data were generated inde-
pendently from some unknown (but fixed) probability distributiBfr;, y). Our goal

is to learn a function that will correctly classify unseen examgles), i.e., we want

f(x) =y for exampleqz, y) that were also generated froR(z, y).

If we put no restriction on the class of functions that we choose our estifnate
from, however, even a function which does well on the training data, e.g. by satisfying
flxz;) =y; foralli = 1,...,m, need not generalize well to unseen examples. To see
this, note that for each functiohand any test sétzy, 71 ), . . ., (T, ¥m) € RY x{£1},
satisfying{z1,...,Zm} N {z1,...,zm} = {}, there exists another functioff such
that f*(z;) = f(x;) foralli = 1,...,m, yet f*(z;) # f(z;) foralli = 1,...,m.

As we are only given the training data, we have no means of selecting which of the two
functions (and hence which of the completely different sets of test label predictions) is
preferable. Hence, only minimizing the training error éonpirical risk),

m

1 1
does not imply a small test error (calledk), averaged over test examples drawn from
the underlying distributio®(z, ),

RIf) = [ 51#@) = 3] dPGa.o). a7)

Statistical learning theory ([41], [37], [38], [39]), or VC (Vapnik-Chervonenkis) theory,
shows that it is imperative to restrict the class of functions fhiatchosen from to one
which has aapacitythat is suitable for the amount of available training data. VC theory
providesboundson the test error. The minimization of these bounds, which depend on
both the empirical risk and the capacity of the function class, leads to the principle of
structural risk minimization[37]). The best-known capacity concept of VC theory is
the VC dimensiondefined as the largest numbeiof points that can be separated in

all possible ways using functions of the given class. An example of a VC bound is the
following: if h < m is the VC dimension of the class of functions that the learning
machine can implement, then for all functions of that class, with a probability of at
leastl — 7, the bound

R(f) < Remp(f) + ¢ (h, log(")) (18)

m m

holds, where theonfidence termp is defined as

o (L Jotn)) _ ¢ P (log 3 + 1) —log(n/4) .

m m m




Tighter bounds can be formulated in terms of other concepts, such asrtkaled VC
entropyor the Growth function These are usually considered to be harder to evaluate,
but they play a fundamental role in the conceptual part of VC theory ([38]). Alterna-
tive capacity concepts that can be used to formulate bounds includat thieattering
dimension([2]).

The bound (18) deserves some further explanatory remarks. Suppose we wanted to
learn a “dependency” whet(z,y) = P(z) - P(y), i.e., where the pattern contains
no information about the labgl, with uniform P(y). Given a training sample of fixed
size, we can then surely come up with a learning machine which achieves zero training
error (provided we have no examples contradicting each other). However, in order to
reproduce the random labelling, this machine will necessarily require a large VC di-
mensionh. Thus, the confidence term (19), increasing monotonically wijtlvill be
large, and the bound (18) witiot support possible hopes that due to the small training
error, we should expect a small test error. This makes it understandable how (18) can
hold independent of assumptions about the underlying distributian y): it always
holds (provided that < m), but it does not always make a nontrivial prediction — a
bound on an error rate becomes void if it is larger than the maximum error rate. In order
to get nontrivial predictions from (18), the function space must be restricted such that
the capacity (e.g. VC dimension) is small enough (in relation to the available amount
of data).

3 Hyperplane Classifiers

In the present section, we shall describe a hyperplane learning algorithm that can be
performed in a dot product space (such as the feature space that we introduced previ-
ously). As described in the previous section, to design learning algorithms, one needs
to come up with a class of functions whose capacity can be computed.

[42] considered the class of hyperplanes

W-x)+b=0 weR" beR, (20)
corresponding to decision functions
f(x) =sgn((w-x)+0), (22)

and proposed a learning algorithm for separable problems, term&gktheralized Por-

trait, for constructingf from empirical data. It is based on two facts. First, among all
hyperplanes separating the data, there exists a unique one yielding the maximum margin
of separation between the classes,

max min{|x —x;|| :x e RV (W-x) +b=0,i=1,...,m}. (22)

Second, the capacity decreases with increasing margin.
To construct thi©Optimal Hyperplandcf. Figure 2), one solves the following opti-
mization problem:

inimize © w2
ml%rﬁ}lze 2

subjectto y; - (w-x;)+b)>1, i=1,...,m. (23)
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Fig. 2. A binary classification toy problem: separate balls from diamondsoptimal hyperplane

is orthogonal to the shortest line connecting the convex hulls of the two classes (dotted), and
intersects it half-way between the two classes. The problem is separable, so there exists a weight
vectorw and a threshold such thaty; - ((w-x;) +b) > 0 (¢ = 1,...,m). Rescalingyv andb

such that the point(s) closest to the hyperplane saffsfy x;) + b| = 1, we obtain acanonical

form (w, b) of the hyperplane, satisfying - ((w-x;)+b) > 1. Note that in this case, thmargin,
measured perpendicularly to the hyperplane, eqid|e/||. This can be seen by considering two
pointsxi, x2 on opposite sides of the margin, i.éw - x1) +b =1,(w-x2) + b = —1, and
projecting them onto the hyperplane normal veetgf|w|| (from [29]).

A way to solve (23) is through its Lagrangian dual:

max(min L(W, b, ), (24)
where
1, 0 s
L(w,b, ) = §HWII - ;a (yi - ((xi-W)+b) —1). (25)

The Lagrangianl, has to be minimized with respect to tipgimal variablesw and
b and maximized with respect to thial variablesa;. For a nonlinear problem like
(23), called the primal problem, there are several closely related problems of which
the Lagrangian dual is an important one. Under certain conditions, the primal and dual
problems have the same optimal objective values. Therefore, we can instead solve the
dual which may be an easier problem than the primal. In particular, we will see in
Section 4 that when working in feature spaces, solving the dual may be the only way to
train SVM.

Let us try to get some intuition for this primal-dual relation. Assufweb) is an
optimal solution of the primal with the optimal objective vatye= 1 |w||%. Thus, no
(w, b) satisfies

1
5||w|\2 <~yandy; - (W-x;)+b)>1, i=1,...,m. (26)



With (26), there isx > 0 such that for aliv, b
1 9 m ~
- A — TR - _ > (.
S Iwii* =~ ;m(yz (i W) +b) =1) > 0 27)

We do not provide a rigorous proof here but details can be found in, for example, [5].

Note that for general convex programming this result requires some additional condi-

tions on constraints which are now satisfied by our simple linear inequalities.
Therefore, (27) implies

inL > . 2
maxmin (W, b, @) > (28)

On the other hand, for any,

inL(w,b,a) < L(W,b
%{g(,,a)_ (W, b, ),
SO
_ 1
in L(W, b, ) < LW, b, o) = =||W||? = ~. 29
max min (w, ,a)_g}% (W, b, o) 2||W|| y (29)

Therefore, with (28), the inequality in (29) becomes an equality. This property is
the strong duality where the primal and dual have the same optimal objective value. In
addition, putting(w, b) into (27), witha; > 0 andy; - ((x; - W) +b) — 1 >0,

a; - lyi((x - W) +b)—1]=0, i=1,...,m, (30)

which is usually called the complementarity condition.
To simplify the dual, ad.(w, b, ) is convex when is fixed, for any givenx,

%L(W7 b,a) =0, a%\/L(W,b,a) =0, (31)
leads to
f: aiy; =0 (32)
=1
and
W= i QiYiX;- (33)
=1

As « is now given, we may wonder what (32) means. From the definition of the La-
grangian, ify""" , a;y; # 0, we can decreaseb > " | a;y; in L(w, b, o) as much as
we want. Therefore, by substituting (33) into (24), the dual problem can be written as

max
a>0

{Zyil Qi — 3 >0 5o iogyiy (x - x5)  if YT gy =0, (34)

—00 if >, iy # 0.



As —oo is definitely not the maximal objective value of the dual, the dual optimal so-
lution does not happen whén" , o,y; # 0. Therefore, the dual problem is simplified
to finding multipliersa; which

) ] m 1 m
adEe Z} “iT3 ,Zl iy (Xi - %) (35)
i= ij=
subjectto o; >0, i=1,...,m, and Y _ a;y; = 0. (36)

i=1

This is the dual SVM problem that we usually refer to. Note that (30), @2k 0Vi,
and (33), are called the Karush-Kuhn-Tucker (KKT) optimality conditions of the primal
problem. Except an abnormal situation where all optitnadre zerop can be computed
using (30).

The discussion from (31) to (33) implies that we can consider a different form of
dual problem:

maximize L(W,b, )
,b,x>0
) @7)
%L(W, b, a) =0.

This is the so calledVolfedual for convex optimization, which is a very early work in
duality [45]. For convex andifferentiableproblems, it is equivalent to the Lagrangian
dual though the derivation of the Lagrangian dual more easily shows the strong duality
results. Some notes about the two duals are in, for example, [3, Section 5.4].
Following the above discussion, the hyperplane decision function can be written as

. 0
subject to %L(w, b,a) =0,

f(x) =sgn (Z iy - (x-x;) + b) . (38)

i=1

The solution vectow thus has an expansion in terms of a subset of the training pat-
terns, namely those patterns whagés non-zero, calle@upport VectorsBy (30), the
Support Vectors lie on the margin (cf. Figure 2). All remaining examples of the training
set are irrelevant: their constraint (23) does not play a role in the optimization, and they
do not appear in the expansion (33). This nicely captures our intuition of the problem:
as the hyperplane (cf. Figure 2) is completely determined by the patterns closest to it,
the solution should not depend on the other examples.

The structure of the optimization problem closely resembles those that typically
arise in Lagrange’s formulation of mechanics. Also there, often only a subset of the
constraints become active. For instance, if we keep a ball in a box, then it will typically
roll into one of the corners. The constraints corresponding to the walls which are not
touched by the ball are irrelevant, the walls could just as well be removed.

Seen in this light, it is not too surprising that it is possible to give a mechanical in-
terpretation of optimal margin hyperplanes ([9]): If we assume that each support vector
x; exerts a perpendicular force of siagand signy; on a solid plane sheet lying along
the hyperplane, then the solution satisfies the requirements of mechanical stability. The



constraint (32) states that the forces on the sheet sum to zero; and (33) implies that the
torques also sum to zero, Vja, x; x y;o; - W/ [|w|| = w x w/|lw|| = 0.

There are theoretical arguments supporting the good generalization performance of
the optimal hyperplane ([41], [37], [4], [33], [44]). In addition, it is computationally
attractive, since it can be constructed by solving a quadratic programming problem.

4 Optimal Margin Support Vector Classifiers

We now have all the tools to describe support vector machines ([38], [31]). Everything
in the last section was formulated in a dot product space. We think of this space as the
feature spacé{ described in Section 1. To express the formulas in terms of the input
patterns living inX, we thus need to employ (5), which expresses the dot product of
bold face feature vectoss x’ in terms of the kernet evaluated on input patterasz’,

k(z,2") = (x-x). (39)
This can be done since all feature vectors only occurred in dot products. The weight
vector (cf. (33)) then becomes an expansion in feature spand,will thus typically

no longer correspond to the image of a single vector from input space. We thus obtain
decision functions of the more general form (cf. (38))

flx) = Sgn(Z yic; - (P(x) - () + b)
i=1

= sgn<z yioy - k(x, ;) + b) ) (40)
=1

and the following quadratic program (cf. (35)):

m 1 m
mz(aulxeiglize W(a) = Zzzl @i =5 ijzzl ooy k(xs, 5) (41)
subjectto «a; >0, i=1,...,m, and Zaiyi =0. (42)

i=1

Working in the feature space somewhat forces us to solve the dual problem instead
of the primal. The dual problem has the same number of variables as the number of
training data. However, the primal problem may have a lot more (even infinite) variables
depending on the dimensionality of the feature space (i.e. the lengttwgf. Though
our derivation of the dual problem in Section 3 considers problems in finite-dimensional
spaces, it can be directly extended to problems in Hilbert spaces [20].

! This constitutes a special case of the so-called representer theorem, which states that under
fairly general conditions, the minimizers of objective functions which contain a penalizer in
terms of a norm in feature space will have kernel expansions ([43], [31]).



Fig. 3. Example of a Support Vector classifier found by using a radial basis function kernel
E(z,z') = exp(—||z — «||?). Both coordinate axes range from -1 to +1. Circles and disks
are two classes of training examples; the middle line is the decision surface; the outer lines pre-
cisely meet the constraint (23). Note that the Support Vectors found by the algorithm (marked by
extra circles) are not centers of clusters, but examples which are critical for the given classifica-
tion task. Grey values code the modulus of the argurhéfit, vic. - k(z, x;) + b of the decision
function (40) (from [29]).)

5 Kernels

We now take a closer look at the issue of the similarity measure, or kérnigl,this
section, we think oft as a subset of the vector sp&R¥, (N € N), endowed with the
canonical dot product (3).

5.1 Product Features

Suppose we are given pattetng RY where most information is contained in thith
order products (monomials) of entrigg; of z,

[I]J& """ [x]jdv (43)

wherejq, ..., ja € {1,...,N}. In that case, we might prefer txtractthese product
features, and work in the feature spa¢eof all products ofd entries. In visual recog-
nition problems, where images are often represented as vectors, this would amount to
extracting features which are products of individual pixels.



For instance, ilR?, we can collect all monomial feature extractors of degrée
the nonlinear map

®:R* - H =R (44)
([2]1, [2]2) = ([2]7, 213, [a][2]2)- (45)

This approach works fine for small toy examples, but it fails for realistically sized prob-
lems: for N-dimensional input patterns, there exist

(N+d—1)!

Nn = "N =11

(46)

different monomials (43), comprising a feature sp&tef dimensionality N;;. For
instance, already6 x 16 pixel input images and a monomial degrée= 5 yield a
dimensionality ofl0'°,

In certain cases described below, there exists, however, a wagnoputing dot
productsn these high-dimensional feature spaces without explicitly mapping into them:
by means of kernels nonlinear in the input spRS&. Thus, if the subsequent process-
ing can be carried out using dot products exclusively, we are able to deal with the high
dimensionality.

5.2 Polynomial Feature Spaces Induced by Kernels

In order to compute dot products of the fofd(z) - ¢(z’)), we employ kernel repre-
sentations of the form

k(z,2') = (@(z) - &(2)), (47)

which allow us to compute the value of the dot productirwithout having to carry
out the mapd. This method was used by Boser et al. to extendGeaeralized Por-
trait hyperplane classifier [41] to nonlinear Support Vector machines [8]. Aizerman et
al. calledH thelinearization spaceand used in the context of the potential function
classification method to express the dot product between elemefitsimfterms of
elements of the input space [1].

What doesk look like for the case of polynomial features? We start by giving an
example ([38]) forN = d = 2. For the map

Dy« ([a]1, [w]2) = ([213, [2]3, [e]1[2]2, [2]2[a]y), (48)
dot products irf{ take the form
(P2(z) - P2(2")) = 2] 2]} + [23[2"]3 + 2zl [a]a[2 1 [2']2 = (z - 2')?,  (49)

i.e., the desired kernélis simply the square of the dot product in input space. Note that
itis possible to modify(z - 2’)? such that it maps into the space of all monomigigo
degreed, defining ([38])

k(z,2') = ((z-2') +1)% (50)



5.3 Examples of Kernels

When considering feature maps, it is also possible to look at things the other way
around, and start with the kernel. Given a kernel function satisfying a mathematical
condition termedbositive definitenesdt is possible to construct a feature space such
that the kernel computes the dot product in that feature space. This has been brought
to the attention of the machine learning community by [1], [8], and [38]. In functional
analysis, the issue has been studied under the headiRgmrbducing kernel Hilbert
space (RKHS)

Besides (50), a popular choice of kernel is the Gaussian radial basis function ([1])

k(z,2') = exp (—y|z — 2'||?) . (51)

An illustration is in Figure 3. For an overview of other kernels, see [31].

6 v-Soft Margin Support Vector Classifiers

In practice, a separating hyperplane may not exist, e.g. if a high noise level causes a
large overlap of the classes. To allow for the possibility of examples violating (23), one
introduces slack variables ([15], [38], [32])

&E>0, 1=1,...,m (52)

in order to relax the constraints to
yz((WXZ)—‘rb)Zl—fz, z:l,,m (53)

A classifier which generalizes well is then found by controlling both the classifier ca-
pacity (via||w||) and the sum of the slacRs, &;. The latter is done as it can be shown
to provide an upper bound on the number of training errors which leads to a convex
optimization problem.

One possible realization,calléd-SVC, of asoft marginclassifier is minimizing the
objective function

r(w,€) = Swl” + C Y6 (54)
i=1
subject to the constraints (52) and (53), for some value of the conGtant0 deter-
mining the trade-off. Here and below, we use boldface Greek letters as a shorthand
for corresponding vector§ = (&1,...,&y). Incorporating kernels, and rewriting it
in terms of Lagrange multipliers, this again leads to the problem of maximizing (41),
subject to the constraints

0<o; <C, i=1,...,m, andZaiyi:O. (55)
=1
The only difference from the separable case is the upper b6éwndthe Lagrange mul-

tipliers «;. This way, the influence of the individual patterns (which could be outliers)
gets limited. As above, the solution takes the form (40).



Another possible realization,calledSVC of a soft margin variant of the optimal
hyperplane uses the-parameterization ([32]). In it, the parametgris replaced by a
parameter € [0, 1] which is the lower and upper bound on the number of examples
that are support vectors and that lie on the wrong side of the hyperplane, respectively.

As a primal problem for this approach, termed th8V classifier, we consider

minimize T(W, &, p) = =||W|]? —vp+ — i 56
welipimize W, &, p) = SIWll" —vp+ — ;& (56)
subjectto y;((x;,W) +b)>p—¢;,i=1,...,m (57)

and & >0, p>0. (58)

Note that no constarif appears in this formulation; instead, there is a parametand
also an additional variableto be optimized. To understand the rolegfote that for
& = 0, the constraint (57) simply states that the two classes are separatechgrijie
2p/|W].

To explain the significance of, let us first introduce the termargin error. by this,
we denote training points with, > 0. These are points which either are errors, or lie
within the margin. Formally, the fraction of margin errors is

Rimpli) 1=~ | {ilyig(:) < o} (59)

Here, g is used to denote the argument of the sign in the decision function (48):
sgn og. We are now in a position to state a result that explains the significance of

Proposition 1 ([32]). Suppose we run-SVC with kernel functiok on some data with
the result thap > 0. Then

(i) visan upperbound on the fraction of margin errors (and hence also on the fraction

of training errors).

(i) v is alower bound on the fraction of SVs.

(iii) Suppose the datdzq,y1),. .., (zm,ym) Were generated iid from a distribution
Pr(z,y) = Pr(x) Pr(y|z), such that neithePr(x,y = 1) nor Pr(x,y = —1) con-
tains any discrete component. Suppose, moreover, that the kernel used is analytic
and non-constant. With probability, asymptoticallyy equals both the fraction of
SVs and the fraction of margin errors.

Before we get into the technical details of the dual derivation, let us take a look at
a toy example illustrating the influence mf{Figure 4). The corresponding fractions of
SVs and margin errors are listed in table 1.

Let us next derive the dual of theSV classification algorithm. We consider the
Lagrangian

1 1 &
L(W.&,b.p, . 8,0) = 5 |W|* —vp + — S
i=1

m

= (i (wi((xi, W) +b) = p+ &) + Bi&i — 6p), (60)

i=1
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Fig. 4. Toy problem (task: to separate circles from disks) solved usi®y classification, with
parameter values ranging from= 0.1 (top left) tor = 0.8 (bottom right). The larger we make

v, the more points are allowed to lie inside the margin (depicted by dotted lines). Results are
shown for a Gaussian kernél(x, 2’) = exp(—||z — 2||?) (from [31]).

Table 1. Fractions of errors and SVs, along with the margins of class separation, for the toy
example in Figure 4.

Note thatv upper bounds the fraction of errors and lower bounds the fraction of SVs, and that
increasingy, i.e., allowing more errors, increases the margin.

v 0.1 |0.2 |0.3 |04 |05 (0.6 |0.7 |0.8
fraction of error$0.00 |0.07 |0.25 |0.32 |0.39 |0.50 |0.61 |0.71
fraction of SVs [0.29 |0.36 |0.43 |0.46 |0.57 |0.68 |0.79 |0.86
marginp/[lw|| |0.0050.0180.1150.1560.3640.4190.4610.546

using multipliersa;, 5;,6 > 0. This function has to be minimized with respect to the
primal variablesw, &, b, p, and maximized with respect to the dual variabtes3, 6.
Following the same derivation in (31)-(33), we compute the corresponding partial
derivatives and set them g obtaining the following conditions:

W= ayixi, (61)
i=1
a; + B =1/m, (62)
i—1

i a; — 6= . (64)
i=1



Again, in theSV expansio61), thea; that are non-zero correspond to a constraint (57)
which is precisely met.

Substituting (61) and (62) intd, using«;, 5;,0 > 0, and incorporating kernels
for dot products, leaves us with the following quadratic optimization problem-8¥
classification:

) ) 1 m
maximize W (er) = —5 ‘Zl @i yiyik(zi, ;) (65)
1,]=
subjectto 0 < a; < i, (66)
m
i=1
Z o > . (68)
=1
As above, the resulting decision function can be shown to take the form
f(x) = sgn <Z ayik(z, ;) + b) . (69)
=1

Compared with the”-SVC dual ((41), (55)), there are two differences. First, there is
an additional constraint (68). Second, the linear t8f# , a; no longer appears in the
objective function (65). This has an interesting consequence: (65) is now quadratically
homogeneous imx. It is straightforward to verify that the same decision function is
obtained if we start with the primal function

T(W,E,p) = %HWH2+C <_Vp+ ;Zfz) ) (70)
i=1
i.e., if one does us€’ [31].
The computation of the threshaoldand the margin parametemill be discussed in
Section 7.4.
A connection to standard SV classification, and a somewhat surprising interpreta-
tion of the regularization parametér, is described by the following result:

Proposition 2 (Connectionv-SVC — C-SVC [32]). If v-SV classification leads to
p > 0, thenC-SV classification, witli’ set a priori tol/mp, leads to the same decision
function.

For further details on the connection betweefSVMs andC-SVMs, see [16, 6]. By
considering the optimak as a function of parameters, a complete account is as follows:

Proposition 3 (Detailed connection,-SVC — C-SVC [11]). Y7 | a;/(Cm) by the
C-SVM is a well defined decreasing functioncafWe can define

K3 — > 1= — < . 7
Chm Cm = Vmin 0 and (1)11’1’10 C = Vmax 1 ( 1)

Then,



1. Umax = 2min(my, m_)/m.

2. Foranyr > vy, the dualv-SVM is infeasible. That is, the set of feasible points is
empty. Forany € (vmin, Ymax), the optimal solution set of duatSVM is the same
as that of either one or sont€-SVM where thes€ form an interval. In addition,
the optimal objective value ofSVM is strictly positive. For ang < v < vpin,
dual»-SVM is feasible with zero optimal objective value.

3. If the kernel matrix is positive definite, thep;,, = 0.

Therefore, for a given problem and kernel, there is an intgémyal, , vimax] of admissible
values forv, with 0 < vpin < vmax < 1. An illustration of the relation betweanand
C'isin Figure 5.
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Fig. 5. The relation between andC' (using the RBF kernel on the problesmstralian from the
Statlog collection [25])

It has been noted thatSVMs have an interesting interpretation in termseafuced
convex hull§16, 6]. One can show that for separable problems, one can obtain the opti-
mal margin separating hyperplane by forming the convex hulls of both classes, finding
the shortest connection between the two convex hulls (since the problem is separable,
they are disjoint), and putting the hyperplane halfway along that connection, orthogonal
to it. If a problem is non-separable, however, the convex hulls of the two classes will
no longer be disjoint. Therefore, it no longer makes sense to search for the shortest line
connecting them. In this situation, it seems natural to reduce the convex hulls in size,
by limiting the size of the coefficients in the convex sets

C:t 2:{ Z CiX; Z Ci:17C7;>0}. (72)

yi==1 yi==%1




to some value € (0, 1). Intuitively, this amounts to limiting the influence of individual
points. It is possible to show that theSVM formulation solves the problem of finding
the hyperplane orthogonal to the closest line connectingetithecedconvex hulls [16].

We now move on to another aspect of soft margin classification. When we intro-
duced the slack variables, we did not attempt to justify the fact that in the objective
function, we used a penaliz®f ;- , &. Why not use another penalizer, suctpa¥' , ¢7,
for somep > 0 [15]? For instancep = 0 would yield a penalizer that exactbounts
the number of margin errors. Unfortunately, however, it is also a penalizer that leads to
a combinatorial optimization problem. Penalizers yielding optimization problems that
are particularly convenient, on the other hand, are obtaineg ferl andp = 2. By
default, we use the former, as it possesses an additional property which is statistically
attractive. As the following proposition shows, linearity of the target function in the
slack variableg; leads to a certain “outlier” resistance of the estimator. As above, we
use the shorthang; for &(z;).

Proposition 4 (Resistance of SV classification [32]pupposev can be expressed in
terms of the SVs which are not at bound,

=1

with v; # 0 only if a; € (0,1/m) (where thex; are the coefficients of the dual solu-
tion). Then local movements of any margin ersor parallel to w do not change the
hyperplane

This result is about the stability of classifiers. Results have also shown that in general
p = 1 leads to fewer support vectors. Further results in support of thel case can
be seenin [34, 36].

Although proposition 1 shows thatpossesses an intuitive meaning, it is still un-
clear how to choose for a learning task. [35] proves that givél) a close upper bound
on the expected optimal Bayes risk, an asymptotically good estimate of the optimal
value ofv is 2R:

Proposition 5. If R[f] is the expected risk defined (h7),

R, := il}f R[f], (74)

and the kernel used hySVM is universal, then for alt > 2R, and alle > 0, there
exists a constant > 0 such that

P(T={(z1,91), s @msym)} | Rf7] Sv = Rp+€) 21— (79)

Quite a few popular kernels such as the Gaussian are universal. The definition of a
universal kernel can be seen in [35]. Herg; is the decision function obtained by
training v-SVM on the data séf.

2 Note that the perturbation of the point is carried out in feature space. What it precisely corre-
sponds to in input space therefore depends on the specific kernel chosen.



Therefore, given an upper bouiton R,,, the decision function with respectio= 2R
almost surely achieves a risk not larger tHign+ 2(R — R,,).

The selection of and kernel parameters can be done by estimating the performance
of support vector binary classifiers on data not yet observed. One such performance esti-
mate is the leave-one-out error, which is an almost unbiased estimate of the generaliza-
tion performance [22]. To compute this performance metric, a single point is excluded
from the training set, and the classifier is trained using the remaining points. It is then
determined whether this new classifier correctly labels the point that was excluded. The
process is repeated over the entire training set. Although theoretically attractive, this
estimate obviously entails a large computational cost.

Three estimates of the leave-one-out error foruHgV learning algorithm are pre-
sented in [17]. Of these three estimates,dbkaeral-SV bounds an upper bound on
the leave-one-out error, thestrictedr-SV estimatés an approximation that assumes
the sets of margin errors and support vectors on the margin to be constant, erakthe
imized target estimatis an approximation that assumes the sets of margin errors and
non-support vectors not to decrease. The derivation of the gem&¥l bound takes
a form similar to an upper bound described in [40] for eV classifier, while the
restrictedv-SV estimate is based on a similérSV estimate proposed in [40, 26]: both
these estimates are based on the geometrical concept sp#émewhich is (roughly
speaking) a measure of how easily a particular point in the training sample can be
replaced by the other points used to define the classification function. No analogous
method exists in th€’-SV case for the maximized target estimate.

7 Implementation of v-SV Classifiers

We change the dual form 0£SV classifiers to be a minimization problem:

m

minimize W(a) = 3 Z oYYk (i, )

QeR™ S
subjectto 0 < a; < i, (76)
m m
Z a;y; = 0,

Z ;= V. 77)

=1
[11] proves that for any givem, there is at least an optimal solution which satisfies
eTa = v. Therefore, it is sufficient to solve a simpler problem with the equality con-
straint (77).

Similar to C-SVC, the difficulty of solving (76) is thay,y,k(z;, z;) are in gen-

eral not zero. Thus, for large data sets, the Hessian (second derivative) matrix of the
objective function cannot be stored in the computer memory, so traditional optimiza-
tion methods such as Newton or quasi Newton cannot be directly used. Currently, the
decomposition method is the most used approach to conquer this difficulty. Here, we
present the implementation in [11], which modifies the procedur€f&VC.



7.1 The Decomposition Method

The decomposition method is an iterative process. In each step, the index set of variables
is partitioned to two set® and N, whereB is the working set. Then, in that iteration
variables corresponding ¥ are fixed while a sub-problem on variables corresponding

to B is minimized. The procedure is as follows:

Algorithm 1 (Decomposition method)

1. Given a numbeq < | as the size of the working set. Find as an initial feasible
solution of (76). Setk = 1.

2. If o* is an optimal solution of (76), stop. Otherwise, find a working Bet-
{1,...,1} whose size ig. DefineN = {1,...,1}\B anda%, andak; to be sub-
vectors ofa* corresponding td andN, respectively.

3. Solve the following sub-problem with the variaklg; :

o 1 .
minimize 5 Z a0y k(x, x) + Z aiaéyiyjk‘(xi,xj)

Oup R i€B,jEB i€B,jEN
1
subjectto 0<a; < —,i€ B, (78)
m
Z Q;Y; = — Z afyi, (79)
i€B iEN
Sai—v-Yab ©
i€B iEN

4. Seta’:™ to be the optimal solution of (78) and;,™ = oX,. Setk «— k + 1 and
goto Step 2.

Note thatB is updated in each iteration. To simplify the notation, we simply Bse
instead ofB*.

7.2 Working Set Selection

An important issue of the decomposition method is the selection of the workirs}. set
Here, we consider an approach based on the violation of the KKT condition. Similar to
(30), by putting (61) into (57), one of the KKT conditions is

o - [yi(ZajK(;vi,xj) +b)—p+&) =0, i=1,...,m. (81)
j=1
Using0 < o; < i (81) can be rewritten as:

m

. 1
> ajyiyik(as, a;) + by — p >0, if a; < g
j=1
m (82)

Zajyiyjk(a:i,a:j) +by; —p <0, if a; > 0.

j=1



Thatis, amx is optimal for the dual problem (76) if and onlydf is feasible and satisfies
(81). Using the property thgt = 41 and representing W («); = Z;”:l o,y y; K (xi, ),
(82) can be further written as

max VW(a);<p—-b< min VW(a),and

i€l (@) iell (o) ©3)
max VW(a); <p+b< min VW(a),
i€l (@) i€, (@)

where

up

1
Il (a) = {7’ | o > Ovyi = 1}aIll()’uz(a) = {Z | a; < E7yi = 1}7 (84)
and

I o) :={i|a; < %,yi =141} (a) :=={i|a; > 0,y; = —1}. (85)

up ow

We call any(i, j) € I, (a) x I}

low

(o) or I} () x I} () satisfying

low
y1VW(a)Z > ijW(a)j (86)

aviolating pair as (83) is not satisfied. Wheris not optimal yet, if any such a violating
pair is included inB, the optimal objective value of (78) is small than thatcdt.
Therefore, the decomposition procedure has its objective value strictly decreasing from
one iteration to the next.
Therefore, a natural choice @ is to select all pairs which violate (83) the most.

To be more precise, we can getb be an even integer and sequentially sejgetpairs
{(iv, 1), -+ (igya, Jgy2)} from € I} () x I () or I} (o) x I, (cx) such that

y’hvw(a)il — Yi VW(a)jl > 2 yiq/sz(a)

~ Y., VW () (87)

iq/2 Ja/2°

This working set selection is merely an extension of thatGeSVC. The main
difference is that folC-SVM, (83) becomes only one inequality with Due to this
similarity, we believe that the convergence analysi€ 8V C [21] can be adapted here
though detailed proofs have not been written and published.

[11] considers the same working set selection. However, following the derivation
for C-SVCin [19], it is obtained using the concept of feasible directions in constrained
optimization. We feel that a derivation from the violation of the KKT condition is more
intuitive.

7.3 SMO-type Implementation

The Sequential Minimal Optimization (SMO) algorithm [28] is an extreme of the de-
composition method where, f@r-SVC, the working set is restricted to only two el-
ements. The main advantage is that each two-variable sub-problem can be analyti-
cally solved, so numerical optimization software are not needed. For this method, at
least two elements are required for the working set. Otherwise, the equality constraint



Y ieB Qili = — ZjeN a?yj leads to a fixed optimal objective value of the sub-problem.
Then, the decomposition procedure stays at the same point.

Now the dual ofy-SVC possesses two inequalities, so we may think that more
elements are needed for the working set. Indeed, two elements are still enough for the
case ofv-SVC. Note that (79) and (80) can be rewritten as

Z aiyi:%_ Z ajy; and Z Ch‘yz‘:g— Z aj'y;. (88)

1€B,y;=1 1EN,y; =1 i€B,y;=—1 1EN,y;=—1

Thus, if (i1, j1) are selected as the working set selection using (87)= y;,, SO
(88) reduces to only one equality with two variables. Then, the sub-problem is still
guaranteed to be smaller than thabét

The comparison in [11] shows that usi6gandy with the connection in proposition
3 and equivalent stopping condition, the performance of the SMO-type implementation
described here for C-SVM andSVM are comparable.

7.4 The Calculation ofb and p and Stopping Criteria

If at an optimal solution) < «; < 1/m andy; = 1, theni € I}Lp(a) andI} ().
Thus,p — b = VIW(«);. Similarly, if there is anothed < o; < 1/m andy; = —1,
thenp + b = VIW(«);. Thus, solving two equalities givésand p. In practice, we
averagdV («); to avoid numerical errors:

p— b _ ZO<O¢¢<#,y7‘,:1 VW(a)Z

; (89)
ZO<ai<%,yi:1 1

If there are no components such that «; < 1/m, p — b (andp + b) can be any
number in the interval formed by (83). A common way is to select the middle point and
then still solves two linear equations

The stopping condition of the decomposition method can easily follow the new form
of the optimality condition (83):

max(— min  VW(a); + max VW(a),

iel} (o) i€l (o) (90)
— min VW(a);+ max VW(a);) <e,
i€l;,l (Q) i€, (O)

wheree > 0 is a chosen stopping tolerance.

8 Multi-Class v-SV Classifiers

Though SVM was originally designed for two-class problems, several approaches have
been developed to extend SVM for multi-class data sets. In this section, we discuss the
extension of the “one-against-one” approach for multi-cla&/M.

Most approaches for multi-class SVM decompose the data set to several binary
problems. For example, the “one-against-one” approach trains a binary SVM for any



two classes of data and obtains a decision function. Thus, fetlass problem, there
arek(k—1)/2 decision functions. In the prediction stage, a voting strategy is used where
the testing point is designated to be in a class with the maximum number of votes. In
[18], it was experimentally shown that for general problems, ugihg§V classifier,
various multi-class approaches give similar accuracy. However, the “one-against-one”
method is more efficient for training. Here, we will focus on extending itf&VM.

Multi-class methods must be considered together with parameter-selection strate-
gies. That is, we search for approprigieand kernel parameters for constructing a
better model. In the following, we restrict the discussion on only the Gaussian (radius
basis function) kernek(z;, ;) = el=:=2il” so the kernel parameter is With
the parameter selection considered, there are two ways to implement the “one-against-
one” method: First, for any two classes of data, the parameter selection is conducted
to have the bestC, v). Thus, for the best model selected, each decision function has
its own (C,~). For experiments here, the parameter selection of each binary SVM is
by a five-fold cross-validation. The second way is that for e@chy), an evaluation
criterion (e.g. cross-validation) combining with the “one-against-one” method is used
for estimating the performance of the model. A sequence of pre-sel@cted is tried
to select the best model. Therefore, for each mdeg@l— 1) /2 decision functions share
the same” and~.

It is not very clear which one of the two implementations is better. On one hand, a
single parameter set may not be uniformly good forkékt — 1) /2 decision functions.

On the other hand, as the overall accuracy is the final consideration, one parameter set
for one decision function may lead to over-fitting. [14] is the first to compare the two
approaches using’-SVM, where the preliminary results show that both give similar
accuracy.

For v-SVM, each binary SVM using data from thth and thejth classes has an
admissible intervaly?, . vi 1, wherevid, = 2min(m;, m;)/(m; + m;) according
to proposition 3. Heren; andm; are the number of data points in thh andjth
classes, respectively. Thus, if &l{k — 1)/2 decision functions share the samethe
admissible interval is

. Zj
mln Vmax} °

(91)

[max v,
i#£] 1#£]
This set is non-empty if the kernel matrix is positive definite. The reason is that proposi-
tion 3 impliesv,”, = 0,Vi # j, somin;; v, = 0. Therefore, unlike” of C-SVM,
which has a large valid rande, o), for »-SVM, we worry that the admissible interval
may be too small. For example, if the data set is highly unbalameidy; v2. is very
small.

We redo the same comparison as that in [14pk8VM. Results are in Table 2. We
consider multi-class problems tested in [18], where most of them are from the statlog
collection [25]. Except data sets dna, shuttle, letter, satimage, and usps, where test sets
are available, we separate each problem to 80% training and 20% testing. Then, cross
validation are conducted only on the training data. All other settings such as data scaling
are the same as those in [18]. Experiments are conducted using LIBSVM [10], which
solves bothC'-SVM andv-SVM.

Results in Table 2 show no significant difference among the four implementations.
Note that some problems (e.g. shuttle) are highly unbalanced so the admissible interval



(91) is very small. Surprisingly, from such intervals, we can still find a suitalaich
leads to a good model. This preliminary experiment indicates that in general the use of
“one-against-one” approach for multi-classSVM is viable.

Table 2. Test accuracy (in percentage) of multi-class data set€'t8VM and v-SVM. The
columns “CommorC”, “Different C”, “Commonv”, “Different v” are testing accuracy of using
the same and differenc{v), (or (v,7)) for all k(k — 1)/2 decision functions. The validation is
conducted on the following points of(y): [27°,273,...,2"] x [2715 2713 .. 2%]. Forv-
SVM, the range ofy is the same but we validate a 10-point discretization if the interval (91)

or [V, v¥..], depending on whethér(k — 1)/2 decision functions share the same parameters
or not. For small problems (number of training datal000), we do cross validation five times,
and then average the testing accuracy.

Data set/Class No|# training# testingCommonC'|Different C'|Commonv|Different v
vehicle |4 677 169 86.5 87.1 85.9 87.8
glass |6 171 43 72.2 70.7 73.0 69.3
iris 3 120 30 96.0 93.3 94.0 94.6
dna 3 2000 1186 [95.6 95.1 95.0 94.8
segment?’ 1848 462 98.3 97.2 96.7 97.6
shuttle |7 43500 |14500 |99.9 99.9 99.7 99.8
letter |26 15000 (5000 |97.9 97.7 97.9 96.8
vowel |11 423 105 98.1 97.7 98.3 96.0
satimageb 4435 2000 |91.9 92.2 92.1 91.9
wine 3 143 35 97.1 97.1 97.1 96.6
usps 10 7291 2007 |95.3 95.2 95.3 94.8

We also present the contours@SVM andv-SVM in Figure 8 using the approach
that all decision functions share the safi@& ). In the contour ofC-SVM, the z-
axis andy-axis arelog, C andlog, v, respectively. For-SVM, the z-axis isv in the
interval (91). Clearly, the good region of usingSVM is smaller. This confirms our
concern earlier, which motivated us to conduct experiments in this section. Fortunately,
points in this smaller good region still lead to models that are competitive with those by
C-SVM.

There are some ways to enlarge the admissible interval & work to extend
algorithm to the case of very small values:oby allowing negativemargins is [27].
For the upper bound, according to the above proposition 3, if the classes are balanced,
then the upper bound is 1. This leads to the idea to modify the algorithm by adjusting
the cost function such that the classes are balanced in terms of the cost, even if they are
not in terms of the meraumbersof training examples. An earlier discussion on such
formulations is at [12]. For example, we can consider the following formulation:

WE'H,&E]R"",/),I}GR

Ly =—

. . . 1 1 1
minimize T(W7£>P):§||WH2_VP+R Z 51+ﬁ Z &i
iry; =1

subjectto y;((x;,w) +b) > p—¢&,
and 57, Z 07 P Z 0.
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Fig. 6. 5-fold cross-validation accuracy of the data set satimage. OefVM, Right: v-SVM

The dual is

o 1
magel%gze W(a) = 3 2 1Oéiajyiyjk(xi7xj)
1,]=

, .
subjectto 0 <oy < —, ify; =1,
2m+

1 .
Ogai<77|fyi:_1v
2m

m m
Zaiyi = O,Zaz‘ > .
=1 =1

Clearly, when alkv; equals its corresponding upper bounds a feasible solution with
Yiljai=1.

Another possibility is

m

Zﬁ

L 1,
minimize  7(W,€.p) = o |WI ~vpt 5
WeH,E€R™ p,beR 2 2min(my,m

subjectto y;((x;,w) +b) > p—¢&;,
and gi 2 07 P 2 0.



The dual is

. 1 ¢
m%i(el%}ize W(a) = —§ 'Zl Oéi@jyiyjk’(xmxj)
i,j=

. 1
subjectto 0 <oy < ———,
2min(my, m_)

m m
Zaiyi = 0720@‘ > v
i=1 i=1

Then, the largest admissihleis 1.
A slight modification of the implementation in Section 7 for the above formulations
isin [13].

9 Applications of v-SV Classifiers

Researchers have applieedSVM on different applications. Some of them feel that it
is easier and more intuitive to deal withe [0, 1] thanC' € [0, c0). Here, we briefly
summarize some work which us&BSVM to solver-SVM.

In [7], researchers from HP Labs discuss the topics of personal email agent. Data
classification is an important component for which the authorst8€M because they
think “the v parameter is more intuitive than tdéparameter.”

[23] applies machine learning methods to detect and localize boundaries of natural
images. Several classifiers are tested where, for SVM, the authors consiegyéd.

10 Conclusion

One of the most appealing features of kernel algorithms is the solid foundation pro-
vided by both statistical learning theory and functional analysis. Kernel methods let
us interpret (and design) learning algorithms geometrically in feature spaces nonlin-
early related to the input space, and combine statistics and geometry in a promising
way. Kernels provide an elegant framework for studying three fundamental issues of
machine learning:

— Similarity measures-the kernel can be viewed as a (nonlinear) similarity measure,
and should ideally incorporate prior knowledge about the problem at hand

— Data representatior— as described above, kernels induce representations of the
data in a linear space

— Function class— due to the representer theorem, the kernel implicitly also deter-
mines the function class which is used for learning.

Support vector machines have been one of the major kernel methods for data classi-
fication. Its original form requires a parametérc [0, co), which controls the trade-off
between the classifier capacity and the training errors. Using-{b@ameterization,
the parametef’ is replaced by a parameterc [0, 1]. In this tutorial, we have given its
derivation and present possible advantages of using-gwgport vector classifier.
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