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Introduction 

“Parallel computing is one of the most exciting technologies to achieve 

prominence since the invention of electronic computers” [6]. The goal of this project is to 

explore the field of parallel computing by implementing parallel algorithms. The first 

algorithm will solve a common problem – finding a minimum spanning tree for a graph. 

The second will be an approximation algorithm for a harder problem – finding a 

minimum Steiner tree. 

 

Problem 

The Minimum Spanning Tree problem (MST) is defined as follows in [2]. 

Input: A connected, undirected graph G = (V, E) with a weight 

function w : E → R. 

Output: An acyclic subset T ⊆ E that connects all of the vertices 

and whose total weight is minimized. 

 

Minimum spanning trees have many common applications such as designing 

electronic circuits, computer and telephone networks, and airline routes. Any problem 

that involves connecting points with a minimum cost can be viewed as an instance of 

MST. 

The most common methods for solving the MST problem are to use Kruskal’s or 

Primm’s algorithms, which are sequential. Although not mentioned as often, Boruvka’s 

algorithm was actually developed earlier and has a structure that can be readily adapted 

for parallel processing [4]. For this project, I plan to implement a parallel algorithm 

based on Boruvka’s work. As part of this implementation, I will need to focus on how to 

convert a sequential algorithm into a parallel one, what data structures to use for the 

most efficient communication among processes, and how to partition the data and work 

among the available processors.  

I am not the first person to create a parallel algorithm for finding minimum 

spanning trees. However, I believe this is still a valuable piece of my project because it 

will allow me to explore the area of parallel algorithms and distributed computation. 
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 The second piece of my project will be to implement a parallel algorithm for 

the Minimum Steiner Tree problem. This differs from MST in that additional points 

may be added to the solution in order to reduce the total edge weight. Therefore the 

result is a minimum spanning tree covering all of the vertices in the graph plus the 

added Steiner points. The Minimum Steiner Tree problem is NP-hard, and so 

approximation algorithms are often used [9]. One approximation method is to start 

with a minimum spanning tree and then to insert Steiner points as needed. This 

shows how the two problems are related and may be a good starting place for my 

Minimum Steiner Tree implementation. 

 

Strategic Plan 

This section of the proposal describes more details about my planned 

implementation.  

I will use the C MPI library for my implementation. MPI is a standard, well-

documented parallel message passing library and I am already familiar with 

programming in C. Therefore I feel that this will be a good environment for me to work 

in. MPI handles many distributed issues such as communication protocols 

(blocking/non-blocking, buffering, etc.), which will allow me to concentrate on the 

interaction between processes, with data and results being sent back and forth. 

 

Tactical Plan 

This project will be implemented using a three-stage plan of attack. This section outlines 

those stages and gives anticipated timeframes for each stage. 

 

1. Design (2 week): My first step will be to examine the design areas for parallel 

algorithms, make design decisions, and document why I made those choices. This 

will result in a detailed plan for the actual implementation. 

 

2. Program and Test (4 weeks):  Once a detailed plan is in place, I will work iteratively 

rather than trying to build the end-product from the start. My milestones will include: 
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a. Create a simple parallel algorithm to demonstrate basic communication 

between the processes. 

b. Add functionality for a user to input a graph and pass some information 

among processors. 

c. Complete the parallel MST algorithm. (Worst Case Result) 

d. Implement a Minimum Steiner Tree approximation algorithm with some 

parallel steps (e.g. finding a minimum spanning tree to start building a Steiner 

Tree from). (Expected Result) 

e. Complete a parallel Minimum Steiner Tree algorithm. (Best Case Result) 

 

3. Write Report (2 weeks): Completing the written report will include documenting my 

final design decisions, describing problems or surprises that were encountered 

during the project and how I handled them, and documenting any outstanding issues 

and how I would approach those issues given more time. 
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