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CITATION & FEEDBACK 

This handbook should be cited as 

Little J, Higgins JPT (editors).  The HuGENet™ HuGE Review Handbook, version 1.0. 
http://www.hugenet.ca (accessed 28 February 2006). 
 
We intend to revise periodically taking account of  accumulating evidence about 
methodological issues regarding the investigation of genetic associations and related 
interactions, and feedback from users. Therefore, we would be very grateful for 
comments on this first version of the handbook, which may be posted on the above 
website. 
 



1. INTRODUCTION 
The synthesis of knowledge is crucial to the evidence-based integration of human 
genomics into the practice of medicine and public health in the 21st century (Khoury et al. 
2004). There has been a rapid increase in the number of papers on gene-disease 
associations and related interactions. This trend is expected to accelerate as a result of the 
increasing availability of mapped single nucleotide polymorphism markers (Little et al. 
2003) and improvements in genotyping technology, allowing massive testing of genetic 
variants in minimal time (Lawrence et al. 2005, Marchini et al. 2005, Thomas et al. 
2005). There has been considerable concern about non-replication of gene-disease 
association studies (Cardon & Bell 2001, Gambaro et al. 2000, Hirschhorn et al. 2002, 
Ioannidis et al. 2001b, Lancet 2003, Lohmueller et al. 2003, Nature Genetics 1999, Tabor 
et al. 2002). In addition, the combination of high-throughput genotyping, exploratory 
statistical analyses in studies with limited sample sizes, and selective reporting potentially 
could generate a scientific literature replete with spurious findings, leading to wasteful 
investment of resources, unless mechanisms are put in place to evaluate accruing 
evidence in a timely manner (Ioannidis et al. 2005).  
 
Systematic reviews and meta-analyses are one mechanism for evaluating the overall 
effect of a polymorphism and/or gene. The strengths and limitations of such overviews 
are well established for clinical trials, largely through the efforts of the Cochrane 
Collaboration.  Systematic reviews and meta-analyses are increasingly being applied to 
observational studies (Stroup et al. 2000).  Currently there are as many meta-analyses of 
observational data conducted as there are of clinical trials. The citation impact of both 
types of meta-analyses is equally high, the highest among all study designs in the health 
sciences (Patsopoulos et al. 2005). Meta-analyses of gene-disease association studies 
have been accepted as a key method for establishing the genetic components of complex 
diseases (Ioannidis et al. 2001b, Lohmueller et al. 2003). HuGE reviews were introduced 
as a means of integrating evidence from human genome epidemiologic studies, that is, 
population-based studies of the impact of human genetic variation on health and disease 
(Khoury & Dorman 1998). HuGE reviews are intended to be systematic, peer-reviewed 
synopses of epidemiologic aspects of human genes. Khoury & Dorman (Khoury & 
Dorman 1998) originally proposed a format for HuGE reviews, and more specific 
guidance for their content was provided in the American Journal of Epidemiology in 
2000.  In January 2001 an expert panel workshop, convened by the Centers for Disease 
Control and Prevention and the National Institutes of Health, led to recommendations 
regarding considerations that should be addressed in reporting studies of genotype 
prevalence in gene disease associations, both for individual investigators and systematic 
reviews (Little et al. 2002).  Experience with the HuGE review process (Little et al. 2003) 
led to provision of revised guidance and formats for reviews (HuGE Net 2005).  Four 
types of review were suggested: full reviews, association reviews, prevalence reviews 
and mini-reviews. 
 
A limitation of these recommendations and guidance for HuGE reviews was lack of 
empirical evidence on which to base them. The widespread adoption of the CONSORT 
statement (Altman et al. 2001, Moher et al. 2001) on the reporting of randomized 



controlled trials in part is due to recognition that the recommendations are evidence-
based, and statements about the reporting of other types of investigation such as MOOSE 
(Stroup et al. 2000), QUOROM (Moher et al. 1999), STARD (Bossuyt et al. 2003) and 
TREND (Des Jarlais et al. 2004) have adopted similar principles. Poor reporting of 
observational studies (Pocock et al. 2004) is a general challenge in synthesizing evidence, 
and a STrengthening the Reporting of OBservational studies in Epidemiology 
(STROBE) statement is under development (STROBE Group 2005, von Elm & Egger 
2004).  Therefore, it is timely to reconsider guidelines for systematic review and meta-
analysis of gene disease association studies. 
 
We now revise and extend the guidance for HuGE reviews on the basis of a systematic 
review methodology workshop, organised by HuGENet™  and the Cambridge Genetics 
Knowledge Park in November 2004. We focus on overviews of evidence from 
association studies. Appendix A presents a suggested format for overviews of data on the 
prevalence of gene variants (genotype prevalence and allele frequencies), and Appendix 
B presents a suggested revised format for full HuGE reviews. 
 
HuGE reviews should use methods that are systematic and explicit. We also strongly urge 
investigators authoring HuGE reviews to use quantitative methodology (meta-analytic 
methods) for the analysis and synthesis of the evidence, as deemed appropriate in each 
occasion.  This handbook aims to help authors make sensible decisions about the methods 
they use, rather than to dictate arbitrary standards.  
 



2. FORMAT FOR HuGE ASSOCIATION REVIEWS AND 
META-ANALYSES 
In this section, we present the format for what is likely to be the most common type of 
HuGE review and meta-analysis in the immediate future, i.e. of gene-disease 
associations. Formats for other types of HuGE reviews are presented in Appendices A 
and B. 
 

2.1 General format 

Cover sheet 
Title (stating whether a meta-analysis was perfomed), whether new or update, contact 
details. 

Abstract  
Provide a one-page structured synopsis of the issues discussed in the items below with a 
brief statement on each of these items. If possible, supply keywords, including the 
name(s) of the gene(s), the name(s) of the disease(s) or disorder(s), the word 
‘epidemiology’ and the term ‘systematic review’ or ‘meta-analysis’.  

Background 

Gene(s)  
Identify the gene(s) being reviewed and provide a brief review of chromosome location, 
gene product, and function, if known.  

Gene variants and frequency 
List known allelic variants with effects on gene product if known. 
Summarize known information on the frequency of homozygosity and heterozygosity of 
these variants in different populations and ethnic groups. If a prevalence review exists, 
summarise its findings. If a prevalence review does not exist, briefly overview the 
available data with some key references.  (Note that the statement on the specific gene 
variants on which the review is focused is made under ‘selection criteria’ in Methods.) 

Disease(s) or other outcomes  
Identify the disease(s) or other outcome(s) with which the gene(s) is/are believed to be 
associated. Briefly summarize the descriptive epidemiology and confirmed and suspected 
risk factors (including other genes). Refer to previous similar reviews, if available, and be 
succinct. Outline the rationale (if any) for the postulated association with the 
disease(s)/outcomes in the current review. (Note that the statement on the specific disease 
or outcome on which the review is focused is made under ‘selection criteria’ in Methods.) 
 



Objectives 
Provide a succinct summary of the objectives of the current review. 
 

Methods 

Selection criteria 
State the gene(s), gene variant(s), disease and types of participants eligible for inclusion 
in the review. 
State the types of study (e.g., design and conduct) eligible for investigation of 
association. 
State the types of study (e.g., design and conduct), other gene(s) and environmental 
exposures eligible for investigation of interactions (if included in the review). 

Identifying studies 
Describe the methods used to identify relevant studies and/or other sources of 
information. List all electronic databases searched, with details of the search strategies 
and the periods for which they were searched, and describe any communication with 
investigators. 

Data collection and analysis 
Describe the methods for selection of studies, data collection (including data extraction 
from published reports and any attempt to retrieve unpublished or partially/selectively 
published data), assessment of risk of bias, methods for analysis of individual studies, 
methods for meta-analysis, and methods for dealing with heterogeneity and potential 
biases. 

Results 

Included studies 
Include a table providing basic details of the included studies (location, date, design, 
types of participants (cases and controls)).  
 

Quality and methodology of studies 
Comment on the quality and methodology of studies. 
 

Associations 
Summarize the magnitude of the association between the allelic variants and the 
disease(s) and outcomes of interest in terms of relative, absolute, and/or attributable risks 
in different populations.  

Interactions  
Discuss whether the allelic variants interact with other risk factors for the disease, 
including other genes and environmental factors. Summarize the magnitude of such 
interactions, whenever possible. State variables adjusted for in any adjusted analyses. 



Discussion 

Main findings  
Summarise the main findings of the review and the meta-analysis. 

 

Limitations 
Comment succinctly on the quality of the evidence. Discuss concerns over amount of 
relevant information, validity of individual studies, and other biases (e.g. publication bias 
and other reporting biases). 
 
Biology 
Comment on available mechanistic evidence relevant to the association. 

 

Potential public health impact and other implications of results 

(a)Potential public health impact  
Summarize potential public health applications of human genome epidemiological 
information on the variants of the gene(s), e.g. available interventions, setting permissible 
exposure thresholds for individuals with specific genotypes.  

(b) Implications for our understanding of disease 

(c) Implications for research 
Strengths and gaps in the evidence base should be identified. Recommendations should 
be made to stimulate research to fill any gaps, e.g. what research might be needed to give 
public health consequence to the summarized genetic knowledge. 
 

Potential conflicts of interest 
Any potential conflict of interest that might influence the judgments of reviewers should 
be noted (see 2.2). If none, this should be stated explicitly. 
 
References  

Internet sites  

Include relevant links to various genetics databases, online resources, educational 
materials, consensus statements, policy statements, and support groups.  
 
 

2.2 Potential conflicts of interest 
HuGE reviews should be free of any bias introduced by the receipt of any benefit in cash 
or kind, any hospitality, or any subsidy derived from any source that may have or be 
perceived to have an interest in the outcome of the review. 



 
Under the heading 'Conflict of Interest' reviewers should report any conflict of interest 
capable of influencing their judgments, including personal, political, academic and other 
possible conflicts. If specific funding has been obtained to support the review, the source 
of funding should be specified. Any other interest (such as personal conflicts) that might 
unduly influence judgments made in a review (concerning, for example, the inclusion or 
exclusion of studies, assessments of the validity of included studies or the interpretation 
of results) should be reported. 
 
Disclosing a competing interest does not necessarily reduce the worth of a review and it 
does not imply dishonesty. However, competing interests can influence judgments in 
subtle ways. 
 

2.3 Publication of HuGE reviews in peer-reviewed journals  
HuGE reviews may be submitted to the American Journal of Epidemiology, 
Epidemiologic Reviews, or one of the collaborating journals listed on the HuGENet™  
website (http://www.cdc.gov/genomics/hugenet/reviews/guidelines.htm).  These 
submissions will be peer-reviewed and, if accepted, will be published in one of these 
journals as well as in the HuGENet™  knowledge base on the World Wide Web.  
 
When submitting completed HuGE reviews to the editor of the appropriate journal, 
authors should explain in the covering letter that the manuscript is for consideration as a 
HuGE review and suggesting the names of up to three possible reviewers. The technical 
requirements of each journal for submission of manuscripts should be followed. Because 
of space constraints, it may not be possible for a journal to publish all of the tables and 
references prepared for a HuGE review. However, any supporting tables that cannot be 
published in a journal due to space limitations can be presented on the HuGENet™  
website. It is expected that the text of a HuGE review in a journal and that available on 
the HuGENet™  website will be similar and that reference would be made to the 
additional tables and references held on the website. Accepted papers will be published 
both in the appropriate journal and on the HuGENet™  website. 
 



3. THE PROTOCOL  
 
The rationale for requiring a protocol is that HuGE reviews, like other reviews, are 
retrospective and so knowledge of study results potentially could influence the review 
process, for example, the criteria for study selection and the comparisons made in the 
analyses. The aim is that HuGE systematic reviews are in themselves valid pieces of 
research, and thus need to be subject to the same rigorous scientific process as other types 
of research.    
 
Investigators who propose to carry out HuGE reviews should provide a brief protocol. 
The protocol should be sent as part of an electronic message of intent to sign up for a 
HuGE review to the US HuGENet™  coordinator at HUGE@cdc.gov. An updated list of 
HuGE reviews under development is kept on the HuGENet™  website at 
http://www.cdc.gov/genomics/hugenet/reviews.htm. The US HuGENet™  coordinator 
will advise about which journal may be the most appropriate for the proposed topic. 
 

3.1 Brief protocol for an association review or/and meta-analysis 

Cover sheet 
Title (stating whether a meta-analysis is planned), type of review (association review, 
clarify if it is also a meta-analysis), contact details 

Background 
Indicate potential importance of the gene/gene variant to public health (or understanding 
of aetiology/pathogenesis). Briefly explain rationale for the type of review to be 
undertaken. State objectives of the review. 

Methods 

Selection criteria 
State the gene(s), gene variant(s), disease and types of participants to be included in the 
review. 
State the types of study (e.g., design and conduct) for investigation of association. 
State the types of study (e.g., design and conduct), other gene(s) and environmental 
exposures for investigation of interactions (if included in the review). 

Identifying studies 
Describe the proposed methods for identifying relevant studies - papers and/or other 
sources of information. 

Data collection and analysis 
Outline the proposed methods for: selection of studies; data collection (including data 
extraction from published reports and any attempt to retrieve unpublished or 



partially/selectively published data); and assessment of risk of bias. Indicate whether 
meta-analysis is planned, for both associations and interactions. Specify details of 
primary hypothesis or hypotheses, and planned method of testing these. 

Potential conflicts of interest 
Any potential conflict of interest that might influence the judgments of authors should be 
noted (see 2.2). If none, this should be stated explicitly. 
 

3.2 Planning the review 

Clearly framed questions determine the focus of a systematic review and meta-analysis, 
guiding much of the review process, including inclusion criteria, strategies for locating 
and selecting studies or data, for critically appraising their relevance and validity, and for 
analysing variation among their results. 
 
Inclusion criteria for association reviews in human genome epidemiology will need to 
specify the gene(s), allelic variant(s), specific disease(s) or other outcome(s) of interest 
and, ideally, which other exposures may potentially modify the association(s). Inclusion 
criteria may be different for different components of a review. In particular, different 
study designs may be suitable for assessing association and interaction. 
 

3.2.1 The gene and allelic variants 
A HuGE review will typically focus on a single gene, although groups of related genes 
might also be considered. It is usual for several loci on a gene to be addressed in a single 
review. The definition of the genotype(s) investigated should be clearly presented. The 
validity of grouping genotypes on the basis of putative functional effects depends on the 
availability and quality of functional studies of gene variants, and information on 
functional effects is likely to change over time.  For multi-allelic systems, genotypes have 
been grouped according to functional effects in some investigations. For example, 
grouping according to inferred rapidity of acetylation has been done for the NAT2 
polymorphisms (Brockton et al. 2000). 
 
Combining studies of different SNPs is not widely accepted, but it may be appropriate if 
the SNPs are in strong (r2 > 0.9) linkage disequilibrium. An increasing number of studies 
which produce haplotype data will have to be considered in reviews and meta-analyses 
will have to target haplotypes (International HapMap Consortium 2003, Johnson et al. 
2001, de Bakker et al. 2005). For haplotypes, it is important to clarify the method that has 
been used for their generation or imputation, the selected genetic contrasts and the 
methods for combing data across studies with due attention to avoid selective reporting 
and selective analyses. In addition, differences in linkage disequilibrium between ethnic 
groups may need to be considered.   
 
 



3.2.2 Diseases and outcomes 
A HuGE review will typically focus on a disease or a collection of closely related clinical 
outcomes. We encourage HuGE reviews to include intermediate outcomes (such as 
biomarkers or phenotypic traits) that may have a role in the pathway between gene and 
disease.  
 

3.2.3 Interactions 
Where possible, interactions should be considered, as these may enhance the 
interpretation of gene-disease associations. However, the available data may not be 
sufficient. The primary hypothesis or hypotheses should be clearly specified. Interactions 
can often only be appropriately addressed using individual participant data. 

3.2.4 Study designs 
Different study designs (e.g. family studies and studies of unrelated subjects) may be 
included if they are considered to be addressing the same research question (usually 
concerning associations in the population). However, different types of study may present 
results differently, making it difficult to combine across them. In the absence of a 
substantial body of empirical evidence, we suggest that inclusion criteria should generally 
veer towards being inclusive regarding study designs, sample size and susceptibility to 
bias. Possible effects of differences in these methodological features may be later 
addressed either by undertaking sensitivity analyses to assess robustness of conclusions, 
or carrying out meta-regression/subgroup analysis. 
 
Study designs for addressing interactions may be different from study designs for 
examining associations. For example, case-only studies may be used for the former, but 
typically not for the latter. 
 
Occasionally, it may be reasonable to exclude small studies (ideally with a pre-defined 
cut-point) in order to make the review more manageable when there is a large number of 
relevant studies. Also, smaller studies may be more likely to be biased, since sample size 
is sometimes correlated with efforts to minimise bias.  In most cases, it should be 
possible to consider all studies regardless of sample size and have the benefit of 
examining whether small studies give different results than larger ones. 
 

3.3 Published literature or individual participant data 
Systematic reviews and meta-analyses of the published literature often run into obstacles. 
Reports frequently fail to present data in formats suitable for meta-analysis, and they may 
lack sufficient information on methods and key characteristics of the studies. Attempts 
should always be made to retrieve information from investigators (see 5.2), for example, 
by requesting results as grouped (aggregated) data. An alternative approach is a meta-
analysis of individual participant data (MIPD), which involves the collection of detailed 
data on individual subjects.  
 



The MIPD approach can offer many advantages over the meta-analysis of published data, 
including standardization of definitions of cases and variables, testing the assumptions of 
time-to-event models, better control of confounding, standardization of analyses of 
genetic loci that are in linkage disequilibrium, increased ability to evaluate alternative 
genetic models and multiple genes, consistent treatment of subpopulations, and 
assessment of sampling bias. Nevertheless, individual-level approaches require a much 
greater commitment of time and resources to collect primary data and to coordinate a 
large collaborative project (Steinberg et al. 1998). For questions that justify the required 
intensive effort, the MIPD approach is a useful tool to help to clarify the role of candidate 
genes in complex human diseases (Ioannidis et al. 2002a), and we recommend that this 
type of quantitative synthesis be done whenever possible. However, a meta-analysis 
based on published data can be useful to help decide whether resources should be 
invested in a MIPD. 
 
 
In principle, a MIPD should reach the same conclusion as a meta-analysis of published 
data. This was the case for one HuGE review that required data on individual subjects in 
addition to performing a meta-analysis of grouped data (Engel et al. 2002). However, 
MIPD can reach different conclusions from meta-analyses of published data, and this is 
typically due to the inclusion of different studies or different data in the analysis. For 
example, an MIPD on the association of estrogen receptor alpha polymorphisms and 
osteoporosis outcomes found that none of three tested polymorphisms had an effect on 
bone mineral density, while the XbaI polymorphism had an effect on fracture risk 
(Ioannidis et al. 2004), while a meta-analysis of published data had suggested a modest 
effect on both bone mineral density and fracture risk for XbaI (Ioannidis et al. 2002b).   
 

4. SEARCH METHODS  
 
A comprehensive search is one of the key differences between a systematic review and a 
traditional review (Oxman 1992). It is especially important in a discipline that is seriously 
affected by reporting biases, because the most exciting results are likely to be published 
in places that are most accessible, and important complementary results may be available 
only through thorough searching.  
 

4.1 Electronic databases 
 
Searches generally start with electronic databases. A key source is PubMed (an online 
MEDLINE database that also includes up-to-date citations that have not yet been 
indexed), and this forms the basis of the HuGE Published Literature database (see Box 
4.1). However, only a proportion of journals are indexed in PubMed. Other databases 
likely to be relevant include the ISI Science Citation Index, EMBASE and BIOSIS. There 
is a low degree of overlap in the journals covered by these databases. Experience in the 
field of clinical trials suggests that the degree of overlap varies considerably by topic 
(Higgins et al., 2005) (Higgins, Green 2005).  Further evidence is required on the 



distribution of gene-disease association references across different databases 
 
 
Box 4.1 The HuGE Published Literature database 
The HuGE Published Literature database (http://www.cdc.gov/genomics/hugenet) is built 
from references extracted from PubMed. This extraction process was started in October 
2000 and involves review of abstracts for relevance to human genome epidemiology 
(specifically studies with information on one or more of genotype prevalence, gene-
disease associations, gene-environment or gene-gene interactions, or evaluations of 
genetic tests). If relevance is unclear from the abstract, the full paper is checked. By 
January 17, 2006, this database contained over 19,000 articles concerning over 2000 
genes and a similar number of diseases or outcomes.  This is a helpful starting point for 
reviews but is not intended to be a comprehensive search tool. 
 

4.1.1 The search strategy 
Database searches for gene-disease association studies should generally take the form  

(gene OR synonyms) AND (disease OR synonyms). 
Search strategies should include both thesaurus terms (e.g. MeSH in MEDLINE) and free 
text. A methodological search filter (for example, adding ‘AND (case-control study OR 
cohort study OR synonyms)’) may be inappropriate, due to the inconsistent use of study 
design terms in papers and in indexing. However, such a filter might be considered in 
some instances when searches based on gene and disease yield overwhelming numbers of 
hits. This would need to be documented. On the other hand, when the number of hits is 
very limited, authors should consider eliminating completely the (disease OR synonyms) 
clause.   
 

4.1.2 Geographical and language considerations 
Journals published in languages other than English should be included in the search. 
There is compelling evidence that a large number of gene-disease association studies are 
published in non-English language journals not indexed in these common databases.  In 
particular, there is evidence of a large Chinese genetic epidemiology literature (Pan et al. 
2005) that appears in Chinese journals only indexed in the Chinese database of 
biomedical journals.  The results of these Chinese studies suggest stronger genetic effects 
than the results of studies published in English language papers.  This suggests the 
presence of an inverse language bias combined with possible publication bias.  The 
situation is contrary to the language bias (tower of Babel bias) that has been described for 
randomized trials (Gregoire et al. 1995).    Authors of reviews should balance all-
inclusiveness against. the risk of introducing large bias from selectively published or 
reported analyses. 
 
 



4.2 Other sources 
Publication bias is potentially a serious problem for the integration of evidence. 
Numerous gene-disease association analyses are performed that are not written up in 
peer-reviewed papers. One method of minimizing the potential impact of publication bias 
is to identify such analyses through ‘grey literature,’ which includes conference 
proceedings, books, abstracts, technical reports, and journals that may not be identified 
by electronic searches. We recommend caution in using some types of ‘grey literature’ 
because the material may not be peer reviewed and may be subject to modification and 
revision and because the information on study methods may be insufficient to assess risk 
of bias. Evidence from randomised trials suggests that inclusion of grey literature tends to 
move the treatment effect towards a null result, but the direction of the effect is not 
always predictable (Burdett et al. 2003). However, given the strong risk of publication 
bias in the area of gene-disease association, we recommend inclusion of ‘grey literature’ 
providing that study quality can be assessed adequately. 
 
Efforts are being made to foster the development of networks of investigators who are 
working on the same topic, who could maintain a register of ongoing work in the topic 
area (both by investigators within the network and by other investigators) (Ioannidis et al. 
2005). This should in the future help control the problem of publication bias, and provide 
a resource for investigators undertaking systematic reviews. 
 
In addition to these searches, it is valuable to check the reference lists of  

1. any existing reviews on the topic (the HuGE Published Literature database (Box 
4.1) provides a source of systematic reviews and meta-analyses of human genome 
epidemiologic studies published since October 2000;  

2. relevant articles obtained for the review or meta-analysis.  
 
 

4.3 Documenting the search strategy 
In a review of 37 meta-analyses of gene-disease association studies published in the 
period 1966-2000, 65% stated the database used and 24% specified the search terms 
explicitly (Attia et al. 2003).  We recommend that the details of the strategy used to 
identify relevant papers should be documented (Stroup et al. 2000).The databases and 
registries searched, the interface (e.g. PubMed, SilverPlatter or Ovid for MEDLINE), 
search strategy (including thesaurus and free-text terms, and time period) and date on 
which the search was performed should be specified. Further efforts made to identify 
studies including contact with authors and use of unpublished material should be 
described. 
 



5. REVIEWING METHODS 
 

5.1 Selecting studies 
 
Studies should be selected to comply with stated criteria for inclusion, using the best 
information available from reports and through contact with investigators. In a literature-
based systematic review, there a several steps in the process of reducing items identified 
by the search to those falling within the scope of the review. A typical process is as 
follows: 
1. Merge the records from electronic reference databases using reference management 

software and remove duplications; 
2. Scan the titles and abstracts to remove obviously irrelevant reports; 
3. Retrieve full text of the potentially relevant reports that remain; 
4. Assess each full text report for compliance with the inclusion criteria; 
5. Examine other sources of studies (such as ‘grey literature’ and references of relevant 

publications) for compliance with the inclusion criteria; 
6. Correspond with investigators, where appropriate, to clarify eligibility; 
7. Make final decisions on inclusion. 
Steps 2, 4, 5 and 7 should be undertaken by at least two people, independently, to reduce 
the risk of overlooking relevant studies.  
 
Selection of studies for a meta-analysis of individual participant data may be different. 
For example, the investigators’ willingness to be involved in the collaboration would be 
necessary. We recommend that such meta-analyses also seek and report on studies not 
included in the collaboration, and consider undertaking subsidiary analyses that 
additionally include any available data from such studies. 
 
It must be remembered that the units of fundamental interest in a systematic reviews and 
meta-analyses are studies and not reports, even in reviews only of the literature. There 
have been numerous instances of sequential or multiple publications of analyses of the 
same or overlapping data sets. This should be carefully appraised and detected by 
comparison of geographic locations, author names, and period of study if specified.  If it 
is clear that the reports relate to the same or overlapping data sets, then we recommend 
including results from the largest or most recent publication. However, it is not unlikely 
that the methodology or the study population is described in greater detail in an earlier 
publication. If so, we recommend including the reference to the earlier publication with 
the reference all publications from which information was abstracted. 
 

5.2 Collecting Data 
 
There are three common sources of data (including information on methodology and 
other characteristics of the studies) in HuGE reviews: 



1. Data extracted from published reports; 
2. Data obtained through correspondence with investigators; 
3. Individual participant data in the context of a collaborative venture with the 

investigators. 
 
Literature-based reviews typically use the first two sources, although individual 
participant data may be offered in response to correspondence.   
 
Issues in data extraction are discussed in some detail in Section 7 of the Cochrane 
Handbook for Systematic Reviews of Interventions (Higgins, Green 2005). 



6. ASSESSING AND ADDRESSING POTENTIAL BIASES 
 
Each study should be assessed for susceptibility to bias. The relevant aspects of a study 
that need to be addressed may depend on the topic under review. 
 
Quality assessment of individual studies that are summarised in systematic reviews is 
necessary to limit bias in conducting the systematic review, gain insight into potential 
comparisons, and guide interpretation of findings (Higgins, Green 2005). In relation to 
gene-disease associations and related interactions, the focus of attention at present is on 
internal validity as distinct from generalisability of results.  
 
Many papers deal with the critical appraisal of observational studies in general, and there 
has been concern both about validity  (Benson & Hartz 2000, Concato et al. 2000, 
Concato & Horwitz 2004, Lawlor et al. 2004, Pocock & Elbourne 2000, Vandenbroucke 
2004) and adequacy of reporting (Pocock et al. 2004, von Elm & Egger 2004). Checklists 
or guidelines for reporting gene-disease associations have been proposed (Cooper et al. 
2002, Huizinga et al. 2004, Little et al. 2002, Nature Genetics 1999, Rebbeck et al. 2004, 
Weiss 2001, Ehm et al. 2005, Freimer & Sabatti 2005).  Such checklists are not always 
used by study authors. An attempt should be made to quantify the potential direction and 
magnitude of any biases. In studies of gene-disease associations, and gene-environment 
and gene-gene interactions, there is the potential for selection bias, bias or error in 
outcome ascertainment, information bias (analytical validity of genotyping and, in studies 
of gene-environment interaction, the validity of exposure assessment) and confounding. 
 

6.1 Selection bias   
Selection bias occurs when the subjects included in a study are not representative of the 
source population, and/or when there are selective losses from the study population prior 
to data analysis (Hill & Kleinbaum 2000). If this were differential by genotype and/or 
exposure, it would distort the observed genetic and interaction effect sizes.  If this were 
non-differential by these factors, the internal validity of the estimates would not be 
compromised, but it may not be possible to generalize to other populations and groups of 
patients.    
 
Evaluation of potential selection bias requires consideration of the study design and 
setting of the study. Selection biases are similar to those described also for 
epidemiological studies of non-genetic risk factors (Breslow & Day 1980, Elwood 1998, 
Kelsey et al. 1996, dos Santos Silva 1999). However, some issues peculiar to gene 
association studies that may need to be taken into account are outlined below.   
 

6.1.1 Extreme vs. unselected cases (spectrum of disease bias)  
Some studies may select only ‘extreme’ cases for the disease or outcome of interest.  If 
disease severity or heritability correlates with the strength of the association, then these 



studies will obtain different estimates of effects compared with studies that include a 
broader spectrum of cases or a cohort unselected for disease severity or heritability.  For 
example, cases may be over-selected from multiplex families with strong heritability; or 
only very severe cases may be eligible.  Presenting the measure of association as an 
estimate of population association may be inappropriate in this situation.  We should 
acknowledge, however, that we lack empirical evidence on the extent of spectrum of 
disease bias in genetic epidemiology of complex diseases. 
 

6.1.2 Other biased selection of cases 
In a number of studies the selection of cases is not well described (Botto & Yang 2000).  
In a review of type1 diabetes and HLA-DQ polymorphisms, the authors noted that many 
studies were based on convenience samples of cases in which persons with type 2 
diabetes who used insulin in their treatment regimen had been included (Dorman & 
Bunker 2000).   
 
Inclusion of prevalent cases would bias the estimate of effect if the genotype affected 
survival. For example, a positive association between the butyrylcholinesterase K variant 
and Alzheimer’s disease among persons with an APOE4 allele has been observed in 
studies in which the age of cases was defined as age of onset, but not in studies where the 
age was defined as current age or age at death (Lehmann et al. 2001).  In addition, bias 
could occur if genotypes were assayed by a phenotypic test, the outcome of which was 
influenced by disease progression or treatment as well as the underlying genotype. This 
may account for differences in the association between colorectal cancer and NAT2 based 
on acetylator phenotype and genotype (Brockton 2002).  
 

6.1.3 Biased selection of controls 
Control groups are often described in even less detail than cases. In a number of case-
control studies of gene-disease associations with unrelated controls, controls have not 
been selected from the same source population as the case-subjects  (Botto & Yang 2000, 
Brockton et al. 2000, Cotton et al. 2000, Dorman & Bunker 2000).  The potential 
problem of selecting controls who do not represent the population from which case-
subjects arise is illustrated by the divergence in odds ratios for the association between 
colorectal cancer and the GSTT1 null genotype (Chenevix-Trench et al. 1995), when the 
different control groups were analyzed (Cotton et al. 2000).  This example also illustrates 
the potential effects of the method of recruitment of subjects in studies of genotype 
prevalence. Many early studies were based on convenience samples and not infrequently, 
little information was given about how the samples were selected (Wang et al. 1999) 
(Brockton et al. 2000, Dorman & Bunker 2000).  
 

6.1.4 Differential participation in cases and controls 
Selection bias also may occur as a result of non-participation that is differential between 
cases and controls.  Incomplete participation can occur as a result of (1) refusal or 
inability to provide data; (2) refusal or inability to provide biological specimens; (3) 



insufficient amount or quality of data, limiting the analysis; and (4)  insufficient amount 
or quality of DNA (for example, in samples pulled from a repository or other archive), 
limiting numbers of assays. This would bias the odds ratio for gene-disease association 
only if the difference were related to genotype, and there would be bias in the odds ratio 
for interaction if the difference were related to genotype, exposure or both.  There has 
been concern about a decline in participation rates (Morton et al. 2005, Olson 2001), 
especially in population-based studies.  However, information on the potential effects of 
low participation rates is limited (Madigan et al. 2000, Morton et al. 2005). 
 

6.1.5 Loss to follow-up 
In cohort studies in general, bias would result if there were loss to follow-up that was 
differential by exposure or genotype, for example, if both loss to follow-up and exposure 
varied by socio-economic status, or if loss to follow-up and genotype prevalence varied 
by ethnic group.   A related issue concerns the return of incomplete information during 
follow-up, i.e. item non-response.  This has been shown to be associated with subsequent 
loss to follow-up (Deeg et al. 2002). 
 

6.1.6 Selection bias considerations for gene-environment interactions 
With regard to the possible effects of selection bias on estimates of gene-environment 
interaction, Morimoto et al. (Morimoto et al. 2003) showed that estimates of gene-
environment interaction, defined as departure from a multiplicative joint effect, will not 
be subject to selection bias when genotype itself does not influence participation. This 
applies even when selection is influenced by exposure and disease status and genotype is 
associated with either or both of these. Similarly, in a hospital based case-control study, 
Wacholder et al. (2002) noted that even if exposure (therapy), or genotype, or both are 
associated with the condition that led to the hospitalization of control subjects, a 
departure from multiplicative effects can be estimated without bias.  However, this is not 
the case for departure from additive effects.  Although including controls with more than 
one type of disease might reduce a bias resulting with one disease being associated with 
exposure, genotype or both, pooling of controls with different diseases can lead to bias in 
assessing departure from multiplicative interaction, even if there is no such interaction in 
each individual disease-specific control set (Wacholder et al. 2002). These issues apply 
more generally to estimation of both interaction effects and gene-disease associations 
when controls are not selected from the same source population as the case-subjects 
(Little 2004, Wacholder et al. 2002) 

 

  

6.2 Information bias 
Information bias occurs as a consequence of errors in assessing factors of interest, here 
genotype, environmental exposures, or both, or in assessment of outcome.  It is 
differential when the assessment of the factors of interest is influenced by the outcome 
under investigation, or vice versa.   



6.2.1 Assessment of genotypes 
Misclassification of genotype can bias genotype-disease associations, usually towards the 
null (Garcia-Closas et al. 2004, Rothman et al. 1993) – when it is non-differential. The 
most marked bias occurs when genotyping sensitivity is poor and genotype prevalence is 
high (>85%), or genotyping specificity is poor and genotype prevalence genotype is low 
(<15%) (Rothman et al. 1993). When exposure measurement error is substantial, 
genotyping errors of the order of 3% can substantially under-estimate an interaction 
effect (Wong et al. 2004). When there are systematic differences in genotyping according 
to outcome status (differential error), serious bias in any direction may occur.  
 
Factors affecting the potential extent of misclassification (information bias) of genotype 
include the types and quality of samples, timing of collection, and the method used for 
genotyping (Little et al. 2002, Steinberg & Gallagher 2004).  Quality control procedures 
are important in assessing the extent of possible misclassification and the extent to which 
this might be differential. Quality control procedures include, but are not limited to, re-
analysis of random samples, analysis of samples with a different genotyping method, 
analysis of replicate samples, or sequencing, and analysis of samples at a central quality 
control facility.   
 
For studies focused on specific genotypes, it is also very useful to record whether 
laboratory staff are blinded to outcome and to environmental exposures of interest, and 
whether genotyping of cases and controls was performed together or separately. 
Similarly, it should be recorded whether people appraising outcomes and exposures are 
blinded to the genotyping results.  Unblinded assessment may lead to differential 
misclassification. 
 
For genome-wide association studies, shifts between cases and controls in the point 
clusters corresponding to each genotype, thought to be due to differences in DNA 
processing, have been reported (Thomas et al. 2005). In this situation, using blinded 
samples to determine the parameters for allele calling could lead to differential 
misclassification. To minimize such misclassification, it would be necessary to calibrate 
the software separately for each group. 
 
The extent of genotyping error has been reported to vary between about 1% and 30% 
(Akey et al. 2001). In Europe, in annual external quality assurance (EQA) schemes for 
cystic fibrosis run since 1996, the error rate for the detection of common CFTR mutations 
was 3.8% in 1996 and 1.3 % in 2000 (Dequeker et al. 2001). In the USA CAP/ACMG 
proficiency programme over the period 1995-2000, the error rate was estimated as 1.5%. 
For other disorders (Huntington’s disease, Duchenne muscular dystrophy, Fanconi’s 
anaemia, Charcot-Marie Tooth disease, BRCA and azoospermia factor) included in the 
European Molecular Genetics Quality Network, the genotyping error rate was 2-10% 
(Dequeker et al. 2001). 
 
For microsatellites, global mean error rates in the range 0.55-5.9% per genotype have 
been reported (Mitchell et al. 2003). Because of high variance between markers, error 
rates for specific markers may be substantially higher. In high throughput centres, an 



error rate of 0.5% per genotype for blind duplicates run on same gel was observed 
(Mitchell et al. 2003). However, the markers included in high-throughput panels have 
been specifically selected for inclusion, because they produce highly repeatable 
genotyping rates and their individual PCR reactions have been optimized. Issues 
therefore to consider are the type of marker and whether the genotyping was outsourced. 
 
 
 

6.2.2 Assessment of exposures 
Not surprisingly, exposure assessment is important in studies of gene-environment 
interaction. Points that need to be considered are the method of exposure assessment, and 
its validity and reproducibility. Exposure misclassification can bias the estimation of an 
interaction effect, the magnitude of which depends on the prevalence of the misclassified 
exposure and on the interaction model (Garcia-Closas et al. 1999, Garcia-Closas et al. 
2004). If interaction is defined as lack of fit to a multiplicative model, a test for 
interaction will be conservative (Clayton & McKeigue 2001). In theory, case-control 
studies are more vulnerable to differential misclassification than are cohort studies (and 
the related case-cohort and nested case-control designs). However, provided that the 
extent of misclassification of exposure does not vary by genotype, differential 
misclassification between cases and controls is not a serious problem for the detection of 
departures from a multiplicative gene-environment joint effect (Clayton & McKeigue 
2001). 
 
Both differential and non-differential biases can result in over- or underestimation of an 
interaction effect (Greenland 1980).  When genotype and exposure are independent in the 
source population, and the errors in the assessment of each are independent, both 
differential and non-differential misclassification of a dichotomous factor tends to 
underestimate departure from a multiplicative gene-exposure joint effect (Clayton & 
McKeigue 2001).   The impact of misclassification on departures from additive effects is 
difficult to predict (Garcia-Closas et al. 1999).  
 

6.3 Confounding 
 

6.3.1 Population stratification 
Concern has been raised about the possible effects of population stratification on the 
results of population-based association studies.  Population stratification is due to 
differences between groups of variable ethnic origins that translate into different allele 
frequencies. The problem can arise even in populations of seemingly similar ethnic 
descent, especially when there has been limited admixture within these populations, such 
as in isolated populations and/or those with strong founder effects and insufficient time 
for mixture between founder groups.   
 



The most discussed examples include the association between type 2 diabetes mellitus 
and the Gm3;5,13,14 haplotype among residents of the Gila River Indian Community that 
was used to present the potential problem (Knowler et al. 1988), the relation between the 
dopamine receptor locus (DRD2) A1 allele and alcoholism (Gelernter et al. 1993), and 
that between CYP3A4 and prostate cancer in African Americans (Kittles et al. 2002). 
These results have generated controversy as to whether population stratification 
represents a fundamental problem for association studies, or whether it is part of more 
general issues about rigorous application of epidemiologic study design principles 
(Cardon & Palmer 2003, Thomas & Witte 2002, Wacholder et al. 2002). In an 
exploration of possible population stratification in US studies of cancer among non-
Hispanic Americans of European descent, the effect was considered unlikely to be 
substantial when epidemiologic principles of study design, conduct, and analysis were 
rigorously applied (Wacholder et al. 2000). Similar conclusions were reached using data 
from case-unrelated control studies of non-Hispanic US whites with hypertension or type 
2 diabetes, and Polish subjects with type 2 diabetes (Ardlie et al. 2002).   
 
Considerations may vary across ethnic groups (Edland et al. 2004).  For example, 
variations in the frequency of certain genotypes in African Americans appear to be much 
wider than those observed in persons of European origin and therefore the possibility of 
stratification may be higher (Garte 1998).  Evidence was weak for an effect of population 
stratification in data from a case-unrelated control study of hypertension in African 
Americans, but this was no longer apparent when the study was restricted to persons with 
U.S.-born parents and grandparents (Ardlie et al. 2002).  Millikan (2001) reported that 
bias was minimal in gene-disease associations in studies of African-Americans in which 
differences in ethnic composition were not taken into account, and Wang et al. (2004) did 
not identify substantial bias in hypothetical case-control studies of a candidate gene for 
prostate cancer in admixed populations such as African Americans. Moreover, meta-
analyses of 43 gene-disease associations comprising 697 individual studies show 
consistent associations across groups of different ethnic origin (Ioannidis et al. 2004), and 
so provides evidence against a large effect of population stratification, hidden or 
otherwise.  
 
 
As studies of association and interaction typically address moderate or small effects and 
hence require large sample sizes, small biases, such as due to population stratification, 
may be important (Marchini et al. 2004).  Freedman et al. (2004) found no empirical 
evidence of stratification in data on 24-48 SNPs from eleven case-control and cohort 
studies in the USA, Poland and Portugal.  However, when the number of SNPs was 
quadrupled, and the sample size increased by a factor of 5-6, statistically significant 
evidence of stratification was found in one of the studies in which a case-cohort design 
had been used.  The effect of the degree of stratification in this study, which was in 
African Americans, would be to inflate the chi-square statistic for association by a factor 
of two in a study with 1000 cases and 1000 controls, and by a factor of 2-5 in a study 
with 2000 cases and 2000 controls. Khlat et al. (2004) found that bias from hidden 
population stratification and associated type I error were small whenever a high risk 
subpopulation is small (<10%) in proportion to the total population. In their hypothetical 



scenarios, type I error rates were greater for rare alleles than for common alleles. Thus, 
there is controversy about the potential importance of population stratification for 
population-based studies of gene-disease association and for studies of gene-environment 
interaction. 
 
Methods used to address the potential problem of population stratification in primary 
studies include (1) use of case-parental control and other family-based designs and (2) 
‘genomic control’ using unlinked genetic markers that are assumed to have no effect on 
the disease being studied (Devlin & Roeder 1999, Hoggart et al. 2003, Thomas 2004).  In 
the latter approach, the genomic control markers serve as control loci for non-
independence due to population substructure for association tests of the genes under 
study.  Adjustment for such markers would be expected to control for ethnic variation in 
disease risk attributable to genetic factors.  However, residual confounding from other 
sources of ethnic variation in disease risk would be a potential issue (Lee 2004, 
Wacholder et al. 2002) and ethnic origin may also be a marker of bias from differential 
selective reporting and selective publication in different countries (Pan et al. 2005).  
Thus, it is useful to present routinely ethnic group-specific estimates. It is also useful to 
describe any strategies used to address possible population stratification in the design or 
analysis of included studies.  
 

6.3.2 Confounding from other sources 
In studies of gene-environment interaction, confounding of exposures is a potential 
problem. The principles regarding the control of confounding are the same as those for 
studying the relation between exposure and disease. In practice, the use of biomarkers of 
exposure may need care in interpretation, because the genotype may influence the 
presence or level of the biomarker. Rothman (1986) noted that an extraneous risk factor 
is a confounder only if its effect becomes mixed with the effect under study.  For 
example, an exposure may cause altered physiology, which in turn causes disease.  A 
biomarker of the altered physiology is a risk factor for the disease and is unrelated to 
exposure because it results from exposure.  It is not confounding, because the effect of 
the exposure is mediated through the effect of the altered physiology, and therefore no 
effects are mixed.  However, decisions about whether a biomarker represents an 
intermediate factor in aetiology or is a potential confounder are difficult when 
uncertainties exist about the mechanism of effect of the exposure.  This would also apply 
to genes. 
 
 
In case-cohort studies, controls are a random sample of the cohort, and the effect of age, 
which is the key time variable, is controlled for in the analysis only.  In more traditional 
nested case-control designs, controls are selected to match the cases on a temporal factor, 
such as age, and the main comparisons are within the time-matched sets (Wacholder 
1991).  In appraising case-cohort studies, the method of age adjustment and, in appraising 
nested case-control studies, details of the matching on age or other temporal factors are 
important to consider. 
 



6.4 Multiple testing and pre-study odds of true finding 
It would be useful to interpret the results in the context of how many polymorphisms 
have been studied.  However, adjustments for multiple corrections are not routinely 
adopted or accepted.  Moreover, the problem is that it is often difficult or impossible to 
get a handle on the possible risk of selective reporting.  Investigators may test a very 
large number of polymorphisms, but may mention only the most promising ones.  
Massive-testing as in whole-genome association studies (Thomas et al. 2005) may 
become increasingly common.  It has been suggested that it would be useful to provide an 
estimate of the pre-study odds for an association, since this would be key for interpreting 
the credibility of a ‘positive’ finding (Ioannidis 2005, Wacholder et al. 2004, Whittemore 
2005). It makes a tremendous difference if an association has been found as part of 
massive unselected screening of 100,000 polymorphisms (in which case, the pre-study 
odds is less than 1:1,000) or with a highly-targeted hypothesis supported by other data 
and specific line of reasoning (in which case, the pre-study odds will be much higher). 
 

6.5 Approaches to summarising the validity of studies 
There are a number of publications concerning the rating of the quality of analytic 
observational studies (Little et al. 2002). A number of authors have proposed quantitative 
quality scoring systems for critical appraisal (Dixon et al. 1997). Other schemes have 
been developed for the purposes of meta-analyses in which an attempt has been made to 
assess the importance of study quality in accounting for heterogeneity of results between 
studies (Berlin & Colditz 1990, Longnecker et al. 1988, Longnecker et al. 1990). This 
type of assessment has also been considered for meta- analysis of individual patient data 
(Friedenreich 1993, Friedenreich et al. 1994). Certain features of the assessment schemes 
are specific to the disease and/or the exposure under consideration. Some schemes assign 
equal weight to each aspect of the study, so that the summation of points might result in 
worse quality scores for a study with several minor flaws than for a study with one major 
flaw. Jüni et al. (1999) observed that the use of scores to identify clinical trials of high 
quality is problematic, and they recommended that relevant methodological aspects 
should be assessed individually and their influence on the magnitude of the effect of the 
intervention explored. We recommend a similar approach in consideration of studies of 
gene-disease associations. As in clinical trials, it is more appropriate to consider 
multidimensional domains than a single grade in the integration of evidence from 
observational studies.   Reviewing investigators should also be aware that in many 
genetic epidemiology studies, there is no mention at all of the information that would be 
considered essential for understanding potential sources of bias.  Quality of reporting and 
risk of bias (‘study quality’) are not necessarily the same and they may be very different. 
Lack of reporting should not be assumed to imply poor quality of the study.  It is 
extremely important that efforts should be made to enhance the quality of reporting and 
scientific transparency of genetic epidemiologic studies.  
 

6.6. Hardy-Weinberg equilibrium 
Besides qualitative statements, there are limited tools that one can use to quantitatively 



assess the potential for selection and information biases, and confounding.  The one test 
that potentially could be applied is the evaluation of concordance with Hardy-Weinberg 
equilibrium (HWE).  HWE has become widely accepted as an underlying model in 
population genetics after Hardy (Hardy 1908) proposed the concept that allele 
frequencies at a genetic locus are stable within one generation of random mating. 
Deviations from HWE may be due to a large variety of reasons, reflecting not only bias 
but other parameters (Salanti et al. 2005a).  The assumptions underlying HWE, including 
random mating, lack of selection according to genotype, and absence of mutation or gene 
flow, are rarely met in human populations (Ayres & Balding 1998, Shoemaker et al. 
1998). However, as a null hypothesis, HWE might be expected to be satisfied in 
populations of healthy controls. It might also be satisfied in the composite population of 
cases and controls in studies where both cases and controls are diseased (but differ in 
some other outcome, e.g. treatment response), but there is no evidence that the genetic 
variant is associated with the disease per se.  For studies, where populations are split 
according to disease and no disease status and the disease phenotype is very common, a 
test can be used to detect whether deviations from HWE are due to some specific genetic 
model (Wittke-Thompson et al. 2005).   
 
Deviations from HWE in healthy populations may be a sign of selection bias (Attia et al. 
2003) or population stratification (Attia et al. 2003). It has also been suggested that 
deviation from HWE may be a sign of genotyping error (Hosking et al. 2004, Salanti et 
al. 2005a, Xu et al. 2002) but it has been noted that presence of HWE is not altered by the 
introduction of genotyping error (Gordon et al. 2002). Hypothesis testing for departure 
from HWE may be misleading, because without large numbers of participants, there is 
little chance of detecting even big departures from HWE, even though such departures 
may, for example, be indicative of major genotyping errors. On the other hand, in very 
large studies, quite small departures from HWE may be detected as “statistically 
significant” while being of no material importance. 
 
We recommend that HuGE reviewers themselves evaluate departure from HWE in 
control subjects, and that, due to the low power of statistical tests, these evaluations focus 
on estimating the magnitude of departure rather than performing significance tests 
(Salanti et al. 2005a). When calculated by the original investigators, assessments of HWE 
are not always reliable (Salanti et al. 2005a, Xu et al. 2002).  



7. STATISTICAL METHODS 
 
 

7.1 Meta-analysis 
We strongly encourage quantitative synthesis within HuGE reviews, with a specific focus 
on examining heterogeneity, rather than automatic production of a combined estimate of 
effect, which has been criticized as giving ‘spurious precision’ (Egger et al. 1998). In 
previous guidance, the use of meta-analysis or pooled analysis as a tool to synthesize 
evidence has been left to the discretion of the authors of HuGE reviews, in part because 
of concern about the lack of comparability of study methods and in part because of 
concern about the validity of meta-analysis of observational studies (Little et al. 2002, 
Little et al. 2003). However, some have argued that genetic association studies are more 
closely related to randomized trials than other types of epidemiological study because of 
‘Mendelian randomization’, although there are important caveats (Davey Smith, Ebrahim 
2003, Little, Khoury 2003). Meta-analytic methods have highlighted heterogeneity in 
gene-disease association studies, and investigation of possible causes of this has 
highlighted the problem of potential biases (Ioannidis 2003, Trikalinos et al. 2004). 
Given the ever increasing number of studies of gene-disease associations and related 
interactions (Khoury et al. 2004), there will be enhanced power to explore potential 
methodological reasons for heterogeneity through meta-regression methods and 
sensitivity analyses.  
 
Meta-analysis may not be appropriate when there are few and clearly disparate studies or 
if data on methodology are too limited to allow investigation of heterogeneity. However, 
compilation of data and transparent presentation are always useful, whether or not a 
meta-analysis is undertaken.  
 
In view of the controversy about the possible effects of population stratification, ethnic 
origin group-specific estimates should be presented whenever possible and should be 
analyzed separately in data syntheses. . Subsequent pooling of results from different 
groups may be warranted if the estimates of effect appear sufficiently similar. 
 
Results should be extracted for each genotype whenever possible, and analyses based on 
comparing genotype groups or alleles without any further adjustment for confounding 
should generally be used.  Adjusted estimates of association might be extracted for 
comparison with analyses based on unadjusted data. Methods for meta-analysis of 
clinical trials (differences in means; standardised differences in means) are applicable for 
two-level exposures (e.g. carriers versus non-carriers).  
 
We recommend that, where possible, separate effect estimates for heterozygotes and for 
homozygotes be presented to allow readers to judge for themselves issues around the 
likely mode of inheritance and the choice of model. Primary studies would ideally be 
explicit about what genetic model has been used and why. Sometimes, there may be 



strong biological or other rationale for preferring one specific model over others (e.g. 
when enzyme activity is known to be influenced by specific genotypes or alleles).  When 
no such evidence exists, the options are: (i) a ‘genetic model-free’ approach (Minelli et 
al. 2005); (ii) two pair-wise comparisons; (iii) a specific choice of model (dominant, co-
dominant or recessive); (iv) an allele-based analysis (corresponding to co-dominant 
modelling). Statistical tests based on the first two methods involve two degrees of 
freedom and make no assumptions about the genetic model. Tests based on the second 
two involve one degree of freedom (so typically have greater power) but make 
assumptions about the mode of inheritance. The model proposed in the first study in the 
literature should be tested in meta-analysis whenever this is clear and not likely to have 
been selectively reported based on its results, both including and excluding the initial 
study. Meta-analysts need to make a decision about whether to examine other models. 
This should not be based on the most favourable result. All comparisons undertaken 
should be reported. 
 
Assessment of variation in associations across studies (heterogeneity) should be routine 
(Attia et al. 2003, Lohmueller et al. 2003, Munafo & Flint 2004, Salanti et al. 2005b, 
Thakkinstian et al. 2004).  Statistical tests may be performed, but they are typically 
underpowered and have been criticised (Higgins & Thompson 2002).  Tests might 
therefore be accompanied by an estimate of among-study variance or an I-squared 
statistic (Higgins & Thompson 2002), which measures the proportion of variation across 
studies that is due to genuine differences rather than random error.  Sensitivity analyses 
should be considered to assess the impact of studies susceptible to bias, e.g. small studies, 
early studies, those with high risk of genotyping error. 
 
It is common to see that the meta-analyses results change in a consistent direction over 
time, as more data accumulate, suggesting that early studies provide exaggerated 
estimates of effect, or that initial studies stimulate studies that may be substantially 
different in design or quality from the initial studies. A plot of studies ordered 
chronologically may reveal this phenomenon. Meta-regression, cumulative meta-analysis 
or recursive cumulative meta-analysis (Ioannidis & Lau 2001) might be considered as 
methods of investigating variations across studies further. Examination should routinely 
be made of whether the results of the first study(ies) differ from the results of subsequent 
research (Ioannidis 2003, Trikalinos et al. 2004).  The ‘Proteus phenomenon’, where the 
first study gives the strongest effect ever observed, and this is immediately followed by a 
study showing the least strong (most opposite) effect) ever observed has been frequently 
encountered (Ioannidis & Trikalinos 2005).  
 
As a sensitivity analysis, meta-analyses should also evaluate routinely the impact of 
deviations from HWE in the constituent studies. There is empirical evidence that some 
meta-analyses may lose their statistical significance when HWE-violating studies are 
excluded or when adjustments are made for deviations from HWE (Trikalinos et al. in 
press). Appropriate methods for adjustments in the presence of HWE deviations are 
available (Schaid & Jacobsen 1999, Trikalinos et al. in press). 
 
 



7.2 Meta-analysis of individual participant data  
Meta-analyses of individual participant data (MIPD) enable considerable flexibility in 
statistical analysis (see section 3.3).  Stratification by original study is always important, 
otherwise an MIPD may be susceptible to Simpson’s paradox and may provide less 
reliable results than a meta-analysis of group data that respects that data come from 
different studies. Both fixed and random effects models may still be applied for MIPD, 
allowing for study effects (Trikalinos & Ioannidis 2001).  MIPD may also offer better 
opportunities to elucidate the causes of heterogeneity among the data sets being 
combined. It is hoped that the HuGENetTM ‘network of networks’ initiative (Ioannidis et 
al. 2005) will lead to further guidance on meta-analysis of individual participant data. 
 
 



8. PRESENTING RESULTS 
The magnitude of the association between the allelic variants and clinical outcomes in 
terms of relative and attributable risks in different populations should be summarized, 
and comments provided on the quality and methodology of studies.  
 

8.1 Presenting individual studies 
The following table provides the suggested information for reporting each gene-disease 
association study. We recommend that results of individual studies be presented in forest 
plots, where possible, irrespective of whether a meta-analysis is performed. 
 
 
Geographic area in which the study was carried out and, if available, period of 
recruitment of study subjects.  
 
Case type and number. The type should include the condition under investigation (so that 
differences between studies can be identified), the diagnostic procedures and case 
definition applied, the method of ascertainment (e.g., register, one hospital, several 
hospitals, family practitioners), age range, and gender distribution. If a nested case-
control or case cohort design was used, this should be specified.  
 
Controls (or cohort) type and number. Sufficient information should be given for the 
reader to understand whether controls were derived from the population from which cases 
arose. If matching was used, the matching variables should be specified.  

For loci for which there are multiple alleles, the alleles investigated and the 
baseline (reference) allele for the relative risk estimate should be specified.  

It may be helpful to include a column specifying the proportion of controls with 
the genotype of interest. This is particularly the case when the studies of genotype-
disease associations have been carried out in a limited number of geographic areas, or if 
selection bias is thought to be an issue in the interpretation of the studies 
 
Data 
Summary data for each genotype should be provided. For case/control outcomes these 
typically comprise the number of cases and the number of controls for each of the 
genotypes. For quantitative traits such as biomarkers, a sample size, mean and standard 
deviation should typically be presented for each genotype.  
 
Relative risk and 95 percent confidence interval for the stated comparison. Data with 
numbers per genotype should be presented as this enables verification and further 
analysis. When adjustment has been carried out, these should be specified. When no 
estimate is presented and insufficient data are presented for calculation, but the authors 
have commented on an association, this should be stated.  

For some genotype-disease associations, subgroup analyses have been reported by 
disease or socio-demographic characteristics. So far, the statistical power of many of 



these analyses has been low. It may be helpful to include a column indicating what sub-
groups have been analyzed (e.g., subsite of tumor, tumor histology, age, ethnic group), 
but usually one should discuss the results in the text rather than trying to summarize all 
subgroup analyses in a table, unless subgroups form one of the main pre-specified 
analyses of the systematic review.  
 
The results of any analysis of possible interaction (effect modification) should be 
summarized. When this concerns possible joint effects of genotype and exposure, brief 
details of the exposure assessment should also be included. Assertions of interaction 
should be based on P values or confidence intervals for interaction terms and not on 
comparisons of statistical significance within different subgroups. 
 
 
Reference The in-text reference should be specified in the format already described.  

8.2 Presenting meta-analyses 
Meta-analyses should usually be presented as forest plots. Multiple subgroup analyses 
and sensitivity analyses may be conveniently presented as forest plots without including 
the individual studies. 
 
It will be helpful to summarize the magnitude of association between the allelic variants 
and various diseases in terms of both relative and attributable risks in different 
populations. Expressing results from retrospective studies as attributable risks may 
require external information on disease risks. Comments on the overall quality and 
methodology of studies should be associated with principal findings from meta-analyses. 



9. INTERPRETING RESULTS 
 
For gene-disease associations and related interactions, interpretative issues include the 
overall quantity and quality of the evidence base (9.1), consideration of possible 
publication and selective reporting biases (9.2) and application of guidelines for causal 
inference (9.3). In addition, there is the question of the implications of the results of the 
review, including any potential public health impact (9.4). 
 

9.1 Overall quantity and quality of evidence base 
Results from small or few studies should be interpreted with great caution, as it is 
common to see dissipation of early claimed effects (Ioannidis et al. 2001a) and early 
studies have no predictive power for the subsequent picture of the evidence (Trikalinos et 
al. 2004).  It is unclear what would be a sufficient amount of evidence that would lead to 
high credibility for a gene-disease association. One should note that for relatively rare 
alleles and genotypes, even large cumulative sample sizes may not represent a lot of 
evidence. For example, if the genotype of interest occurs in only 1% of the general 
population, then even in a meta-analysis of 10,000 subjects only about 100 would carry 
the allele of interest, i.e. evidence would be quite thin despite the deceptively large total 
sample size, depending on the magnitude of the effect.   
 
Investigators conducting HuGE reviews should also comment on the overall quality and 
methodology of studies, and the possible effects this would have on the study findings.  
One should address whether methodological flaws or other potential flaws are strong 
enough that they may invalidate the magnitude or even the presence of a postulated 
observed effect.  
 

9.2 Publication and selective reporting biases 
Publication bias is the selective publication of studies on the basis of the magnitude and 
direction of their findings (Stroup & Thacker 2000). Research with statistically 
significant results is more likely to be submitted and published than work with null or 
non-significant results (Easterbrook et al. 1991), and this has led to a preponderance of 
potentially spurious results in the literature (Begg & Berlin 1989). Therefore, publication 
bias is a potentially serious problem for the integration of evidence on gene-disease 
associations (Hirschhorn et al. 2002, Ioannidis et al. 2001b), and the problem may be 
even more prominent for more complex analyses, such as those encountered in relation to 
gene-environment and gene-gene interactions. In addition to the larger number of 
potential comparisons implicit in the concept of multiple interacting variables, authors 
face the problem that large tables of gene-environment interaction estimates are very 
cumbersome and difficult to assemble in publishable format.  This inevitably increases 
the potential for publication bias.   
 
There is no way to be certain about the presence of publication bias.  A funnel plot may 



be drawn and its asymmetry may be formally assessed using regression or correlation 
tests (Begg & Mazumdar 1994, Egger et al. 1997).  Funnel plots in the absence of formal 
testing can be very misleading (Terrin et al. 2005) and should be avoided. Even with 
formal testing, these tests simply evaluate whether small studies give different results 
from larger studies. This may be due to reporting bias, other biases or genuine 
heterogeneity, and it may be difficult to determine which is the case. Moreover, these 
tests are largely underpowered with the typical number of studies included in most meta-
analysis. Their performance (sensitivity and specificity) for detection of publication bias 
is unknown and is likely to be very poor.  One of the most common mistakes is to 
interpret these tests as tests for publication bias (Egger et al. 1997).   
 
In theory, another potential method of identifying publication bias is to search research 
registries. However, managing research registries on studies of genotype prevalence and 
gene-disease associations is challenging, because data for each additional allele 
genotyped would need to be added to the database.  It is even more difficult for studies of 
gene-environment and gene-gene interactions, because of the diversity of joint effects 
that can be investigated. We propose that registries of studies or investigators through a 
network of networks, each with a defined structure, might be a feasible method of 
partially controlling the problem of publication bias in this field (Ioannidis et al. 2005).  
Analyses based on pre-defined consortia of investigators/teams would bypass the 
problem of publication bias, even if these consortia do not include all teams working on a 
specific topic; they would at least be inclusive within their network.  
 
A further issue is the selective reporting of the results of studies. This is likely to be an 
increasingly important problem with the application of high throughput genotyping 
methods in gene-disease association studies, and would be expected to increase the 
prevalence of spurious results. There is empirical evidence of selective reporting of 
randomised controlled trials. Some evidence is also available in pharmacogenetics 
(Contopoulos-Ioannidis DG, Alexiou G, Gouvias T, Ioannidis JPA. personal 
communication).  Comparisons of primary outcomes defined in trial protocols and those 
defined in published articles has shown that the reporting of trial outcomes is frequently 
incomplete, biased, with statistically significant efficacy outcomes being more likely to 
be reported that non-significant efficacy outcomes, and inconsistent with protocols (Chan 
et al. 2004a, Chan et al. 2004b, Chan & Altman 2005). This problem could be addressed 
at two levels: 
 (i) explicit documentation of a priori study hypotheses in reporting of primary studies 
(Little et al. 2002, STROBE Group 2005, von Elm & Egger 2004);  
(ii) through maintaining registries of data and sample collections through networks of 
investigators on specific diseases or pathways (Ioannidis et al. 2005). 
 

9.3 Causal inference 
Observed associations may be real or spurious. Real associations may be due to a direct 
causal variant, to a variant in linkage disequilibrium with a direct causal variant, or to 
confounding. Spurious associations may be due to chance, bias within studies or bias 
across studies (reporting bias).  



 

9.3.1 Linkage disequilibrium 
Linkage disequilibrium is the tendency for the alleles of two separate but already linked 
loci on the same chromosome to be found together more than would be expected by 
chance in the general population.  In consequence, when an allele at a specific locus 
appears to be associated with a disease, an issue is whether the allele is causal, or whether 
the association exists only because the allele is associated with a truly causal allele at 
another locus.  Linkage disequilibrium depends on population history and on the genetic 
make-up of the founders of that population (Ardlie et al. 2002, Hirschhorn et al. 2002, 
Salanti et al. 2005b). Linkage disequilibrium varies between populations (Ardlie et al. 
2002) and therefore potentially could be a source of heterogeneity between studies of 
gene-disease associations and related interactions.  The use of informative haplotypes 
considering many gene variants may bypass this problem, although population 
differences in haplotype structure may persist (Terwilliger et al. 2002). 
 

9.3.2 Establishing causality 
The most frequently quoted guidelines for inferring causation from observational studies 
of associations between exposures and disease were proposed in the 1960s (Hill 1965, 
Surgeon General (Advisory Committee) 1964).  In a review of the application of these 
guidelines in cancer epidemiology, consistency, strength of association, dose-response 
and biologic plausibility were the most frequently used, in descending order (Weed & 
Gorelic 1996).  In the literature on epidemiologic methods, the most often mentioned 
guidelines are, in descending order, strength of association, temporality, consistency, 
biologic plausibility, dose-response and specificity (Potischman & Weed 1999).   
 
In the literature on gene-disease associations, consistency (replication) has received the 
greatest emphasis (Hirschhorn et al. 2002, Ioannidis et al. 2001b, Lohmueller et al. 2003).  
In regard to strength of association, the relative risks for common diseases associated 
with most of the genetic variants at single loci so far observed have been low. Apart from 
methodological factors, the strength of association also is not a biologically consistent 
feature but rather a characteristic that depends on the relative prevalence of other causes 
(Rothman 1986)   In regard to temporality, germline variants obviously must be present 
before a disease occurs. However the timing of gene expression may not be known.  For 
example, this may be important in the interpretation of associations between infant 
genotype and congenital anomalies, as some enzyme systems do not appear to be 
expressed in the developing fetus.  
 
Data on gene-function and on the tissue(s) in which a gene is expressed is relevant to 
consideration of dose-response and specificity.  Considerable importance is being 
accorded by many commentators to biologic data, including data on gene-function and 
mechanisms, in making causal inference about gene-disease associations (Cloninger 
2002, Glazier et al. 2002, Harrison & Owen 2003, Nature Genetics 2001, Page et al. 
2003, Rebbeck et al. 2004, Weiss & Terwilliger 2000).  Weed (1997) noted that 
consideration of biologic plausibility bridges the gap between epidemiologic evidence 



and diverse forms of biologic evidence, and that it was likely to become increasingly 
important in causal assessments as molecular epidemiology permits more precise 
measurements of intracellular causal effects (further comment in section on use of 
biologic measures as data in epidemiologic studies).  On the other hand, there has been 
concern that some form of mechanistic evidence might be identified and used selectively 
to reinforce an assertion of causality. Cardon & Bell  (2001) note that a biologic 
argument can be constructed for virtually any associated allele because of the ‘relative 
paucity of current understanding of the mechanisms of action of complex trait loci’. 
While candidate gene studies are often based on some biological knowledge of the 
candidate gene, genome-wide linkage and association studies initially identify variants 
without regard to biological function. However, the absence of mechanistic evidence, or 
evidence of high quality, would not exclude concluding that an association was causal, if 
other guidelines for causation were satisfied.  As knowledge of the genome is not 
complete, biological plausibility may not be apparent (Begg 2005, Page et al. 2003, 
Pharoah et al. 2005; Ioannidis JPA & Kavvoura FK, personal communication). 
 

9.4 Potential public health impact and other implications of 
results 
 

9.4.1 Laboratory tests  
If data are available, the sensitivity, specificity, and positive and negative predictive 
values (including 95 percent confidence intervals) of different tests available for the 
gene(s), including biochemical, molecular, and other tests in different populations should 
be summarized, as well as the type of study subjects in which the analytic or clinical 
validity of the tests were investigated.  
 

9.4.2 Population testing  
Population-specific data on the magnitude and determinants of testing for allelic variants 
of the gene(s) and the impact of testing on public health (morbidity, mortality, disability), 
including policy statements, recommendations, and legislation (including mention of 
available interventions) should be summarized. This section should summarize the 
quality of evidence regarding population testing and any associated intervention that 
might affect the relation between the gene and the disease.  
 

9.4.3 Other potential public health applications  
Potential public health applications of human genome epidemiologic information on the 
variants of the gene(s), e.g. setting permissible exposure thresholds, including quality of 
information should be summarized.  
 



9.4.4 Implications for our understanding of disease 
 

9.4.5 Implications for research 
Strengths and gaps in the evidence base regarding the public health implications of 
human gene variants should be identified. Recommendations should be made to stimulate 
research to fill the gaps.  
 



Appendix A. HuGE PREVALENCE REVIEWS 

A.1 General format 

Cover sheet 
Title, whether new or update, contact details 

Abstract  
Provide a one-page structured synopsis of the issues discussed in the items below with a 
brief statement on each of these items. Supply keywords, including the name(s) of the 
gene(s), the name(s) of the disease(s) or disorder(s), and the word ‘epidemiology’.  

Background 

Gene(s)  
Identify the gene(s) being reviewed and provide a brief review of chromosome location, 
gene product, and function, if known.  

Gene variants  
List known allelic variants with effects on gene product if known. 

Disease(s) or other outcomes  
This section is optional for HuGE prevalence reviews;  systematic review on this aspect 
is not required.  
 
Identify the disease(s) or other outcome(s) with which the Gene(s) is/are believed to be 
associated. Briefly summarize the descriptive epidemiology and confirmed and suspected 
risk factors (including other genes).  
 

Objectives 
Succinct summary of objectives of the current review. 

Methods 

Selection criteria 
State the gene(s), gene variant(s), types of populations and types of study eligible for 
inclusion in the review. 

Identifying studies 
Describe the methods used to identify relevant papers and/or other sources of 
information, including all electronic databases searched and the periods for which they 
were searched. Brief details of any hand searches should be given. 

Data collection and analysis 
Describe the methods for: selection of studies; data extraction; any tools used for 



assessing risk of bias; any methods to combine findings across studies (meta-analysis). 

Results 

Included studies 
Include a table providing basic details of the included studies (location, date, types of 
participants. Ideally should include links to the proposed HuGENet™  ‘registry of 
platforms’.  

Prevalences 
Summarize the prevalences in a table, providing numbers are percentages for each 
genotype where available, along with allele frequencies. Comment on the quality and 
methodology of studies.  

Discussion 

Main findings  
Summarise the main findings of the review. 

Limitations of the review 
Discuss concerns over completeness of information, validity of individual studies, 
reporting bias. 

Conclusions and recommendations for research 
Strengths and gaps in the evidence base regarding the prevalence of human gene variants 
in different populations should be identified. Recommendations should be made to 
stimulate research to fill the gaps.  

Potential conflicts of interest 
Any potential conflict of interest that might influence the judgments of reviewers should 
be noted (see 2.2). If none, this should be stated explicitly. 
 
References  

Internet sites  
Include relevant links to various genetics databases, online resources, educational 
materials, consensus statements, policy statements, and support groups.  



A.2 Brief protocol for a prevalence review 

Cover sheet 
Title, type of review (prevalence review), contact details 

Background 
Indicate potential importance of the gene/gene variant to public health (or understanding 
of aetiology/pathogenesis). Briefly explain rationale for the type of review to be 
undertaken. State objectives of the review. 

Methods 

Selection criteria 
State the gene(s), gene variant(s), types of populations and types of study to be included 
in the review. 

Identifying studies 
Describe the proposed methods for identifying relevant papers and/or other sources of 
information. 

Data collection and analysis 
Outline the proposed methods for: selection of studies; data extraction; any tools used for 
assessing risk of bias. Indicate whether pooled analysis or meta-analysis is planned. 

Potential conflicts of interest 
Any potential conflict of interest that might influence the judgments of authors should be 
noted (see 2.2). If none, this should be stated explicitly. 

 

A.3 Presenting results 
 
Summarize known information on the frequency of homozygosity and heterozygosity of 
these variants in different populations and ethnic groups. The summary of variation in 
genotype frequency should include a table and a commentary on this in the text. The date 
of preparation of the table should be indicated in a footnote on each page. It is 
recommended that the following information be included:  
 
Geographic area in which the study was carried out. Provide a brief description of how 
the subjects whose genotypes were determined were sampled, e.g., subjects selected 
randomly from a population-based sampling frame, blood donors, hospitalized subjects 
(give reasons). When possible, the description should include the mean age (standard 
deviation) or age range and the distribution by gender. If the subjects were controls from 
a case-control study, the disease under investigation and any matching criteria should be 



specified (e.g., subjects matched to lung cancer patients on age, sex, and smoking 
history). When relevant, the ethnic group should be specified.  
 
If genotyping in a substantial proportion of studies was inferred on the basis of 
phenotypic tests, these studies should be grouped in a specific section of the table. If 
more than one type of test was used, a column should be used to indicate the type of test 
used in the study.  
 
Number of subjects whose genotypes were determined. When there are multiple alleles, 
those tested for should be specified.  
 
Allele and/or genotype frequency, with 95 percent confidence interval.  
Presenting allele frequencies cuts all the amount of genotypic information that should be 
presented, especially for multi allelic systems. 
 
Presenting genotype frequencies enables allele frequencies to be calculated, whereas 
genotype frequencies cannot be calculated if only allele frequencies are presented. 
Information on genotype may be useful when there is information on the functional 
effects of genotypes.  
 
 
Reference The in-text reference should be specified in the following format: single 
author—last name, year of publication (reference number); two authors—last name 1 and 
last name 2, year of publication (reference number); more than two authors—last name et 
al., year of publication (reference number).  
 
It is suggested that order of the articles reviewed be first by continent or major 
geographic area (e.g., Americas, Africa, Asia, Europe, Oceania) and then alphabetically 
by location within country (multicentre studies and studies in which the location within 
the country is not specified first). This order makes it relatively easy to see sequential 
publications relating to the same population.  
 

A.4 Interpretation 
 

A.4.1  Publication and selective reporting biases 
With regard to the population prevalence of genetic variants, a potential source of data is 
control series from case-control studies. However, if there were publication or reporting 
bias in favor of positive associations between specific genetic variants and disease, it is 
possible that genotype frequencies in the general population would be under-estimated.   



Appendix B. FULL HuGE REVIEWS  

Cover sheet 
Title, whether new or update, contact details  

Abstract  
Provide a structured synopsis of the issues discussed in the items below with a brief 
statement on each of these items. Supply keywords, including the name(s) of the gene(s), 
the name(s) of the disease(s) or disorder(s), and the word ‘epidemiology’.  

Gene(s)  
Identify the gene(s) being reviewed and provide a brief review of chromosome location, 
gene product, and function (with a description of the source of knowledge, e.g. the type 
of studies generated the data), if known.  

Gene variants  
List known allelic variants with effects on function (with a description of the source of 
knowledge, e.g. the type of studies generated the data), if known. 

Gene variant frequency 
Investigators conducting HuGE reviews should decide on the extent of detail that is 
appropriate for the evaluation of gene variant frequency data.   
 
Summarize known information on the frequency of homozygosity and heterozygosity of 
these variants in different populations and ethnic groups. If a prevalence review exists, 
summarise its findings. If a prevalence review does not exist, briefly overview the 
available data with some key references.   
 
When information on genotype frequencies in control subjects is combined, e.g. in order 
to calculate attributable fractions, control frequencies should be estimated within ethnic 
groups.  

Disease(s) or other outcomes  
Identify the disease(s) or other outcome(s) with which the Gene(s) is/are associated. 
Briefly summarize the descriptive epidemiology and confirmed and suspected risk factors 
(including other genes).  

Associations 
Summarize the magnitude of the association between the allelic variants and various 
diseases in terms of absolute, relative, and attributable risks in different populations. 
Comment on the quality and methodology of studies (further details, section 8.2).  



Interactions  
Discuss whether the allelic variants interact with any of the known risk factors for the 
disease, including other genes and environmental factors. Summarize the magnitude of 
such interactions.  

Laboratory tests   
If data available, summarize the sensitivity, specificity, and positive and negative 
predictive values (including 95 percent confidence intervals) of different tests available 
for the gene(s), including biochemical, molecular, and other tests in different populations.  
 
Summarize the type of study subjects in which the analytic or clinical validity of the tests 
were investigated.  

Population testing  
Summarize population-specific data on the magnitude and determinants of testing for 
allelic variants of the gene(s) and the impact of testing on public health (morbidity, 
mortality, disability), including policy statements, recommendations, and legislation 
(including mention of available interventions). This section should summarize the quality 
of evidence regarding population testing and any associated intervention that might affect 
the relation between the gene and the disease.  

Other potential public health applications  
Summarize potential public health applications of human genome epidemiologic 
information on the variants of the gene(s), e.g. setting permissible exposure thresholds, 
including quality of information.  

Conclusions and recommendations for research  
Strengths and gaps in the evidence base regarding the public health implications of 
human gene variants should be identified. Recommendations should be made to stimulate 
research to fill the gaps.  

Potential conflicts of interest 
Any potential conflict of interest that might influence the judgments of reviewers should 
be noted (see 2.2). If none, this should be stated explicitly. 

References (according to journal format)  

Internet sites  
Include relevant links to various genetics databases, online resources, educational 
materials, consensus statements, policy statements, and support groups. 

Appendix: Methods 
The methods used to identify, select, appraise and synthesize evidence should be 
summarized in an Appendix. This should refer to any HuGE association reviews and 



prevalence reviews on which the full review is based. 
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