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~ Abstract—n [Scholtz (1993)], an ultra-wide bandwidth The capability of the system to highly resolve the multipaths
time-hopping  spread-spectrum code division multiple-access with differential delays on the order of 1 ns or less, and its
system employing a binary PPM signaling has been introduced, apjjity to penetrate materials makes the UWB system viable for

and its performance was obtained based on a Gaussian distri- . . . . . .
bution assumption for the multiple-access interference. In this high-quality, fully mobile short-range indoor radio communi

paper, we begin first by proposing to use a practical low-rate error  €ations [2]. The receiver processing and performance predic-
correcting code in the system without any further required band-  tion for both analog and digital modulator under an ideal mul-
width expansion. We then present a more precise performance tiple-access channel (without multipath fading) have been in-
analysis of the system for both coded and uncoded schemes. Ouryestigated in [2] and [3]. Real indoor channel measurements
analysis shows that the Gaussian assumption is not accurate for 54 the system robustness in dense multipath environments have

predicting bit error rates at high data transmission rates for the . )
uncoded scheme. Furthermore, it indicates that the proposed been reported in [4]. For more details on UWB-TH-CDMA sys-

coded scheme outperforms the uncoded scheme significantly, ort€ms, see [2]—{5]. In this paper, however, we focus on an ideal
more importantly, at a given bit error rate, the coding scheme multiple-access channel, i.e., an additive white Gaussian noise
increases the number of users by a factor which is logarithmic (AWGN) channel without multipath fading effects.
in the number of pulses used in time-hopping spread-spectrum  pervious studies on the performance of the UWB-TH-CDMA
systems. considered Gaussian distribution for the multiuser interference
Index Terms—CDMA, low-rate convolutional codes, spread- inthe system. Under this assumption, the system has a capability
spectrum  techniques, - super-orthogonal - codes, - time-hopping, to sypport a relatively very high total transmission rate (or equiv-
ultra-wide bandwidth radio. . . )
alently a very large number of users at a given fixed bit rate for
each user) using the well-known single-user correlator receiver
|. INTRODUCTION in an AWGN channel [1]-[3]. In order to verify and justify the
. . . . results, an exact analysis without the Gaussian assumption is re-
N [1], an ultra-wide bandwidth time-hopping spread-spe%-uired_ On the other hand, the exact performance analysis of the

trum code-division multiple-access system (UWB-TH- .
X . " \ ystem, in general, could prove to become a cumbersome and
CDMA) employing a binary pulse-position modulation (PPM ! !
n unwieldy task. In this paper, we attempt to present a more

signaling have been introduced. In this system, data is trans- .
> . . . accurate analysis for the system performance and compare the
mitted using extremely short pulses with duration less than

1 ns. This technique is called impulse radio (IR) and since tﬁ%sults with those using Gaussian assumption for various cases.

transmitted pulses are extremely short, the bandwidth of thi o obtain a more _accuratg analysis fo_r asynchronous
. : . B-TH-CDMA, we first begin our analysis for a more
system is a few hundred times larger than the bandwidth @

o2 ) . simplified system configuration, namely, synchronous
other systems for the same applications. This communicati WB-TH-CDMA system. For this simplified case we calculate
system does not use sinusoidal carriers to raise the signa ﬁo exact bit-error rate .(BER) and compare the result with
higher frequencies, and in fact its frequency band is from ab H{e : . P . :

e case where the multiuser interference for this system is

dc to several gigahertz. The advantages of this spread—spectrmu{r)ndeled as a Gaussian random variable. We will in fact show

g]nuc:tfcl)?r;zfg;fys rzﬁiﬁ?gn?e briefly power consumption, “%Rat the Gaussian assumption predicts accurately only when
the number of pulse per bit gets large. Once we have developed
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used. The system can achieve much higher capabilities uswgere the index indicates the frame numbew,.(¢t) repre-
some parts of its spread-spectrum bandwidth expansion &Jnts the transmitted pulse, anﬁﬁ} is the dedicated pseu-
channel coding. We propose to employ practical low-rate sgorandom sequence for the usemith integer components.
perorthogonal codes and study their performance in the contge integer number can take on any values between zero to
of the described system. These codes are near optimal cofgs— 1. In the equation]’. indicates chip duration and sat-
with a ratel/n and are suitable for spread-spectrum systemsfies N,T. < Ty, and {d(k)} is the binary sequence of the
Our performance analysis indicates that despite of its relativgfgnsmitted symbols corrésponding to ukeFor the uncoded

low complexity in a time-hopping spread-spectrum system (aggstems (the scheme presented in [1]), this sequene iiep-

also in a UWB-TH-CDMA), the novel proposed TH-CDMA giitions of the transmitted data sequence, i.e., if the transmitted

system combined with low-rate error control coding preseny ary data sequence isl)ék)} then we haval™® = D® for
significant improvement compared with an ordinary uncodelc? < j < (i+1)N,. We c,an consider th(ja abovel-uncoded

TH'CD'\tAA systenéEalgdb mcr;aastes the ?Lé)mb?r ostupgort% heme as a coded scheme with the simple repetition block code
users at a given y a factor equa_( + 082 s)/2, of ratel/N,. SinceN, frames are sent by the transmitter during

where N, is the number of pulses per bit used in TH'CDMAeach data bit, transmission rae will be R, = (N, 1)~
systems. ; s T\l Sl

It should be noted that the coding scheme presented in twsyve assume a free-space propagation channel with AWGN.

paper, in which no extra bandwidth is required further thanovever the antenna system modifies the shape of the trans-

needed by spread-spectrum modulation, has been previOLti"s]ftted pulsew,(£) at the output of the receiver's antenna [2].

introduced for DS-CDMA communication system [6], [7]. Bu nifhls caset, thte_ received signal of thth user at the receiver
in the best knowledge of the authors, this paper is the first ofigtenna outputis

that proposes this coding scheme for TH-SSMA system and %) ) (k) (k)

presents its performance analysis for an UWB multiple-access Sree(t) = Z Wree (t =Ty —¢; T — bd; ) @)
communication application. It must be also noted that since in J

the current application, the co_de rate is mversely d_ecrease(_ivwere wree(t) is the received pulse with duratiof,, i.e.,
the number of pulses transmitted per each input information

. . = rec(t) IS zero out of the time duration [0],,]. The total
bit, the scheme has very low complexity, and it is completeﬁécé( ) [0F..]

. ived signal is
practical.
The rest of this paper is organized as follows. We present a N
brief description of the system for uncoded and coded schemes r(t) = Z Akss,’;Z(t — 1) + n(t) 3)
in Section I, then we develop an error performance analysis for k=1

these schemes, in Sections Ill and IV, respectively. We present

the numerical results in Section V and, finally, we conclude thiéhere NV is the number of active users, ant}. and 7, are
paper in Section VI. the channel attenuation and delay, respectively, corresponding

to userk andn(t) is the received noise.

In the following, we briefly present the receiver structure for
an uncoded system. We assume that synchronization between
A. Uncoded Scheme the desired transmitter and receiver is established prior to data

Every transmitter send&, pulses for each data bit. Thesetran.smission. Without any loss of generality, we consider the
pulses are located apart in sequential frames, each with d(f§Sired user to be user 1. Then, for the uncoded scheme, the
tion 7. The modulation is binary pulse-position modulatioﬁorrelat'ng receiver 1 decides based on the followlng rule [2],
(BPPM), in which the pulses corresponding to bit 1 are gent3]as shownin (4) atthe bottom of the page, thAﬂe is called
seconds later than the pulses corresponding to bit 0. The lotizg receiver’s template signal and is defined/bs) = wye. (t) —
tions of the pulses in each frame are determined by a user dedicc(t — ¢). Sincew,e.(t) has duratiori’, this is evident that
cated pseudorandom sequence. The transmitted signal df usée receiver’s template signe(t) has duratior’, +6. Here, N,
is pulse correlator outputs:() are added to make the test statistic

«a. Then,« is compared with zero. As we will discuss later,
3§7’f>(t) - Z Wiy (t —jTy — Ay 6d§k)) (1) these pulse correlator outputs;§ are the basic elements of the

J .. .
J decision process in our proposed coded scheme, as well.

Il. SYSTEM DESCRIPTION

pulse correlator outpéta;

~

) N=1" i 1 (j+1)Ty .
»decide thaD{) = 0 / F(B)o(t — 1 — Ty — OT,)dt > 0 @)
j=0 ° 1 —I—jT/

g

test statisti¢ o
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B. Coded Scheme data independently, the pdf for the total interference is the con-
As mentioned in the previous section, we can consider tMalution of the interference pdf of each user. Furthermore, under

above simple time-hopping spread-spectrum as a coded systBf;2ssumption of no near-far problem, the interference pdf of
in which a simple repetition block code with ratgn, is used. different users are identical and equal. Therefore, it is sufficient

Asitis well-known, the repetition code is not a good code. Thu@, determine the pdf of the interference caused by only one user.

we expect by applying a near optimal code instead of the above
simple repetition code, the system performance will improV%‘
significantly. In [8], a class of low-rate superorthogonal convo- The term synchronized users means that fokalt, = 7,
lutional codes that have near optimal performance is introduceee (3). In the following, we first derive the exact BER; we then
In a superorthogonal code with constraint lengihthe rate provide the BER based on a Gaussian distribution assumption
is equal tal /2% =2, Since in the TH-CDMA (UWB) systerv,  for multiuser interference, and then compare the results.
pulses are sent for each data bit, we must $t2= N, or Exact Analysis: The approach we have elected to use in order
K = 2 +log, N,. The location of each pulse in each frame ito obtain the total interference pdf is first by computing the total
determined by the user dedicated pseudorandom sequence ajwngability characteristic function and then inverse transform to
with the code symbol corresponding to that frame. evaluate the desired pdf. Since the effect of different users can
Decoding is performed using Viterbi algorithm. The statbe modeled as iid random variables, then it suffices to obtain
diagram of this decoder consists df 2* states. Two branches, the probability characteristic function associated with one in-
corresponding to bit zero and bit one, exit from each staterfering user and then raise the resulted characteristic function
in the trellis diagram. To update the state metrics, it is firé0 the power of the number of interfering users to obtain the
necessary to calculate the branch metrics, using the receitei@l probability characteristic function. The probability char-
signal r(t). For this purpose, in each framethe quantity acteristic function of théth interfering user at the output of the

A ()T r(tyv(t — 7 — jTy — c(l)Tc)dt, which is desired user 1 receiver can be expressed as

]_f7'1+ij J

called pulse correlator output [see (4)], is obtained. Because o _

special form of the Hadamard—Walsh sequence that is used irt1T(Z) =Prluserk slendsD)P(z) + Pr(userk sendsl)Q(z)
the structure of superorthogonal codes, the branch metrics can  ==P(z) + =Q(z) (5)

be simply evaluated based on the outputs of pulse correlators 2 2

a;s [8]. The processing complexity of this decoder grows onlwhere P(z) and Q(z) are the probability characteristic
linearly with K (or logarithmic withN,); the required memory, functions of the interference conditioned on the transmitted
however, grows exponentially witR™ (or equally linearly with bit of user k, being zero and one, respectively. We first
N,) [8]. Since in time-hopping spread-spectrum applicatiompmpute P(z). In this case, the received signal of udeat

the value of K is relatively low (the typical value is in the frame j is equal tow,ec(t — 7 — §TF — cg-k)T(); see (2)
range 3 — 12), the system can be considered to be completatyl (3). From (4), the effect of this signal at the output of

Synchronized Users

practical. the jth pulse correlator is shown in (6) at the bottom of the
page. For the synchronous case where= 71, we obtain
lIl. PERFORMANCEEVALUATION (UNCODED SCHEME) I = [ weee(t — cg-k)Tc)v(t - CEI)TC)dt- Since outside the

In this section, we evaluate the system performance for bdime interval [:5»”% c](-l)Tc + 1o+ 6], v(t — C§1)TC) is zero, we
synchronous and asynchronous uncoded schemes. In this stiglyer; = [+ wyec(t — ¢V T. + VT, )o(t)dt. We assume
the_BER is obte_lingd as a function _of the numb_er of users yv' 1> 7, + 6, so when® £ ROl Wreo(t — L c<-1)TC)
a given transmission bit rate. In this and also in the following, ! { !

’ > be zero in the time interval [0, + 6]. Thus, we have
sections, we assume no near—far problem (i.e., fok,all;, =

A; = 1), and we neglect the effect of AWGN(t). The first 0, AR £ D)

. . . I, = J J 7
assumption enables us to derive the BER as a function of the J To+6 (k) (1)
0 Wree(t)v(t)dt, ¢ =c; .

number of userd/,,. However, under the second assumption, we
can determine the maximum achievable multiple-access capa- , .. A T+ +o0
bility of the system. Furthermore, we assume that the eIemeW& definem;, = [, " wiee(o(t)dt = JZJ wrec(t)u(t)dt.
(k) . . . m, IS an important parameter for the system in consideration,
{c¢;"},for k=1,2,..., N, andforallj, are independent, iden- ; s N . .
. - . . . . .. .andin fact, itindicates the contribution of the desired user signal
tically distributed (iid) random variables with a uniform distri- . .
. at each pulse correlator output when the desired user sends bit 0.
bution on [0,N;, — 1].

. k) (1) .. B
For all the cases considered in our studies here, we compﬁi@ce the elementé andc; ™" are assumed id on [, —1],

the probability density function (pdf) for the total interferencéhe probability 0fC§-1) = CJ(' Vis # = 1/N,, and the probability
signal due to the undesired users. Since the users transmit tbéidf§~l) #+ cﬁk) isa =1—p =1-1/N,. Thus, the pdf of

n+GHDTy . )
I = / Wree(t = 71, — §T5 — S Toyo(t — 7 — T — VTt (6)
T1+3Tf
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the interference on framg conditioned on the transmitted bitwhere

being zero, is N\ Nu—1 N, -1
pais(k) = - Z N =1
10 (2) = abp(x) + B5(x —my) @® P 2 2\ Y
whereép(-) is Dirac delta function, and from (8), the proba- N1 2m—k
- - . . o N\ [ No(N,—1-10)\ (B
bility characteristic function of an interference on framés X m m— k = (14)
®r0(2) = a+ B2, wherez = e°. Since the elements m=0

of {¢!*)} are iid random variables, the probability character- Performance Analysis Under Gaussian Assumptitiwe

istic function due takth user’s interfering signal over one bitassume that the distribution of the interference at the output of
time duration conditioned on the transmitted bit being zero 8e correlator is Gaussian, the BER can be easily evaluated. In
equal toP(z) = (®r,0(2))Y* = (a + Bz"»)N:, whereN, this case, the BER can be written as

is the number of frames in each bit time interval. The condi-

tional probability characteristic functiafi(z) can be evaluated P,=qQ < U ) (15)
in much the same way &¥z) = (« + ﬂz‘mP)NS. Substituting

P(z) and@(z) into (5), we obtain wherer) = m, N, is the mean, and

T(:) = St Bm)N + S(a+ )N (9) o5 = my(Nu = NB(N,f + a) (16)

Then, the total probability characteristic function at the outpif the variance of the sum d¥,, pulse correlator outputs dis-
of the correlator receiver due to all users is tribution, assumingV,, active users and neglecting the AWGN

R(2) :(T(Z))N"_l term (see Appendix A).

_9l=N. [<a+ﬁzmp)ws + (a+ﬂz—m,,;)zvs]Nu*1 B. Unsynchronized Users

2

On

(10) In most applications, for instance in a mobile wireless uplink,
the system is considered to be asynchronous. This implies that,
Using the binomial expansion, we have (11) at the bottom @fe time delays;, for k& = 1,2,..., N, are mutually random
the page. By letting: = m — n in the above equation andand iid with 7, mod T} being uniformly distributed on the
subsequently taking the invergetransform of (11), the pdf of interval [0, 7%]. In such cases, the exact BER calculation is
the total interference due to all remaining users is computed @sually cumbersome and unwieldy. In this section, however,

N\ Nu—1 N, —1 we derive the BER of the above asynchronous system with
plz) = (O‘_> Z(g(x_ km,) Z (Nu - 1> some minor deviation from the exact analysis which will
2 Z —o ! result in an excellent approximation. To compute the pdf of

N.I ok the multiuser interference term at the receiver output, for the
% Z (Nsl) (NS(NU —1- l)> <ﬁ> . (12) BER calculation, it is first required to derive the pdf of the
m m—k a interference term due to an interfering usek # 1). To
this end, it is necessary to calculate the interference of the
These cases occur when— m — k is not in the summation “S€" at the pulse correlator outpgt. Since the frar_ne duration
range ona in (11) T |s_mut_:h greater than the receiver’'s template signéd)f
' duration, i.e. I, + 6, we assume that only one pulse from each

W|thqut IQSS of generality, we assume ‘h"?‘t the desired U3 erfering user in each frame is contributed to the interference
transmits bit 0. As we have mentioned previously, the desirgg, ot the output of the desired user's receiver, i.e., user 1. If

user’s signal effect on each pulse correlator outputjsSince g interfering pulse has a delaywith respect to the desired

there areN; frames during a bit time interval, the output of ;e r's receiver template signelt), the interference made by

the correlator is equal tay, NV, plus the interference and noisethiS pulse can be written a& — Tw+6 o(B)wyee(t — )dt.
terms. From (4), the bit error probabilif, is equal to the prob- »qcqrding to the earlier assumptions,is a random variable
ability that the correlator output is less than zero. By neglecting, 4 uniform distribution on an interval with duratiofi;
the AWGN term, a lower bound on the probability of erfris containing [-7.,,, T, + 6]. Based on the definition of the pdf
obtained, and it is equal to the probability that the interfereng@((x) = limag—o (Pr(z < X < 2 + Az))/(Az), we have

m=0

In the above expressiqfi) is equal to zero fog < r orr < 0.

is less than-m,, N,. Thus computed the pdf of the variabl€ numerically for a received
—m,N, 1 —N.-1 waveform shape as depicted as in Fig. 1, and it is plotted in
Py :/ p(z)dr == pais(—Ns)+ Z pais(k)  Fig. 2. Asit can be seen, there is an strong impulse at the origin,
—oo 2 7 which means that the probability of the interf bei
k=—N,(N,—1) probability of the interference being zero

(13) is very high and the absolute value of the interference due to

<Nsl> <NS(NU -1- l))aNS(N,,,—1)—m—nﬂm+nzmp(m—n). (11)

n
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Fig- 1. Received pulse. Fig. 3. Cumulative density function of interference in one frame

corresponding to one interfering user.

oo Sl in 4| The pdf of the total interference due to all users in the system is
1 V@) = fx(@)efx (@) fx(@) (@A7)
0.07} N.(N,-1) times
o 006) whereN,, is the number of active users. Due to the complicated
005 shape offx (x) (Fig. 1), the exact calculation of the expression
Q’l is cumbersome and unwieldy. To circumvent this difficulty, we
g oo m use the following relatively good approximation:
0.03 ~
fx (x) = abp () + B (u(x + mp) — ulx —my))  (18)
0.02
wherew(-) is the unit step function. The parameterandg are
oo selected such that the variance and the mean of the interference
do not change. We denote by to be the variance of the

-1 -08 -06 -04 -02 0 02 04 0.6 (;.8 1 . . . .
/m interference contributed by only one interfering pulse on a

p frame, and it is easily computed as shown in (19) at the bottom
2 _ [too 25 —
Fig. 2. PDF of interference corresponding to one interfering user. O,fmthe pgge. On the O:t,)her hamﬂ" . 1*00 $2 fx (:;) dv =
JZp Brtde = 2pm;/3, thus, 3 = 30;/(2m,). Fur-
p
. . . +oo 2 )
each interfering user at each pulse correlator output is at mégrmore,  [* fx (z)dz = a +20m, = 1;  therefore,
My, a=1-— 302/m12,.

The overall interference due to an interfering user at the corre-For all practical purposes, the proposed approximation has a
lator output is the sum of its interference at each pulse correlatégh precision, especially if we plot the exact and approximated
output at each frame [see, (4)]. We assume that the interferened®s of interference in a frame and compare it with the cdf re-
due to each pulse occurring at different frames are independenited by the Gaussian assumption. In Fig. 3, the interference cdf
Then, the pdf of the overall interference from each interferingy (=) and its approximatiod'y () and the cdf of a Gaussian

user at the receiver output is function with the same variance is plotted for= 1. It can
N be observed that the proposed approximation leads to a suitable
Fx*(@) = fx(@) * fx(@) - fx(2). result and estimates considerably better than the Gaussian as-
N, ﬁrmes sumption the effect of an interfering signal. This is because the

T, +6 2
/ V(t)Wree(t — 7)dt| dr
0

- L
¢ an interval containinig-7.,, 7., +s) 1

oo oo 2
:Tf_1 /Jr [/Jr V() Wree(t — 'r)dt} dr. (29)

— 00 — 00
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probability of interference signal being zero is very high, andheres? is defined as in (19). The computation complexity of
it is well captured in our proposed model where it is not we(R4) is much higher than (25) which is based on Gaussian distri-
captured or considered in the Gaussian model. Furthermore, lagtion assumption. However, in a practical system the product
cording to Fig. 1, excluding a few points, the interference pdf j8m,, is in the order of 102 or less, and as a result, the external
near a special value in the intervatfn,, m,] and is zero out- summation in (22) can be truncated up to moderate value of
side this interval which are both considered in our model but notMoreover, (23) can be used for further computational com-

in a Gaussian model. . plexity reduction.
In Appendix B, thenth-order convolution of x () has been
derived. The result is as follows : IV. PERFORMANCEEVALUATION (CODED SCHEME)

i—1

in _ . ny n—igi_ "'p Since for a convolutional code only the upper and lower
fx(@) = a"dp(z) + ;(i Ja" ™' (i—1)! bounds on the BER using ML decoder are available, then for
i B ie1 a convolutionally encoded TH-CDMA system, only the upper
% Z(_l)j(;‘,) (iﬂ _ 2j> ” (i +i—2j> . (20) and lower bounds on the BER can be computed. To this end, the
=0 mp mp path generating function of the code is required. This function

Furthermore, using a similar method as described in [9], we m]:';(l)yr a superorthogonal code is computed as [8]

use a Gaussian approximation for the internal summation of the BWE+2(1 — W)
above equation for large valuesipWith much less computation Tso(v,B) = 1— W[+ 31+ WE=3 _2WK-2)] (26)
complexity, as follows:

i i-1 ) in which W = 42“ 7", and K is the constraint length of the
Z (—1)j(j-) (i +1i— 2j> u (i +1i— 2j> code. Expanding the above expression, we get a polynomial in
j=0 Mp Mp ~ andg. The coefficient and the powers gfand/ in each term

(1) of the polynomial indicate the number of paths and output—input
~ 20(i — 1)!mp' (1) path weights, respectively. Free distance of this code is obtained
8i from the first term of the expansion dg = 2" 3(K + 2) =
whereg(z) = (2) %% exp(—a2/2) ands; = m,,(i/3)°. N(logs Ng + 4)/2. If we consider the uncoded system pre-

A

By integrating/™ () in (20), we compute the probability cu-Sented in [1] as a coded scheme with a repetition code, its free
mulative density function (cdf) of the total interference as  distance will belV;. Comparing the free distances of these two
n ; schemes, itis clear that our proposed coded scheme outperforms
fno _ on ny n—igi 1Y he scheme in [1] significantly.
Fy(z) = a"u(z) + Mo gL t . .
x(@) (@) ;( ) f ! An upper bound on the probability of error per bit for a mem-
oryless channel is obtained using union bound as follows:

X Z(—1)j(?.) <i+i—2j)zu<i +i—2j> (22)
]z::o 7 \my mp

< Ts0(W.f) WE+2 ( 1-w )2

b< T = 4

- . d, 1—-2W)2 \1 - WEK-2
where from (17)p = N, (N, — 1). Similarly, the internal sum- A p=1 ) @7)
mation of this equation can be approximated for large vaIues\%ereW — 727 The parametef is calculated from the

tas Bhattacharyya bound as

> =) (mip“”"')i”(mip“”j) 7= ;OO Voo )y (28)

K2

~ Qii!G< ) (23)  where po(y) and pi(y) are the pdfs of the pulse correlator

. output conditioned on the input symbol being zero and one,
whereG(z) = [7_ g(¢)d¢. Then, by neglecting the thermalrespectively.

noise term, the probabili_ty of bit error is equal to 'the probability A jower bound on the probability of error per bit is obtained
that the receiver output is less than zero, conditioned on the @g-considering only the first term of the path generating function
sired user input bit being zero. Since the contribution of the dg6). The result is as follows:

sired user signal at the correlator outputrig V,, the BER is

equal to Py > Py, (29)

P, = F‘QTS(N"*” (—mpNy). (24) whereP;, is the probability of pair wise error in favor of an
incorrect path that differs id; symbols from the correct path

In [1], the BER of the asynchronous case is derived based Qib.\ the ynmerged span in the trellis diagram. Without any loss

a Gaussian distribution assumpt_|on for the total |nterferenceoqtgenera"ty, we assume that the input is all zero sequence, so
the correlator output. The result is as follows:

Py, is the probability that the summation @f pulse correlator

Nom m: N 1/2 outputs is less than zero, when the corresponding input symbols
P,=0Q ( ° 2”) =qQ (—;’ = ) (25) are zero. (We assume that the interferences in these different
Vo 0g Nu—1 frames are independent.)
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In a binary symmetric Gaussian channels this lower boundAn improved upper bound for the probability of error per bit
states that can be used, when the interference is assumed Gaussian. In bi-
) 1/2 nary symmetric Gaussian channels, the valug s defined
P> 4 30) N (28)is easily computed a8 = exp (—1?/(207)), wheren
b > Q 5y - (30) 5 ;
o ando“ are the mean and variance of the pulse correlator output
. conditioned on the input symbol being zero.
In the following, we compute the upper and lower bounds on Using the inequalityQ(vz7 + y) < Q(z)e ¥/? and some
the BER for both synchronous and asynchronous case.  modifications, the improved upper bound for the binary sym-

, metric Gaussian channels is obtained as [8]
A. Synchronized Users

2 2 1/2
At first, we must determingy(y) andpi(y). If we setN;  p, <oxp ("—df> Q <77_df>
equal to one in (10), we obtain the probability characteristic 202 o?

function of the pulse correlator output interference as WE+2 < 1—W >2
>< o«
Rl(z):21_N“ [(Oz—{—ﬂzm]’)l—|—(Oz—|—ﬂz_m")1]]\u_l. (1—2W)2 1-WEK-2
(31) of (7, 12 1-W e
Similarly, if we set/N; equal to one in (12), the pdf of the inter- =Q g2t (1—2W)(1-WK-2)) - (36)

ference at the pulse correlator output will be determined as
To use the upper bound (36), we only need to calculate the mean

) a\Nu—1 N, -1 and variance of the pulse correlator output. The mean of the
p () = (5) Z‘SD(‘” = kmy) Z l output distribution conditioned on the input bit being zero is
z k ok m,. The variance is obtained by substituting by 1 in (16),
1 m— ; 2 _ ., 2 _ ) _
o Z (751) (Nu 1 l> </_3) (@2 €on= m2(Ny —1)B(8+ a) = m2(N, — 1)8. Thus, under
«
m=0

=0

n Gaussian assumption, we have

Since the effect of the desired user's signal at the pulse correlafer_ ((Ns(logz N, +4) ) UZ)
output, conditioned on the input bit being zero and onexjs 2(N, — 1)
and —m,,, respectively, we simply have,(y) = p(y — m,) LW 2
andp; (y) = p'(y+m,). Substitutingro () andp; (y) into (28) X < 5 ) (37)
and using (27), we obtain an upper bound on the BER. (1 —2w)(1 - Wr=2)

To determine the lower bound on the BER, the probabilitwhereWW = exp (N,/(4(N, — 1)3)).
Py, , as defined in (29), must be first computed. The probability Similarly, using (29), the lower bound on the BER for a binary

characteristic function of the interference @pframes,d; = symmetric Gaussian channel is computed as
N;(logy N + 4)/2 is simply as follows:
)2 msol(Ta) ) =qf(Nellog N+ )"
Rcoded(2) = (RM(z)) 77 b= o2t 2(N, — 1)3 '
—9(=N)N:(logs Net4)/2 [ 4 =) 38)

(0 + Gz )| Ve DN (o Nt /2 (33) - B nsynchronized Users

where k(%) is defined as in (31). Then, it can be shown that AS in the previous section to obtain upper and lower bounds

the pdf of the interference is on the BER, we must first determing(y) andp:(y). Since,
the interference of different users on a frame is independent, the
p(z) = (g)(N“_l)NS(IOgQ Net4)/2 Z §(x — km,) pdf of the total interference on a frame caused byN\gJl— 1
2 - v ir)terfering users i#)]g"_l(x). By using the approximated pdf

fx(z), as proposed in (18), the interference pdf on a frame is
» 3 f3*~!(x), which can be calculated from (20) by setting=
= N, — 1. Then, it can be shown that(y) = /3" "' (y — m,)
e (N.—1)N. (log, N.+4) B\ 2k andp: (y) = fy "~ (y + my). By substitutingp(y) andp; (y)
X Z 2 -1 .

(Ny—1)N;(logy No+4)/2

2

( (N, —1)N,(log, Ns+4)
)

in (27) and (28), we obtain the upper bound on the probability
of error per bit.
(34) The lower bound on the probability of error per bitis obtained
) _ . by considering only the first term of the path generating func-
Since the summation of the signal effect at the output ﬂgn expansion of the code. Similar to previous section, it can be
N (logy N +4)/2 pulse correlators (conditioned on the inpuky g that the lower bound on the BER is equal to the proba-
symbol being 0) is equal te, N, (log, Ny + 4)/2, @ lower yjiry that the interference be less tham, N, (logy N, +4)/2.
bound onF’; is obtained Thus, the lower bound on the BER is

—mpNs(log, No+4)/2 R logs N, 4
Py > Py, = / p(z)dz. (35) P, > F% (—mﬂ\@%) (39)

m—k a

— 00
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Fig. 4. (a) Probability of bit error as a function of number of users for synchronous uncoded and coded (upper bound) schemes in exact and Gaatssian cases

R, = 5 Mb/s (N, = 2). (b) Probability of bit error as a function of number of users for synchronous uncoded and coded (upper bound) schemes in exact and
Gaussian cases &, = 1.25 Mb/s (Vs = 8). (c) Probability of bit error as a function of number of users for synchronous uncoded and coded (upper bound)
schemes in exact and Gaussian caséds,at 312.5 kb/s (N, = 32). (d) Probability of bit error as a function of number of users for synchronous uncoded and
coded (upper bound) schemes in exact and Gaussian caBes=at78.1 kb/s (N, = 128).

wheren = (N, — 1)N,(log, N, + 4)/2, and F'¢(z) is the and the lower bound is easily computed as (30)
probability cumulative distribution function which is computed
in (22).

If we assume Gaussian distribution for the interference, we
can use the improved upper bound of (36). In this bound the
parameter; is n, and the parameter?, assumingV,, users,
is equal too? = (N, — 1)o? , whereo? is defined as in (19).
We denote byl to be the free distance of the code and is equal
to N,(logy N, +4)/2 , W = ZN+/2, K = log, N, + 2, and
Z = exp(—(m?2)/(20%(N, — 1))). Then, we obtain

2 N, (log, N.+4) \ /2

P, >Q p__ 2

Ty 41
o2 N,-1 (41)

V. NUMERICAL RESULTS

In this section, we present some numerical results. Following
the same examples as in [1], the received pulse is modeled as
Wree(t + T /2) = [1 — 47 (t/7m)?] exp(=27(t/Tm)?), Where
™ = 0.2877 ns (the received pulse waveform is plotted in
Fig. 2). We also set and7’ to 0.156 and 100 ns, respectively.
With these selections, the parametef /o2 will be approxi-
mately equal to 504.

Fig. 4(a)—(d) present the plots of BER versus the number of
users for uncoded and coded schemes in synchronous cases,

N, (log, N, +4) \ /2
2

2

b\ w1
1-W ?

(amiowes) @
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16 : based on both exact and Gaussian assumption analysis, at input
Uncoded %/ rates of 5 Mb/s, 1.25 Mb/s, 312.5 kb/s, and 78.1 kb/s, respec-
%":d[ gy tively. Fig. 5(a)—(c) present the similar plots in asynchronous
A Gaussian / cases, at input rates of 5, 2.5, and 1.25 Mb/s.
As it can be realized from these figures, at high data transmis-
/ sion rate, the Gaussian assumption overestimates the number
/ of users that can be supported by the system. However, as the
/ transmission rate decreases the Gaussian assumption performs
/ relatively well. We can justify these results as follows. By de-
/ creasing the transmission rate, the number of frames (or pulses)
6 per bit increases, and the conditions for applying the central
/ / limit theorem to the distribution of the total interference at the
receiver output holds more accurately.
7 From Figs. 4(a)—(d) and 5(a)—(c), it can be observed that the
W i coded scheme performs significantly better than the uncoded
Number of Users, N, scheme. For example [from Fig. 5(a)], at rate 5 Mb/s, for 30
users, the bit error probability for uncoded scheme is about
@ 10~ %, but for the coded scheme, it is about £0As expected,

el &

a3
-
T~

Probability of Bit Error, P,

10 o - oF the performance of coded system improves by increa8ing
g / / but even forN, = 2 (rate 5 Mb/s), the number of users sup-

Qs 8 et / / ported by our proposed coded scheme increases by a factor of
JESE D i " / / 2.5-15 in BERs of 10° to 10~® compared with the uncoded
2 : { scheme. By comparing (15) and (38) and (25) and (41), and
b ‘ noting that the lower and upper bounds of the bit error prob-
o /”/ / ability of coded systems are relatively close to each other, it is
5" / evident that the superorthogonal codes can increase the number
z / of users by a factor of4 + log, IVs)/2 at a given moderate to
3 ] low BER.
g /
2
o : ; VI. CONCLUSION

Lt : In this paper, we first proposed to use relatively low-com-

plexity superorthogonal convolutional codes in time-hopping
CDMA systems (specifically in the UWB radio system). The
(b) receiver for our proposed scheme employs only one pulse cor-
relator and a superorthogonal decoder. The processing com-
/@’ /A plexity of this decoder is proportional teg, N,, and the re-
quired memory is proportional tiy,, whereN, is the number
of pulses transmitted by TH-spread-spectrum system for each
16’ ¢ input bit.
We have, then, provided a more precise performance anal-
/ ysis of the system for both uncoded and coded schemes. Our
performance analysis first indicates that at high bit rate, the
Gaussian distribution assumption for the total interference at a
single user receiver output, as obtained in [1]-[3], overestimates
/ the number of users supported by the system. It then shows that
10 our proposed coded scheme significantly outperforms an un-
/ coded scheme and increases the number of supported users at

A Gaussian

Probability of Bit Error, P,

a given BER by a factor equal {d + log, N;)/2, without any
increase in the required bandwidth expansion factor.

<10

2 3
10 10

Number of Users, N,
APPENDIX A

C
© COMPUTATION OF THE INTERFERENCEV ARIANCE

Fig. 5. (a) Probability of bit error as a function of number of users for IN A SYNCHRONOUSSYSTEM
asynchronous uncoded and coded (upper bound) schemes in exact and

Gaussian cases @. = 5 Mb/s (N, = 2). (b) Probability of bit error as  Sybstitutingz by e® in the interference probability character-

a function of number of users for asynchronous uncoded and coded (up . . .
bound) schemes in exact and Gaussian casés at 2.5 Mb/s (N, = 4). &eﬁc function of each mterferlng user (9)' we get

(c) Probability of bit error as a function of number of users for asynchronous
uncoded and coded (upper bound) schemes in exact and Gaussian case%ﬁg) _ T(es)

1 smp\ N, 1 —sm
R. = 1.25 Mbls (N, = 8). = 5(atfe P)\S+§(a+/3€ PN (AD)
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Then, the variance will be Proof
We start withhL(z). We have
2=B{X?) - B*{X} = ’e(s)|  (de(s) 2 s(o)
o= = e |, U |, hy(a) =hs(z) = ua +1) = u(x = 1)
oINS ) (A-2) O'Z Dw+1—20) (z +1 - 2i).

With an N,, independent active users, the variance of the total (B.3)
interference is
Thus,hk(z) satisfies the formula. Assuming the formula is cor-
o2 = (N, —1)o* = m3(N, — 1)N,A(N,8 + @). (A3) rectfor valuen, we must show that it is also correct for value
n + 1. We have the equation at the bottom of the page.
Sinceh(z) = hs(z/m,), thenth-order convolution oh(x),

APPENDIX B i.e., h"(x), is related toh%(x) by h"(z) = m2~the(z/m,).
CALCULATION OF THE n:I'H-ORDER CONVOLUTION Thus
OF n—1
(o) W) = ot
We can rewrite (n—1)!
n n—1
Fx(x) = abp(x) + Blulz + my) — u(z —m,)] ZO (=DF) (m—p +n- 22) u <m—p +n - 2z>- (B.4)
as Now, we computef: () usingh” (z). It can easily be shown
that

A xr
fx(x) =adp(z)+ Bh(z) = ad x—I—Bhs(—) (B.1) .
x () p(z) () (z) m, f2(z) = a™6p(x) + Z Q" B (). (B.5)
wherehs(z) = h(zmp) = u(z + 1) — u(z — 1).
First, we compute theth-order convolution ofs(z), i.e.,
h%(z). By using mathematical induction, we show that

Substitutingh™ (z) from (B.4) in the above expression, we get

i—l

- 1!

(@) = a"op(x) +Z S

h(x)= o 2 (=D () (z4+n —20)" " u(z+n—2i). y i(—l)ﬂ(;) <

1—1
Lo 2j> u <i+z‘—2j> . (B.6)
(B.2) =0 m m

P P

hatt(z) =hs * ha(z)

+oo n
:/ [u(a+ 1) —u(a — 1)] 'Z "Nz —a+n—2i)"" u(z —a+n— 2)da

- i=0

1 L Y Y (2 — — 20" Yu(z —a+n—2i)da
:/_lmizo(—l) (1)(1} a+mn 2) ( + 2)d

:% ()™M [z —14n—2)"u(z —14+n—2) — (x+14+n—2))"u(z+1+n— 2i)
T i=0
:% (1) )+ ()] (@ +n+1—20)"u(z+n+1— 2i)

e R R
n'z Y@ +n 41— 20)"u(z+n+1— 26)

+ %(—1)““(211)@ = (e == 1) + (DG + 0+ (e 4+ 1)
n+1

n+1 - |Z n+1 x—i—(n—i-l)—275)(”+1)_1u(x+(n+1)_27;)_
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