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To the Instructor
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Every year it was a gamble, and every year [ lost: [ had taught cognitive psychology a
number of times during my years of teaching at Yale, and I had never used the same
textbook twice. For whatever reason, my students were never taken with any of the
books and neither was I. The book was too hard or too easy, too narrow or too broad,
too dated or too trendy. They were decent books, just not the right books. Finally, I
decided to stack the deck and write the book myself. In this preface, I describe my
goals for both the fifth edition and for the original text in particular.

What’s New in Cognitive Psychology, Fifth Edition

In Cognitive Psychology, fifth edition, you will find many changes. The biggest change
reflects the explosion of knowledge in the field. There are more than 500 new refer-
ences, greatly updating the coverage provided by the book. A second change, by
popular demand, is that material on neurons and neurotransmitters that had been
eliminated in the fourth edition is back and updated in the fifth edition. A third major
change, also by popular demand, is that the order of Chapters 3 and 4 has been re-
versed, with attention now following perception. A fourth major change is that consid-
erable cognitive-neuroscience material has been added to chapters throughout the
book, including whole sections that have not appeared before. A fifth change is that
additional practical examples relevant to students’ everyday lives have been added to
the book. A sixth general change is that “In the Lab” boxes have been updated, with
many of the boxes being entirely new. And a seventh general change is that every
sentence has been reviewed to ensure its complete readability.
There are also many specific changes:

Chapter 1

1. The usefulness of cognitive psychology is shown right from the start with
the example of the availability heuristic applied to the 2008 presidential
election.

2. The point is made that either/or thinking can be detrimental to science.
For example, intelligence is not either heritable or environmental, but
rather both.

3. A discussion of the importance of applied cognitive psychology is
stressed in this chapter, giving aviation as an example.

XV



Xvi

To the Instructor

4. I have added a discussion of the modularity of mind concept.

. The discussion of statistical inference has been upgraded and clarified.
. The discussion of experimental design and correlation has also been up-

graded and clarified.

. The subtraction method, now used in many studies in cognitive neurosci-

ence, is explained.

. Discussions of Genie and Phineas Gage have been added to explore the

effects of trauma.

. More material on the validity of self-reports has been added.
10.

The discussion of artificial intelligence has been enhanced.

Chapter 2

1.

The material on neurons and neural transmitters and their functioning,
taken out of the last edition, is back by popular demand.

. There is an enhanced and updated discussion of event-related potentials

(ERP) methods.

. There is now an improved discussion of functional magnetic resonance

imaging (fMRI).

. Material on positron emission tomography (PET) has been enhanced.
. Pharmacological magnetic resonance imaging (phMRI) is now discussed.

Diffusion tensor imaging (DTI) is now discussed.

. Magnetoencephalography (MEG) is now discussed.
. More material on the amygdala has been added.

. There is a discussion of autism and its brain bases.
. Material on the hypothalamus has been enhanced.

. Material on the lobes of the brain has been added.

. Material on Brodmann areas has been added.

Chapter 3

l.

SRS [N

There is now a discussion of the ways in which humans are superior to
robots.

Substantial material has been added on vision.

Material on depth perception has been added.

Landmark-centered representation is now discussed.

Material on the structuralist approach was deleted at reviewers’ request.

The neural bases of face recognition are discussed. In general, substantial
information on face recognition has been added.

There is a new discussion on perception in autism.



8. The expert-individuation hypothesis is now presented.

9. The material contrasting bottom-up and top-down processing has been
modified substantially and pared down at reviewers’ request.

10. The lengthy discussion of Hubel and Wiesel’s early findings has been
pared down greatly because they are now out of date, and the discussion
has been updated with recent findings.

11. Ataxias are now discussed.
12. Agnosias are mentioned.
13. Different forms of prosopagnosia are discussed.

14. The discussion of anomalies in color perception has been upgraded and
updated.

15. Achromatopsia is now discussed.

Chapter 4

. A discussion of visual priming has been added.

. Material on the tip-of-the-tongue phenomenon has been added.

. The potential effect of a stroke on the visual cortex is discussed.
. Material on dyslexia has been added.

Tinnitus is now discussed in relation to auditory habituation.

S AW -

. Coverage of signal-detection theory (SDT) has been broadened to note
that it can be applied in a variety of cognitive contexts.

7. The brain bases of vigilance are now discussed.

8. The discussion of movement-filter theory was deleted at reviewers’
request.

9. Cherry’s cocktail party phenomenon is related to working memory.
10. There is an enhanced discussion of the Stroop effect.
11. Talking on cell phones is discussed in terms of attentional theory.
12. Cultural differences in attentional processes are discussed.

13. Neural bases of attention deficit hyperactivity disorder (ADHD) are dis-
cussed in some detail.

Chapter 5

1. There is a new discussion of savings.

2. There is new material on the effects of informing students in advance of
how their memory will be tested.

3. Implicit memory and explicit memory are compared across the life
span.

4. There is new material on the role of the cerebellum in procedural
memory.

To the Instructor
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xVviii To the Instructor

5. There is new material on American Sign Language (ASL).

6. More practical material has been added, such as remembering street

1l

1358
14.

names from your childhood.

. There is expanded discussion of the self-reference effect.

There i1s new material on subvocal rehearsal.

. There is an added discussion of the episodic buffer.
10.

There is further material on resource allocation in working-memory
tasks.

There is further discussion of whether episodic memory and semantic
memory comprise distinct stores of information.

. There is further discussion of the role of relating new information to old

information to facilitate learning of material.
There is inclusion of updated material on H. M.

There is further information on amnesia and its relation to procedural
knowledge.

Chapter 6

I

Additional information is included on the relationship between stress and
memory.

2. New material has been added on sleep and memory.

3. There is further discussion of the role of the hippocampus in attempts at

1S
16.

learning during sleep.

. There is a new discussion of reconsolidation.
. There is new discussion of the relation between age and prospective

memory.

. There is an added discussion of probability models for separating storage

from retrieval.

. Proactive interference in alcoholic and nonalcoholic individuals is dis-

cussed, particularly in relation to Brodmann area 45.

. There is a new discussion of the relation of self-esteem to autobiograph-

ical memory.

. There is new material on the role of stress in eyewitness identification.
10.
11.
1125
13.
14.

There is new material on memory development.

There is new material on how suggestion can influence memory.
There is new material on the Roediger-McDermott-Deese paradigm.
Spreading activation is now explained more clearly.

There is new material on flashbulb memory and emotional involvement,
as well as on the potential for distortion of flashbulb memories.

Rehearsal is discussed in relation to ADHD.
There is new discussion of neuropsychological effects of aging on memory.



Chapter 7

1.

There is a new discussion of mental imagery among children with Down
syndrome.

. There is further discussion of how analogue and propositional representa-

tions can coexist.

. There is new material on how viewing an image or imagining it activates

the same brain areas.

4. There is a new discussion of mental imagery in patients with schizophrenia.

. The role of the motor cortex in mental rotation is discussed.

6. There is new material on sex differences in spatial imagery and the brain

bases of the differences.

There is new material on how training can decrease sex differences in
spatial visualization tasks.

8. There is an entirely new section on representational neglect.

9. There is new material on haptic imagery and its relation to visual imagery.

10.
11.

There is new material on mental models.
There is new material on neuropsychological bases of mental maps.

Chapter 8

L.

There is new information on speed of assigning information to natural
versus artifact categories.

2. There is further discussion of exemplar theories of categorization.

. There is new information on semantic networks.

4. There is new information on cognitive impairments (e.g., semantic de-

mentia) and how they affect categorization.

There is new information on cognitive impairment (e.g., schizophrenia)
and scripts.

. There is further information on spreading activation in mental repre-

sentation.

. Practical examples of proceduralization, such as air traffic control and

learning phone numbers, are discussed.

. Dyslexia is discussed in the context of parallel distributed processing

(PDP) models.

. Use of fMRI methods to study face recognition is discussed.

Chapter 9

1.
2.

A discussion of how language evolves over time has been added.
There is a new discussion of language extinction.

To the Instructor
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10.
11.
1223
13.
14.

. There is a new presentation of material on coarticulation.
. There is a discussion of the use of phonological information by people

with and without reading disabilities.

. There is further discussion of the McGurk effect.

. There is new discussion of denotation and connotation.

. There is further discussion of syntactical priming.

. There is new material on infants and how they respond to emotional in-

formation contained in communication.

. There is a new presentation of material on cooing in children with cere-

bral palsy.

There is new material on babbling and ASL.

There is further material on innate language abilities.

There is new material on the role of imitation in language learning,
There is new information on child-directed speech.

New material appears on Koko the gorilla.

Chapter 10

1. There is more material on the sentence-superiority effect.

. There is a discussion, in the context of linguistic relativity, of how famil-

iarity with computers may breed more words for computer-associated
concepts.

. There is an enhanced discussion of how language choice affects other

aspects of information processing.

4. There is now a discussion of how teachers may discourage bilingualism.

. There is an added discussion of bilingualism and age of acquisition of

second language.

6. There is a discussion of aphasia and how it affects bilingualism.

11.
12.
13.
. There is new material on neuropsychological analysis of language with

. There is a discussion of how judgments of dialects can lead to biases in

evaluating people.

. There is a new discussion of personal space—both across cultures and in

virtual-reality environments.

. There is more material on indirect requests.
10.

There is a discussion of language and autism, which includes the theory
of executive dysfunction.

Gender differences in use of written language is discussed.
The relation of vocabulary size to other cognitive skills is discussed.
The role of Broca’s area in sign production is discussed.

fMRI and ERP.



To the Instructor

Chapter 11

1

12.

1

. The relation of emotional intelligence to problem solving is discussed.

. A better explanation is provided of types of errors in the hobbits and orcs
problem.

. Neuropsychological bases of insight are discussed.
. The role of sleep in helping to produce insightful solutions is noted.

. New material is presented on the relatively young age at which analogical
thinking can be observed.

6. The effects of brain injury on problem solving are discussed in some detail.

0.

1

3

. As a real-world example, expert-novice differences are discussed in the

context of tasting beers.

It is noted that expert mathematicians use visual imagery in problem
solving even for problems that do not require it.

Further discussion has been added of the effects of verbal protocols on
problem solving.

Preparation in problem solving is discussed in the context of ASL
production.

. There is new discussion of how knowledge helps creativity.
There is further discussion of the role of rewards in creative behavior.
. A section has been added on the neuroscience of creativity.

Chapter 12

—_—

— O 0 XN YA W —

. A new section on naturalistic decision making has been added.
. A new section on group decision making has been added.

. A new section on groupthink has been added.

. A new section on antidotes for groupthink has been added.
. An expanded discussion of the inclusion fallacy has been added.

A further discussion of fast and frugal heuristics has been added.
A section on the neuroscience of decision making has been added.
Evidence on the trainability of mental models has been added.

A further discussion of confirmation bias is included.

. The use of analogy in politics is discussed.

A section on the neuroscience of reasoning has been added.

Chapter 13

1
2

. New material on emotional intelligence has been added.

. New material on cultural intelligence has been added.

XXi



xXXii To the Instructor

3. The use of the Wechsler scale in neuropsychological assessment is
discussed.

4. More material on the relationship of working memory to intelligence is
included.

S. Crystallized intelligence is related to the brain and to brain damage.

6. More material on the relationship of intelligence to brain function has
been included.

7. More material on cultural differences in thought processes is included.

8. New empirical material on using broad theories of intelligence to predict
college success is included.

9. More material updating findings on the Abecedarian Project is included.

10. New material about the importance of students’ beliefs on the malleabil-
ity of intelligence is included.

11. New material on intelligent systems is included.

12. New material on modern applications of artificial intelligence is
included.

The Original Goals of This Book

When | first undertook to write this textbook, I knew what | wanted in a textbook, and
I knew what my students wanted; or at least I thought I did. We wanted a book that
would achieve a number of objectives.

1. Combine readability with integrity. 1 have chosen books that were so
chewy that only the strongest stomachs could digest their contents, and 1
have chosen ones that melted like cotton candy, with substance to match.
I have tried to write a book that would give students something to chew
on, but one that they could easily digest.

2. Balance a clear presentation of the big questions of cognitive psychology
with a respect for the important details of the field. Perhaps in no course
more than in cognitive psychology are both the forest and the trees im-
portant. The best and most lasting work in the field is driven by enduring
and fundamental questions. However, that work also respects the details
of methods and data analysis needed to produce meaningful results. In
order to achieve the balance, I have opened each chapter with a preview
of the big questions dealt with in that chapter and ended each chapter
with a summary of what we have learned in the field that addresses each
question. Within the chapters, the writing has been guided by the big
questions, while conveying to students the kinds of details to which cog-
nitive psychologists need to attend in both their theory and research.

3. Balance the learning of subject matter with thinking about the subject
matter. An expert cognitive psychologist knows the discipline but can
also use the knowledge. Knowledge without thought is useless, but
thought without knowledge is empty. I have tried to balance a respect for



subject matter with an equal respect for its use. Every chapter ends with
diverse questions that emphasize comprehension of the subject matter, as
well as analytical, creative, and practical thinking with that subject mat-
ter. Students using this book will not only learn the basic ideas and facts
of cognitive psychology, but also how to think with them.

. Recognize both the traditional and emerging trends in the field. This book
has all the traditional topics found in the chapters of the majority of text-
books, including the nature of cognitive psychology and how people
think about issues in cognitive psychology (Chapter 1), perception
(Chapter 3), attention and consciousness (Chapter 4), memory (Chapters
5 and 6), knowledge representation (Chapters 7 and 8), language (Chap-
ters 9 and 10), problem solving and creativity (Chapter 11), and decision
making and reasoning (Chapter 12).

[ have also included two chapters that are not typically included as
chapters in other books. The chapter on cognitive neuroscience (Chapter
2)is included because the dividing line between cognitive psychology and
psychobiology is becoming increasingly indistinct. A great deal of excit-
ing work today is at the interface between the two fields, and so, whereas
the cognitive psychologist of 20 years ago might have been able to get
away without an understanding of biological foundations, I believe that
today such a cognitive psychologist would be ill served.

Human and artificial intelligence (Chapter 13) are becoming increas-
ingly important to the field of cognitive psychology. Twenty years ago, the
field of human intelligence was dominated by psychometric (test-based)
approaches. The field of artificial intelligence was dominated by programs
that were functionally rather remote from human thought processes. To-
day both fields of intelligence are more heavily influenced by cognitive
models of how people process information. I include both human- and
computer-based models in the same chapter because I believe that their
goals are ultimately the same—namely, to understand human cognition.

Although the book ends with the chapter on intelligence, intelligence
also plays a major role in the beginning and the middle of the book be-
cause it is the organizing framework within which cognitive psychology
is presented. This framework is not in terms of a traditional psychometric
model of intelligence, but rather in terms of intelligence as the fundamen-
tal organizing framework for all of human cognition.

[ have tried not only to balance traditional and newer topics, but also
older and more recent citations. Some books seem to suggest that almost
nothing new has happened over the past decade, whereas others seem to
suggest that cognitive psychology was invented in that decade. The goal
of this book is to balance citation and description of classic studies with
equal attention to recent, exciting contributions to the field.

. Show the basic unity of cognitive psychology. On one hand, cognitive
psychologists disagree about the extent to which the mechanisms of cog-
nition are domain specific versus domain general. On the other hand, I
believe that almost all cognitive psychologists believe that there is a fun-
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damental functional unity to human cognition. This unity, I believe, is
expressed through the concept of human intelligence.

The concept of intelligence can be seen as providing a unifying um-
brella through which to understand the adaptive nature of human cogni-
tion. Through this single concept, society, as well as psychological sci-
ence, acknowledges that as diverse as cognition may be, it comes together
in providing us with a functionally unified way of making sense of and
adapting to the environment. Thus, the unity of human cognition, as ex-
pressed by the concept of intelligence, serves as an integrating message
for this book.

6. Balance various forms of learning and instruction. Students learn best
when they learn material in a variety of ways and from different vantage
points. To this end, | have sought to achieve a balance among a traditional
presentation of text, a variety of kinds of questions about the material
(factual, analytical, creative, practical), demonstrations of key ideas in
cognitive psychology, and annotated suggested readings that students can
consult if they wish for further information about a topic. A chapter out-
line at the beginning of each chapter also serves as an advance organizer
for what is to come. The opening questions and closing answers help
students appreciate the main questions in the field, as well as what prog-
ress we have made toward answering them. The text itself emphasizes
how contemporary ideas have evolved from past ones, and how these
ideas address the key questions cognitive psychologists have sought to
answer in their research.
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Why do we remember people whom we met years ago, but sometimes seem to forget
what we learned in a course shortly after we take the final exam (or worse, sometimes
right before)? How do we manage to carry on a conversation with one person at a
party and simultaneously eavesdrop on another more interesting conversation taking
place nearby? Why are people so often certain that they are correct in answering a
question when in fact they are not? These are just three of the many questions that are
addressed by the field of cognitive psychology.

Cognitive psychologists study how people perceive, learn, remember, and think.
Although cognitive psychology is a unified field, it draws on many other fields, most
notably neuroscience, computer science, linguistics, anthropology, and philosophy.
Thus, you will find some of the thinking of all these fields represented in this book.
Moreover, cognitive psychology interacts with other fields within psychology, such as
psychobiology, developmental psychology, social psychology, and clinical psychology.

For example, it is difficult to be a clinical psychologist today without a solid
knowledge of developments in cognitive psychology because so much of the thinking
in the clinical field draws on cognitive ideas, both in diagnosis and in therapy. Cogni-
tive psychology has also provided a means for psychologists to investigate experimen-
tally some of the exciting ideas that have emerged from clinical theory and practice,
such as notions of unconscious thought.

Cognitive psychology will be important to you not only in its own right, but also
in helping you in all of your work. For example, knowledge of cognitive psychology
can help you better understand how best to study for tests, how to read effectively, and
how to remember difficult-to-learn material. However, to acquire this knowledge, you
need to make use of the following pedagogical features of this book:

1. Chapter outlines, beginning each chapter, summarize the main topics
covered and thus give you an advance overview of what is to be covered
in that chapter.

2. Opening questions emphasize the main questions each chapter addresses.

3. Boldface terms, indexed at ends of chapters and defined in the glossary,
help you acquire the vocabulary of cognitive psychology.

4. End-of-chapter summaries return to the questions at the opening of each
chapter and show our current state of knowledge with regard to these
questions.

S. End-of-chapter questions help you ensure both that you have learned the
basic material and that you can think in a variety of ways (factual, ana-

lytical, creative, and practical) with this material.
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6. Annotated suggested readings refer you to other sources that you can
consult for further information on the topics covered in each chapter.

7. “Investigating Cognitive Psychology” demonstrations, appearing
throughout the chapters, help you see how cognitive psychology can be
used to demonstrate various psychological phenomena.

8. “Practical Applications of Cognitive Psychology” demonstrations show
how you and others can apply cognitive psychology to your everyday lives.

9. “Inthe Lab of . .. " boxes tell you what it really is like to do research in
cognitive psychology. Prominent researchers speak in their own words
about their research—what research problems excite them most and what
they are doing to address these problems.

10. Key Themes sections, near the end of each chapter, relate the content of
the chapters to the key themes expressed in Chapter 1. These sections will
help you see the continuity of the main ideas of cognitive psychology
across its various subfields.

11. Coglab, an exciting series of laboratory demonstrations in cognitive
psychology provided by the publisher of this textbook (Wadsworth), is
available for purchase with this text. You can actively participate in these
demonstrations and thereby learn firsthand what it is like to be involved
in cognitive-psychological research.

This book contains an overriding theme that unifies all the diverse topics found in
the various chapters: Human cognition has evolved over time as a means of adapting
to our environment, and we can call this ability to adapt to the environment intelli-
gence. Through intelligence, we cope in an integrated and adaptive way with the many
challenges with which the environment presents us.

Although cognitive psychologists disagree about many issues, there is one issue
about which almost all of them agree; namely, cognition enables us to successfully adapt
to the environments in which we find ourselves. Thus, we need a construct such as that
of human intelligence, if only to provide a shorthand way of expressing this fundamental
unity of adaptive skill. We can see this unity at all levels in the study of cognitive psy-
chology. For example, diverse measures of the psychophysiological functioning of the
human brain show correlations with scores on a variety of tests of intelligence. Selective
attention, the ability to tune in certain stimuli and tune out others, is also related to intel-
ligence, and it has even been proposed that an intelligent person is one who knows what
information to attend to and what information to ignore. Various language and problem-
solving skills are also related to intelligence, pretty much without regard to how it is
measured. In brief, then, human intelligence can be seen as an entity that unifies and
provides direction to the workings of the human cognitive system.

I hope you enjoy this book, and I hope you see why [ am enthusiastic about cogni-
tive psychology and proud to be a cognitive psychologist.



About the Author

ROBERT J. STERNBERG E"’
o
Robert J. Sternberg is Dean of the School = =
of Arts and Sciences, Professor of Psy- ||
chology, and Adjunct Professor of Educa-
tion at Tufts University. He is also Honor-
ary Professor of Psychology in the
Department of Psychology at the Univer-
sity of Heidelberg, Heidelberg, Germany.
Prior to accepting his positions at Tufts,
he was IBM Professor of Psychology and
Education in the Department of Psychol-
ogy, Professor of Management in the
School of Management, and Director of
the Center for the Psychology of Abilities, Competen-
cies, and Expertise at Yale. The Center, now relocated
to Tufts, is dedicated to the advancement of theory,
research, practice, and policy advancing the notion of
intelligence as developing expertise—as a construct
that is modifiable and capable, to some extent, of de-
velopment throughout the life span. The Center seeks
to have an impact on science, education, and society.
Sternberg was the 2003 President of the American
Psychological Association (APA) and is the 2006—
2007 President of the Eastern Psychological Associa-
tion. He is President-Elect of the International Asso-
ciation for Cognitive Education and Psychology. He
was on the Board of Directors of the APA (2002-2004)
and on the Board of Trustees of the APA Insurance
Trust (2004) and the American Psychological Founda-
tion (2005-2007). He is on the Board of Directors of
the Eastern Psychological Association (2005-2008)
and the American Association of Colleges and Univer-
sities (2007-2009). He is also Chair of the Publica-
tions Committee of the American Educational Re-
search Association (AERA). Sternberg has been
President of the Divisions of General Psychology,
Educational Psychology, Psychology and the Arts, and
Theoretical and Philosophical Psychology of the APA.

Sternberg has been Acting Chair and
Director of Graduate Studies in the De-
partment of Psychology at Yale.

Sternberg received a Ph.D. from
Stanford University in 1975 and a B.A.
summa cum laude, Phi Beta Kappa,
with honors with exceptional distinc-
tion in psychology, from Yale University
in 1972. He also holds honorary doctor-
ates from Complutense University of
Madrid, Spain; University of Leuven,
Belgium; University of Cyprus; Univer-
sity of Paris V, France; Constantine the
Philosopher University, Slovakia; University of Dur-
ham, England; St. Petersburg State University in
Russia; University of Tilburg in Holland; and Ri-
cardo Palma University in Peru.

Sternberg is the author of about 1200 journal ar-
ticles, book chapters, and books and has received over
$20 million in government and other grants and con-
tracts for his research. The central focus of his research
is intelligence, creativity, and wisdom, and he also has
studied love and close relationships, as well as hate.
This research has been conducted on five different
continents.

Sternberg is also a Fellow of the American Acad-
emy of Arts and Sciences, the American Association
for the Advancement of Science, the APA (in 15 divi-
sions), the American Psychological Society (APS),
the Connecticut Psychological Association, the Royal
Norwegian Society of Sciences and Letters, the Inter-
national Association for Empirical Aesthetics, the
Laureate Chapter of Kappa Delta Pi, and the Society
of Experimental Psychologists. He has won many
awards from APA, AERA, APS, and other organiza-
tions. These awards include the Arthur W. Staats
Award from the American Psychological Foundation
and the Society for General Psychology; the E. L.

XXVii



XX Viii About the Author

Thorndike Award for Career Achievement in Educa-
tional Psychology Award from the Society for Educa-
tional Psychology of the APA; the Arnheim and
Farnsworth Awards from the Society for the Psychol-
ogy of Creativity, Aesthetics, and the Arts of the
APA; the Boyd R. McCandless Award of the Society
for Developmental Psychology of the APA; the Dis-
tinguished Award for an Early Career Contribution to
Psychology from the APA; the Positive Psychology
Network Distinguished Scientist and Scholar Award;
the Palmer O. Johnson, Research Review, Outstand-
ing Book, and Sylvia Scribner Awards from the
AERA; the James McKeen Cattell Award from the
APS; the Distinguished Lifetime Contribution to
Psychology Award from the Connecticut Psychologi-
cal Association; the Anton Jurovsky Award of the
Slovak Psychological Society; the International
Award of the Association of Portuguese Psycholo-
gists; the Distinguished Contribution Award and E.
Paul Torrance Award of the National Association for
Gifted Children; the Cattell Award of the Society for
Multivariate Experimental Psychology; the Award for
Excellence from the Mensa Education and Research
Foundation; the Distinction of Honor SEK from the
Instituciéon SEK (Madrid); the Sidney Siegel Memo-
rial Award of Stanford University; and the Wohlen-
berg Prize of Yale University. He has held a Fulbright
Senior Specialist Fellowship to Slovakia, IREX Fel-

lowship to Russia, Guggenheim Fellowship, and Yale
University Senior and Junior Faculty Fellowships, as
well as a National Science Foundation Graduate Fel-
lowship. He also has held the Honored Visitor Fel-
lowship of the Taiwan National Science Council and
the Sir Edward Youde Memorial Visiting Professor-
ship of the City University of Hong Kong.

Sternberg has been listed in the APA Monitor on
Psychology as one of the top 100 psychologists of the
twentieth century and is listed by the ISI as one of its
most highly cited authors (top 4%) in psychology and
psychiatry. He also was listed in the Esquire Register
of Outstanding Men and Women under 40 and was
listed as one of 100 top young scientists by Science
Digest. He is currently listed in Whos Who in America,
Who's Who in the World, Who's Who in the East, Who's
Who in Medicine and Healthcare, and Who's Who in
Science and Engineering. He has served as Editor of
the Psychological Bulletin and of The APA Review of
Books: Contemporary Psychology and as Associate
Editor of Child Development and Intelligence.

Sternberg is most well known for his theory of
successful intelligence, investment theory of creativity
(developed with Todd Lubart), theory of thinking
styles as mental self-government, balance theory of
wisdom, WICS theory of leadership, and duplex theo-
ries of love and hate.



C=HrA-P=rE-R

Introduction to Cognitive

Psychology

ExpLorING CoGNITIVE PsycHOLOGY
CocnNimive PsycHoLoGY DEFINED

PHiLOsOPHICAL ANTECEDENTS OF PSYCHOLOGY:
RATIONALISM VERSUS EMPIRICISM

PsycHoLoGIcAL ANTECEDENTS OF COGNITIVE
PsycHoLoGY

e Early Dialectics in the Psychology of Cognition
® From Associationism to Behaviorism

e Gestalt Psychology

Emercence oF CoGNITIVE PsycHoLOGY

e Early Role of Psychobiology

e Add a Dash of Technology: Engineering,
Computation, and Applied Cognitive Psychology

ResearcH MeTHODS IN COGNITIVE PsycHOLOGY
e Goals of Research
e Distinctive Research Methods

Key Issues AND FieLDs WiITHIN COGNITIVE

PsycHoLOGY

e Underlying Themes in the Study of Cognitive
Psychology

Key Ipeas IN CoGNiTIVE PsycHoLOGY
e Chapter Previews

SUMMARY

THINKING ABOUT THINKING: FAcTUAL, ANALYTICAL,
CRreATIVE, AND PrAcCTICAL QUESTIONS

Key Terms

ANNOTATED SUGGESTED READINGS



/ Chapter 1 ® Introduction to Cognitive Psychology

EXPLORING COGNITIVE PSYCHOLOGY

Su

. What is cognitive psychology?
. How did psychology develop as a science?

1
2
3.
4

How did cognitive psychology develop from psychology?

. How have other disciplines contributed to the development of theory and

research in cognitive psychology?

What methods do cognitive psychologists use to study how people think?

. What are the current issues and various fields of study within cognitive

psychology?

Cognitive Psychology Defined

What will you be studying in a textbook about cognitive psychology?

1. Cognition: People think.
2. Cognitive psychology: Scientists think about how people think.

3. Students of cognitive psychology: People think about how scientists think
about how people think.

4. Professors who profess to students about cognitive psychology: You get the idea.

To be more specific, cognitive psychology is the study of how people perceive,
learn, remember, and think about information. A cognitive psychologist might study
how people perceive various shapes, why they remember some facts but forget others,

or how they learn language. Consider some examples:

e Why do objects look farther away on foggy days than they really are? The dis-
crepancy can be dangerous, even deceiving drivers into having car accidents.

¢ Why do many people remember a particular experience (e.g., a very happy mo-
ment or an embarrassment during childhood), yet they forget the names of

people whom they have known for many years?

¢ Why are many people more afraid of traveling in planes than in automobiles?
After all, the chances of injury or death are much higher in an automobile than

in a plane.

e Why do [ often well remember people [ met in my childhood but not people I

met a week ago?

® Why do candidates spend so much money on television advertisements?

These are some of the kinds of questions that we can answer through the study

of cognitive psychology.



Cognitive Psychology Defined

Consider just the last of these questions: Why do candidates spend so much
money on television advertisements? After all, how many people remember the de-
tails of their political positions, or how their positions are distinguished from others’
political positions? One reason candidates spend so much is because of the availability
heuristic, which you will study in Chapter 12. Using this heuristic, we make judgments
on the basis of how easily we can call to mind what we perceive as relevant instances
of a phenomenon (Tversky & Kahneman, 1973). One such judgment is the question
of for whom one should vote in an election. We are much more likely to vote for
someone whose name is familiar. Tom Vilsack, governor of the state of lowa at the
time of the 2008 primary campaign, entered and quickly dropped out of the contest
for the Democratic candidacy for President of the United States. He dropped out not
because his positions were incompatible with those of the party: On the contrary,
many Democrats liked his positions. Rather, he dropped out because his lack of name
recognition made it difficult to raise money. In the end, possible donors felt that his
name was not “available” enough for people to vote for him when election day came.
Mitt Romney, less well known than Republican primary competitors John McCain
and Rudy Giuliani, spent large sums of money just to make his name psychologically
available to the general public. The bottom line is that understanding cognitive psy-
chology can help us understand much of what goes on in our everyday lives.

This chapter introduces the field of cognitive psychology. It describes some of the
intellectual history of the study of human thinking. It particularly emphasizes some of
the issues and concerns that arise when we think about how people think. Next is a brief
overview of the major methods, issues, and content areas of cognitive psychology.

The ideas presented in this chapter will provide a foundation on which to build
an understanding of the topics in cognitive psychology.

Why study the history of this field, or of any other field, for that matter? For one
thing, if we know where we came from, we may have a better understanding of where
we are heading. For another, we may learn from past mistakes. In this way, when we
make mistakes they will be fresh, new mistakes and not the same old ones. Our ways
of addressing fundamental issues have changed. But some of the fundamental ques-
tions remain much the same. Ultimately, we may learn something about how people
think by studying how people have thought about thinking.

The progression of ideas often involves a dialectic. A dialectic is a developmental
process whereby ideas evolve over time through a pattern of transformation. What is
this pattern’ In a dialectic:

e A thesis is proposed. A thesis is a statement of belief. For example, some people
believe that human nature governs many aspects of human behavior (e.g., in-
telligence or personality; Sternberg, 1999). After a while, however, certain
individuals notice apparent flaws in the thesis.

e Eventually, or perhaps even quite soon, an antithesis emerges. An antithesis is
a statement that counters a previous statement of belief. For example, an alter-
native view is that our nurture (the environmental contexts in which we are
reared) almost entirely determines many aspects of human behavior.

e Sooner or later, the debate between the thesis and the antithesis leads to a
synthesis. A synthesis integrates the most credible features of each of two (or

3
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more) views. For example, in the debate over nature versus nurture, the inter-
action between our innate (inborn) nature and environmental nurture may
govern human nature.

[t is important to understand the dialectic because sometimes we may be tempted to
think that if one view is right, another seemingly contrasting view must be wrong. For
example, in my own field of intelligence, there has sometimes been a tendency to believe
that intelligence is either all or mostly genetically determined, or else all or mostly envi-
ronmentally determined. A similar debate has raged in the field of language acquisition.
Often, though, we are better off posing such issues not as either/or questions, but rather
as examinations of how different forces co-vary and interact with each other. Indeed, the
most widely accepted current contention is that the “nature” and “nurture” views are
both incomplete. Nature and nurture work together in our development.

If a synthesis seems to advance our understanding of a subject, it then serves as a
new thesis. A new antithesis then follows it, then a new synthesis, and so on. Georg
Hegel (1770-1831) observed this dialectical progression of ideas. He was a German
philosopher who came to his ideas by his own dialectic. He synthesized some of the
views of his intellectual predecessors and contemporaries.

Philosophical Antecedents of Psychology:
Rationalism versus Empiricism

Where and when did the study of cognitive psychology begin? Historians of psychol-
ogy usually trace the earliest roots of psychology to two different approaches to un-
derstanding the human mind:

¢ Philosophy seeks to understand the general nature of many aspects of the world,
in part through introspection, the examination of inner ideas and experiences
(from intro-, “inward, within,” and -spect, “look”).

e Physiology seeks a scientific study of life-sustaining functions in living matter,
primarily through empirical (observation-based) methods.

Two approaches to the study of the mind are rationalism and empiricism. A ra-
tionalist believes that the route to knowledge is through logical analysis. In contrast,
Aristotle (a naturalist and biologist as well as a philosopher) was an empiricist. An
empiricist believes that we acquire knowledge via empirical evidence—that is, we
obtain evidence through experience and observation (Figure 1.1).

Empiricism leads directly to empirical investigations of psychology. In contrast,
rationalism is important in theory development. Rationalist theories without any
connection to observations may not be valid. But mountains of observational data
without an organizing theoretical framework may not be meaningful. We might see
the rationalist view of the world as a thesis and the empirical view as an antithesis.
Most psychologists today seek a synthesis of the two. They base empirical observa-
tions on theory. In turn, they use these observations to revise their theories.
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(a) According to the rationalist, the only route to truth is reasoned contemplation; (b) according to the empiricist, the only route to truth
is meticulous observation. Cognutive psychology, like other sciences, depends on the work of both rationalists and emprricists.

The contrasting ideas of rationalism and empiricism became prominent with the
French rationalist René Descartes (1596-1650) and the British empiricist John Locke
(1632-1704). Descartes viewed the introspective, reflective method as being superior
to empirical methods for finding truth. Locke, in contrast, had more enthusiasm for
empirical observation (Leahey, 2003).

Locke believed that humans are born without knowledge and therefore must seek
knowledge through empirical observation. Locke’s term for this view was tabula rasa
(meaning “blank slate” in Latin). The idea is that life and experience “write” knowl-
edge on us. For Locke, then, the study of learning was the key to understanding the
human mind. He believed that there are no innate ideas whatsoever. In the eigh-
teenth century, German philosopher Immanuel Kant (1724-1804) dialectically syn-
thesized the views of Descartes and Locke, arguing that both rationalism and empiri-
cism have their place. Both must work together in the quest for truth. Most
psychologists today accept Kant’s synthesis.

Psychological Antecedents of Cognitive Psychology

Early Dialectics in the Psychology of Cognition

Structuralism

An early dialectic in the history of psychology is that between structuralism and
functionalism (Leahey, 2003; Morawski, 2000). Structuralism was the first major
school of thought in psychology. Structuralism seeks to understand the structure
(configuration of elements) of the mind and its perceptions by analyzing those per-
ceptions into their constituent components. Consider, for example, the perception of
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Wilhelm Wundt was no great success n
school, failing time and again and frequently
finding himself subject to the ridicule of others.
Howewver, Wundt later showed that school per-
formance does not always predict career suc-
cess because he is considered to be among the
most influential psychologists of all time.

Archives of the History of Amencan Psychology—Unversity of Akron

a flower. Structuralists would analyze this perception in terms of the constituent col-
ors, geometric forms, size relations, and so on.

A German psychologist whose ideas later would contribute to the development
of structuralism was Wilhelm Wundt (1832-1920). Wundt is often viewed as the
founder of experimental psychology. Wundt used a variety of methods in his research.
One of these methods was introspection. Introspection is a looking inward at pieces
of information passing through consciousness. An example is the sensations experi-
enced when looking at a flower. In effect, we analyze our own perceptions. Wundt
advocated the study of sensory experiences through introspection.

Wundt had many followers. One was an American student, Edward Titchener
(1867-1927). Titchener (1910) helped bring structuralism to the United States.
Other early psychologists criticized both the method (introspection) and the focus
(elementary structures of sensation) of structuralism.

Functionalism: An Alternative to Structuralism

An alternative to structuralism suggested that psychologists should focus on the pro-
cesses of thought rather than on its contents. Functionalism seeks to understand what
people do and why they do it. This principal question was in contrast to that of the
structuralists, who had asked what the elementary contents (structures) of the human
mind were. Functionalists held that the key to understanding the human mind and
behavior was to study the processes of how and why the mind works as it does, rather
than to study the structural contents and elements of the mind.

Functionalists were unified by the kinds of questions they asked but not necessar-
ily by the answers they found or by the methods they used for finding those answers.
Because functionalists believed in using whichever methods best answered a given
researcher’s questions, it seems natural for functionalism to have led to pragmatism.
Pragmatists believe that knowledge is validated by its usefulness: What can you do
with it? Pragmatists are concerned not only with knowing what people do; they want
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Many cognitive psychologists continue to re-
gard William James, a physician, philosopher,
psychologist, and brother of author Henry
James, as among the greatest psychologists
ever, although James himself seems to have re-
jected psychology later in his life.
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Take a moment right now to put the idea of pragmatism into use. Think about ways
to make the information you are learning in this course more useful to you. Part of the
work already has been done—notice that the chapter begins with questions that make
the information more coherent and useful, and the chapter summary returns to those
questions. Does the text successfully answer the questions posed at the beginning of
the chapter? Come up with your own questions and try organizing your notes in the
form of answers to your questions. Also, try relating this material to other courses or
activities you participate in. For example, you may be called on to explain to a friend
how to use a new computer program. A good way to start would be to ask that person
if he or she has any questions. That way, the information you provide is more directly
useful to your friend, rather than forcing this individual to search for the information
he or she needs in a long, one-sided lecture.

PRACTICAL

APPLICATIONS
OF COGNITIVE
PSYCHOLOGY

to know what we can do with our knowledge of what people do. For example, prag-
matists believe in the importance of the psychology of learning and memory. Why?
Because it can help us improve the performance of children in school. It can also help
us learn to remember the names of people we meet whose names we rapidly forget.

A leader in guiding functionalism toward pragmatism was William James (1842—
1910). His chief functional contribution to the field of psychology was a single book:
his landmark Principles of Psychology (1890/1970). Even today, cognitive psychologists
frequently point to the writings of James in discussions of core topics in the field, such
as attention, consciousness, and perception. John Dewey (1859-1952) was another
early pragmatist who profoundly influenced contemporary thinking in cognitive psy-
chology. Dewey is remembered primarily for his pragmatic approach to thinking and
schooling.
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Associationism: An Integrative Synthesis

Associationism, like functionalism, was less a rigid school of psychology than an in-
fluential way of thinking. Associationism examines how events or ideas can become
associated with one another in the mind to result in a form of learning. For example,
associations may result from contiguity (associating things that tend to occur together
at about the same time), similarity (associating things with similar features or proper-
ties), or contrast (associating things that seem to show polarities, such as hot/cold,
light/dark, day/night).

In the late 1800s, associationist Hermann Ebbinghaus (1850-1909) was the first
experimenter to apply associationist principles systematically. Specifically, Ebbinghaus
studied his own mental processes. He counted his errors and recorded his response
times. Through his self-observations, Ebbinghaus studied how people learn and remem-
ber material through rehearsal. Rehearsal is the conscious repetition of to-be-learned
material. Among other findings, he found that frequent repetition can fix mental as-
sociations more firmly in memory. Thus, repetition aids in learning (see Chapter 6).

Another influential associationist, Edward Lee Thorndike (1874-1949), held
that the role of “satisfaction” is the key to forming associations. Thorndike termed
this principle the law of effect (1905): A stimulus will tend to produce a certain re-
sponse over time if an organism is rewarded for that response. Thorndike believed
that an organism learns to respond in a given way (the effect) in a given situation if
it is rewarded repeatedly for doing so (the satisfaction, which serves as a stimulus to
future actions). Thus, a child given treats for solving arithmetic problems correctly
learns to solve arithmetic problems accurately because he or she forms associations
between valid solutions and treats.

From Associationism to Behaviorism

Other researchers who were contemporaries of Thorndike used animal experiments to
probe stimulus-response relationships in ways that differed from those of Thorndike and
his fellow associationists. These researchers straddled the line between associationism
and the emerging field of behaviorism. Behaviorism is a theoretical outlook that psy-
chology should focus only on the relation between observable behavior and environ-
mental events or stimuli. The idea was to make physical whatever others might have
called “mental” (Lycan, 2003). Some of these researchers, like Thorndike and other
associationists, studied responses that were voluntary (although perhaps lacking any
conscious thought, as in Thorndike’s work). Others studied responses that were invol-
untarily triggered, in response to what appear to be unrelated external events.

In Russia, Nobel Prize-winning physiologist Ivan Pavlov (1849-1936) studied
involuntary learning behavior of this sort. He began with the observation that dogs
salivated in response to the sight of the lab technician who fed them. This response
occurred before the dogs even saw whether the technician had food. To Pavlov, this
response indicated a form of learning, classically conditioned learning, over which
the dogs had no conscious control. In the dogs’ minds, some type of involuntary
learning linked the technician to the food (Pavlov, 1955). Pavlov’s landmark work
paved the way for the development of behaviorism. Classical conditioning involves
more than just an association based on temporal contiguity (e.g., the food and the
conditioned stimulus occurring at about the same time; Rescorla, 1967). Effective
conditioning requires contingency (e.g., the presentation of food being contingent on
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the presentation of the conditioned stimulus; Rescorla & Wagner, 1972; Wagner &
Rescorla, 1972).

Behaviorism may be considered an extreme version of associationism. [t focuses
entirely on the association between the environment and an observable behavior.
According to strict, extreme (“radical”) behaviorists, any hypotheses about internal
thoughts and ways of thinking are nothing more than speculation.

Proponents of Behaviorism

The “father” of radical behaviorism is John Watson (1878-1958). Watson had no
use for internal mental contents or mechanisms. He believed that psychologists
should concentrate only on the study of observable behavior (Doyle, 2000). He
dismissed thinking as subvocalized speech. Behaviorism also differed from previous
movements in psychology by shifting the emphasis of experimental research from
human to animal participants. Historically, much behaviorist work has been con-
ducted (and still is) with laboratory animals, such as rats, because these animals
allow for much greater behavioral control of relationships between the environ-
ment and the behavior emitted in reaction to it. One problem with using animals,
however, is determining whether the research can be generalized to humans (i.e.,
applied more generally to humans instead of just to the kinds of animals that were
studied).

B. E Skinner (1904-1990), a radical behaviorist, believed that virtually all forms of
human behavior, not just learning, could be explained by behavior emitted in reaction
to the environment. Skinner conducted research primarily with nonhuman animals.
He rejected mental mechanisms. He believed instead that operant conditioning—
involving the strengthening or weakening of behavior, contingent on the presence or
absence of reinforcement (rewards) or punishments---<ould explain all forms of human
behavior. Skinner applied his experimental analysis of behavior to many psychological
phenomena, such as learning, language acquisition, and problem solving. Largely be-
cause of Skinner's towering presence, behaviorism dominated the discipline of psy-
chology for several decades.

Behaviorists Daring to Peek into the Black Box

Some psychologists rejected radical behaviorism. They were curious about the con-
tents of the mysterious box. For example, Edward Tolman (1886-1959) thought that
understanding behavior required taking into account the purpose of, and the plan for,
the behavior. Tolman (1932) believed that all behavior is directed toward some goal.
For example, the goal of a rat in a maze may be to try to find food in that maze. Tol-
man is sometimes viewed as a forefather of modern cognitive psychology.

Another criticism of behaviorism (Bandura, 1977b) is that learning appears to
result not merely from direct rewards for behavior. It also can be social, resulting from
observations of the rewards or punishments given to others. The ability to learn
through observation is well documented and can be seen in humans, monkeys, dogs,
birds, and even fish (Brown & Laland, 2001; Laland, 2004; Nagell, Olguin, & Toma-
sello, 1993). In humans this ability spans all ages; it is observed in both infants and
adults (Mejia-Arauz, Rogoff, & Paradise, 2005). This view emphasizes how we ob-
serve and model our own behavior after the behavior of others. We learn by example.
This consideration of social learning opens the way to considering what is happening
inside the mind of the individual.

9
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Gestalt Psychology

Of the many critics of behaviorism, Gestalt psychologists may be among the most avid.
Gestalt psychology states that we best understand psychological phenomena when we
view them as organized, structured wholes. According to this view, we cannot fully un-
derstand behavior when we only break phenomena down into smaller parts. For example,
behaviorists tend to study problem solving by looking for subvocal processing—they are
looking for the observable behavior through which problem solving can be understood.
Gestaltists, in contrast, study insight, seeking to understand the unobservable mental
event by which someone goes from having no idea about how to solve a problem to
understanding it fully in what seems a mere moment of time.

The maxim “the whole differs from the sum of its parts” aptly sums up the Gestalt
perspective. To understand the perception of a flower, for example, we would have to
take into account the whole of the experience. We could not understand such a per-
ception merely in terms of a description of forms, colors, sizes, and so on. Similarly, as
noted in the previous paragraph, we could not understand problem solving merely by
looking at minute elements of observable behavior (Kéhler, 1927, 1940; Wertheimer,
1945/1959).

Emergence of Cognitive Psychology

A more recent approach is cognitivism, the belief that much of human behavior can
be understood in terms of how people think. Cognitivism is, in part, a synthesis of
earlier forms of analysis, such as behaviorism and Gestaltism. Like Gestaltism, it em-
phasizes internal mental processes. But like behaviorism, it has come to use precise
quantitative analysis to study how people learn and think.

Early Role of Psychobiology

Ironically, one of Watson'’s former students, Karl Spencer Lashley (1890-1958),
brashly challenged the behaviorist view that the human brain is a passive organ
merely responding to environmental contingencies outside the individual (Gardner,
1985). Instead, Lashley considered the brain to be an active, dynamic organizer of
behavior. Lashley sought to understand how the macro-organization of the human
brain made possible such complex, planned activities as musical performance, game
playing, and using language. None of these were, in his view, readily explicable in
terms of simple conditioning.

In the same vein but at a different level of analysis, Donald Hebb (1949) proposed
the concept of cell assemblies as the basis for learning in the brain. Cell assemblies are
coordinated neural structures that develop through frequent stimulation. They develop
over time as the ability of one neuron (nerve cell) to stimulate firing in a connected
neuron increases. Behaviorists did not jump at the opportunity to agree with theorists
like Lashley and Hebb. In fact, behaviorist B. E Skinner (1957) wrote an entire book
describing how language acquisition and usage could be explained purely in terms of
environmental contingencies. This work stretched Skinner's framework too far, leaving
Skinner open to attack. An attack was indeed forthcoming. Linguist Noam Chomsky
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(1959) wrote a scathing review of Skinner's ideas. In his article, Chomsky stressed both
the biological basis and the creative potential of language. He pointed out the infinite
numbers of sentences we can produce with ease. He thereby defied behaviorist notions
that we learn language by reinforcement. Even young children continually are produc-
ing novel sentences for which they could not have been reinforced in the past.
Chomsky argued that our understanding of language is constrained not so much by
what we have heard, but rather by an innate language acquisition device (LAD) that
all humans possess. This device allows the infant to use what it hears to infer the gram-
mar of its linguistic environment. In particular, the LAD actively limits the number of
permissible grammatical constructions. Thus, it is the structure of the mind, rather than
the structure of environmental contingencies, that guides our acquisition of language.

Add a Dash of Technology: Engineering,
Computation, and Applied Cognitive Psychology

By the end of the 1950s some psychologists were intrigued by the tantalizing notion that
machines could be programmed to demonstrate the intelligent processing of informa-
tion (Rychlak & Struckman, 2000). Turing (1950) suggested that soon it would be hard
to distinguish the communication of machines from that of humans. He suggested a
test, now called the “Turing test,” by which a computer program would be judged as
successful to the extent that its output was indistinguishable, by humans, from the out-
put of humans (Cummins & Cummins, 2000). In other words, suppose you communi-
cated with a computer and you could not tell that it was a computer. The computer
then passed the Turing test (Schonbein & Bechtel, 2003). By 1956 a new phrase had
entered our vocabulary. Artificial intelligence (Al) is the attempt by humans to con-
struct systems that show intelligence and, particularly, the intelligent processing of in-
formation (Merriam-Webster's Collegiate Dictionary, 1993). Chess-playing programs,
which now can beat most humans, are examples of artificial intelligence.

Many of the early cognitive psychologists became interested in cognitive psychol-
ogy through applied problems. For example, according to Berry (2002), Donald Broad-
bent (1926-1993) claimed to have developed an interest in cognitive psychology
through a puzzle regarding AT6 aircraft. The planes had two almost identical levers
under the seat. One lever was to pull up the wheels and the other to pull up the flaps.
Pilots apparently regularly mistook one for the other, thereby crashing expensive planes
upon take-off. During World War II, many cognitive psychologists, including one of my
own advisors, Wendell Garner, consulted with the military in solving practical prob-
lems of aviation and other fields that arose out of warfare against enemy forces. Informa-
tion theory, which sought to understand people’s behavior in terms of how they process
the kinds of bits of information processed by computers (Shannon & Weaver, 1963),
also grew out of problems in engineering and informatics.

Applied cognitive psychology also has had great use in advertising. John Watson,
after he left Johns Hopkins University as a professor, became an extremely successful
executive in an advertising firm and used his knowledge of psychology to reach his suc-
cess. Indeed, much of advertising has directly used principles from cognitive psychology
to attract customers to products, sometimes dubious and sometimes not (Benjamin &
Baker, 2004).

By the early 1960s developments in psychobiology, linguistics, anthropology, and
artificial intelligence, as well as the reactions against behaviorism by many mainstream
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psychologists, converged to create an atmosphere ripe for revolution. Early cognitivists
(e.g., Miller, Galanter, & Pribram, 1960; Newell, Shaw, & Simon, 1957b) argued that
traditional behaviorist accounts of behavior were inadequate precisely because they said
nothing about how people think. One of the most famous early articles in cognitive
psychology was, oddly enough, on “the magic number seven.” George Miller (1956)
noted that the number seven appeared in many different places in cognitive psychology,
such as in the literatures on perception and memory, and he wondered whether there was
some hidden meaning in its frequent reappearance. For example, he found that most
people can remember about seven items of information. In this work, Miller also intro-
duced the concept of channel capacity, the upper limit with which an observer can match
a response to information given to him or her. For example, if you can remember seven
digits presented to you sequentially, your channel capacity for remembering digits is
seven. Ulric Neisser's book Cognitive Psychology (Neisser, 1967) was especially critical in
bringing cognitivism to prominence by informing undergraduates, graduate students, and
academics about the newly developing field. Neisser defined cognitive psychology as the
study of how people leamn, structure, store, and use knowledge. Subsequently, Allen
Newell and Herbert Simon (1972) proposed detailed models of human thinking and
problem solving from the most basic levels to the most complex. By the 1970s cognitive
psychology was recognized widely as a major field of psychological study, with a distinc-
tive set of research methods.

In the 1970s, Jerry Fodor (1973) popularized the concept of the modularity of
mind. He argued that the mind has distinct modules, or special-purpose systems, to
deal with linguistic and possibly other kinds of information. Modularity implies that
the processes that are used in one domain of processing, such as the linguistic (Fodor,
1973) or the perceptual (Marr, 1982), operate independently of processes in other
domains. An opposing view would be one of domain-general processing, according to
which the processes that apply in one domain, such as perception or language, apply
in many other domains as well. Modular approaches are useful in studying some cog-
nitive phenomena, such as language, but have proven less useful in studying other
phenomena, such as intelligence, which seems to draw upon many different areas of
the brain in complex interrelationships.

Curiously, the idea of the mind as modular goes back at least to phrenologist
Franz-Joseph Gall (see Boring, 1950), who in the late eighteenth century believed
that the pattern of bumps and swells on the skull was directly associated with one’s
pattern of cognitive skills. Although phrenology itself was not a scientifically valid
technique, the practice of mental cartography lingered and eventually gave rise to
ideas of modularity based on modern scientific techniques.

Research Methods in Cognitive Psychology

Goals of Research

To better understand the specific methods used by cognitive psychologists, one must
first grasp the goals of research in cognitive psychology, some of which are highlighted
here. Briefly, those goals include data gathering, data analysis, theory development,
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hypothesis formulation, hypothesis testing, and perhaps even application to settings
outside the research environment. Often researchers simply seek to gather as much
information as possible about a particular phenomenon. They may or may not have
preconceived notions regarding what they may find while gathering the data. Their
research focuses on describing particular cognitive phenomena, such as how people
recognize faces or how they develop expertise.

Data gathering reflects an empirical aspect of the scientific enterprise. Once there
are sufficient data on the cognitive phenomenon of interest, cognitive psychologists
use various methods for drawing inferences from the data. Ideally, they use multiple
converging types of evidence to support their hypotheses. Sometimes, just a quick
glance at the data leads to intuitive inferences regarding patterns that emerge from
those data. More commonly, however, researchers use various statistical means of
analyzing the data.

Data gathering and statistical analysis aid researchers in describing cognitive
phenomena. No scientific pursuit could get far without such descriptions. However,
most cognitive psychologists want to understand more than the what of cognition;
most also seek to understand the how and the why of thinking. That is, researchers
seek ways to explain cognition as well as to describe it. To move beyond descriptions,
cognitive psychologists must leap from what is observed directly to what can be in-
ferred regarding observations.

Suppose that we wish to study one particular aspect of cognition. An example
would be how people comprehend information in textbooks. We usually start with a
theory. A theory is an organized body of general explanatory principles regarding a
phenomenon, usually based on observations. We seek to test a theory and thereby to
see whether it has the power to predict certain aspects of the phenomena with which
it deals. In other words, our thought process is, “If our theory is correct, then when-
ever x occurs, outcome y should result.” This process results in the generation of hy-
potheses, tentative proposals regarding expected empirical consequences of the the-
ory, such as the outcomes of research.

Next, we test our hypotheses through experimentation. Even if particular find-
ings appear to confirm a given hypothesis, the findings must be subjected to statistical
analysis to determine their statistical significance. Statistical significance indicates
the likelihood that a given set of results would be obtained if only chance factors were
in operation. For example, a statistical significance level of. 05 would mean that the
likelihood of a given set of data would be a mere 5% if only chance factors were op-
erating. Therefore, the results are not likely to be due merely to chance. Through this
method we can decide to retain or reject hypotheses.

Once our hypothetical predictions have been experimentally tested and statistically
analyzed, the findings from those experiments may lead to further work. For example, the
psychologist may engage in further data gathering, data analysis, theory development,
hypothesis formulation, and hypothesis testing. Based on the hypotheses that were re-
tained and/or rejected, the theory may have to be revised. In addition, many cognitive
psychologists hope to use insights gained from research to help people use cognition in
real-life situations. Some research in cognitive psychology is applied from the start. It
seeks to help people improve their lives and the conditions under which they live their
lives. Thus, basic research may lead to everyday applications. For each of these purposes,
different research methods offer differing advantages and disadvantages.
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IN THE LAB OF GORDON BOWER

CHUNKY EXPERTS WHO
DIVIDE TO CONQUER
Growing up as a boy in small-
town Ohio, I devoted hundreds
of hours to playing baseball. My
oldest coach, Dean Harrah, had
the most prodigious memory for
baseball games of anyone I ever
knew. Dean could recall every significant play of a
game, such as the inning, number of outs, pitch
count, batter, and location of fielders as he flashed
every hit-and-run sign in a game played 3 weeks ago.
His recall of game details was just staggering. Yet he
was notorious for forgetting most other things, such as
his appointments, grocery shopping, and his wife’s
orders. | also had an amazing friend, Claude, a “chess
freak,” who played masterful chess and could remem-
ber, move by move, games he'd played several days
before. Yet Claude couldn’t remember worth beans
school subjects like the periodic table for our chemis-
try class. Dean and Claude couldn’t tell me a thing
about how they did it, just that they “saw” significant
events in their entirety as a game unfolded. Such
prodigious memories, residing in the same head along-
side such lousy memories, always fascinated me. It was
one of the many puzzles of everyday life that got me
interested in the psychology of human memory.

The puzzlement only deepened when academic
psychologists told me just how limited everybody’s
memory usually is. Specifically, we are all severely lim-
ited in how many things we can take in and hold even
briefly in memory, and consequently in how quickly we
can put new information into a more permanent
memory. But what are these “things” we take in? The
psychologist George Miller (1956) called them “chunks
of information” and proposed that people’s immediate
memory is limited in terms of the number of chunks
they can quickly take in and recall. | wondered whether
the prodigious memories of Dean and Claude were as-
sociated with their knowing how to chunk the infor-
mation of especial significance for them.

Miller’s proposal just led me to ask: What is a
chunk of information? How big are chunks? What
determines their size and properties? Are your chunks
the same as mine? How do we measure chunks?

By parmission of G Bawer

The intuitive notion is that a chunk is a pattem of
more basic elements that a person has leamed previ-
ously. These patterns can be recognized at several lev-
els of complexity from small to large. For example, the
phrase “happy new year” is for most English speakers a
single chunk composed of 3 familiar sub-chunks
(words), which are in tum composed of 12 familiar
sub-chunks (letters) and two spaces—14 symbols in
all. Suppose, however, that the 14 symbols were laid
out on the page as “ha—ppyyne—wyear.” That series
now appears nonsensical and would be difficult to
learn. Yet a foreign native without knowledge of the
English alphabet would find both series equally non-
sensical and difficult to remember. What a chunk is
depends on an individual’s past leaming.

So, how hard it is to remember something de-
pends on how we perceive it, how we divide it up into
chunks. But what principles does our brain use to di-
vide elements into perceptual groups?

A major grouping principle is how close together
or bunched up they are in time or space. Thus, the
empty spaces (dashes) in IC—BMIC—IAF—BI
causes people to see the series as chunks of 2, 4, 3, and
2 letters, respectively. Those groupings capture per-
ception and are copied into a person’s immediate
memory. Moreover, if students were to study and try
to reproduce a number of such strings repeatedly, they
would eventually recall the series in “all-or-none”
chunks. That is, most of their recall errors would crop
up as they tried to move in recall between chunks (at
the C to B, the C to ], and the F to B transitions).

A second principle of grouping is that elements
that look or sound alike will be grouped together. For
example, letters similar in size, shape (font), and
color will be grouped together and recalled as units.

Just as closeness in space and appearance influ-
ence visual grouping, so does closeness in time and
quality of sounds influence grouping of spoken words
and musical notes. Thus, hearing the above letter se-
ries spoken with pauses between groups will cause
people to adopt that chunking and recall those groups.
Similar groupings would arise if the chunks were simi-
lar in being spoken by different voices or in coming
from different locations. Such auditory groupings are
reflected in our habit of conveying telephone numbers




IN THE LAB OF GORDON BOWER—cont’d '

in a 3-3-4 cadence, as in 555-123-4567, and are
brought to masterful complexity in the sophisticated
tempos and rhythms of music.

So, what's this chunking business got to do with
learning and memory? Plenty. I hypothesized that the
quickest way to learn something is to study and repro-
duce it repeatedly using the same chunk structure from
one occasion to the next. Thus, to learn to reproduce
IC—BMCI—AFB--1, it’s best to study exactly those
chunks in that order every time. Our experiments with
college students found that they accumulate little or no
learning of a collection of different sequences if we
changed the groupings every time the students studied
them. Thus, for our previous example series, students
were likely to perceive a different grouping of the let-
ters, such as [—CBM-CI—AF—BI or ICB-—-MC—
IAFB---], as a nearly novel sequence of letters, causing
their immediate recall of it to be just as poor as when
it was first presented. Was their failure due to being
confused about where to put the spaces or pauses as
they reproduced the series? Not at all, because they
knew that only the letters needed to be recalled in
their order, not the spaces. Moreover, the deficit was
about the same when we simply counted correct letters
regardless of the order in which students recalled them.
In sum, repeated study helps mainly when the material
is chunked in the same way from one occasion to
the next.

An implication of this constant-chunking result is
that people will readily recognize and reproduce any
symbol sequence that conforms to chunks they already
know, that are “familiar.” For example, if our example
letter sequence is grouped as ICBM-—CIA—FBI, stu-
dents easily recognize the familiar abbreviations and
readily recall the series. (Some readers may have al-
ready recognized these acronyms.) This observation
illustrates a simple, powerful principle: Human mem-

Research Methods in Cognitive Psychology

ory works most efficiently when it uses prior learning to
recognize familiar chunks among the materials to be
learned. By recognizing and exploiting familiar chunks,
the expert greatly reduces the amount of new learning
required to master the new material. A large part of
expertise in many ability domains—from reading words
to understanding chemical formulas, mathematical
equations, musical fragments, computer-program sub-
routines, and, yes, even Dean’s baseball events and
Claude’s chessboard positions—relies upon the brain’s
ability to recognize and exploit previously learned
chunks and quickly assess the new situation confront-
ing us. Such expertise develops slowly only from many
hundreds of hours of concentrated study of the recur-
ring patterns within particular domains. This benefit of
very specific practice explains how expert memory in
one domain, such as baseball for Dean or chess for
Claude, can easily co-exist alongside poor memory in
unrelated domains such as their daily appointments or
chemistry lessons.

The value of consistent chunking applies to “re-
productive learning,” when we are trying to repro-
duce an arbitrary collection of items. Such learning is
often required of us. In contrast, for mastery learning
of conceptually richer domains, there are advantages
of inter-relating groupings in cross-cutting classifica-
tions. For example, although constant groupings of
facts about political, economic, and military catego-
ries may aid a student’s recalling facts about the
American Civil War, further understanding and
memory likely would come by inter-relating and
inter-associating facts across domains—for example,
noting the political objectives served by a military
campaign, such as General Sherman’s famous “March
to the Sea” through the southern states. The benefit
of such conceptual inter-relations is a much-studied
topic, but more on that later.
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Distinctive Research Methods

Cognitive psychologists use various methods to explore how humans think. These
methods include (a) laboratory or other controlled experiments, (b) psychobiological
research, (c) self-reports, (d) case studies, (e) naturalistic observation, and (f) com-
puter simulations and artificial intelligence. See Table 1.1 for descriptions and ex-
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TABLE 1.1 Research Methods

Cognitive psychologists use controlled experiments, psychobiological research, self-reports, case studies, naturalistic observa-
tion, and computer simulations and artificial intelligence when studying cognitive phenomena.

MeTHOD

CONTROLLED LABORATORY
EXPERIMENTS

PsYCHOBIOLOGICAL
RESEARCH

SeLr-RePORTS, SucH As VERBAL
Protocols, SeLr-RATING, DiARIEs

Description of method

Obtain samples of perfor-
mance at a particular time
and place

Study animal brains and human
brains, using postmortem studies
and various psychobiological mea-
sures or imaging techniques (see

Chapter 2)

Obtain participants’ reports of own cog-
nition 1n progress or as recollected

ences: experimental control
of independent variables

particular technique

Validity of causal infer- Usually Not usually Not applicable
ences: random assign-

ment of subjects

Validity of causal infer- Usually Varies widely, depending on the Probably not

Samples: size

May be any size

Often small

Probably small

Samples: representativeness

May be representative

Often not representative

May be representative

Ecological validity

Not unlikely; depends on the
task and the context to
which 1t is being applied

Unlikely under some circum-
stances

Maybe; see strengths and weaknesses

Information about indi-
vidual differences

Usually de-emphasized

Yes

Yes

Strengths

Ease of administration, of
scoring, and of statistical anal-
ysts make it relatively easy to
apply to representative sam-
ples of a population; relatively
high probability of drawing
valid causal inferences

Provides “hard” evidence of cogni-
tive functions by relating them to
phystological actwity; offers an alter-
native view of cognitive processes
unavailable by other means; may
lead to possibilities for treating per-
sons with serious cognitive deficits

Access to introspective insights from
participants’ point of view, which may
be unavailable via other means

Weaknesses

Not always possible to gener-
alize results beyond a specific
place, time, and task setting;
discrepancies between real-
life behavior and behavior in
the laboratory

Limited accessibility for most re-
searchers; requires access both to
appropriate subjects and to equip-
ment that may be extremely ex-
penstve and difficult to obtain;
small samples; many studies are
based on studies of abnormal brains
or of animal brains, so generaliz-
ability of findings to normal human
populations may be troublesome

Inability to report on processes occurring
outstde conscious awareness

Verbal protocols & self-ratings: Data
gathering may influence cognitive pro-
cess being reported.

Recollections: Possible discrepancies be-
tween actual cognition and recollected
cognitive processes and products

Examples

David Meyer and Roger
Schvaneveldt (1971) devel-
oped a laboratory task in
which they very briefly pre-
sented two strings of letters
(either words or nonwords) to
subjects, and then they asked
the subjects to make a deci-
sion about each of the strings
of letters, such as dectding
whether the letters made a le-
gitimate word or deciding
whether a word belonged to a
predesignated category

Elizabeth Warmngton and Tim
Shallice (1972; Shallice & War-
rington, 1970) have observed that
lesions (areas of injury) in the left
parietal lobe of the brain are asso-
ciated with serious deficits in short-
term (brief, active) memory but no
impairment of long-term memory,
but persons with lesions in the me-
dial (middle) temporal regions of
the brain show relatively normal
short-term memory but grave defi-
cits in long-term memory (Shal-
lice, 1979; Warrington, 1982)

In a study of mental imagery, Stephen
Kosslyn and his colleagues (Kosslyn,
Seger, Pani, & Hillger, 1990) asked stu-
dents to keep a week long diary recording
all their mental images in each sensory
modality
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CAse STUDIES

NATURALISTIC
OBSERVATIONS

COMPUTER SIMULATIONS
AND ARTIFICIAL INTELLIGENCE

Engage in intensive study of single indi-
viduals, drawing general conclusions
about behavior

Observe real-life situations, as in
classrooms, work settings, or homes

Simulations: Attempt to make computers simulate human
cognitive performance on various tasks

Al: Attempt to make computers demonstrate intelligent
cognitive performance, regardless of whether the process re-
sembles human cognitive processing

Highly unlikely

Not applicable

Not applicable

Highly unlikely

No

Full control of variables of interest

Almost certain to be small

Probably small

Not applicable

Not likely to be representative

May be representative

Not applicable

High ecological validity for individual
cases; lower generalizability to others

Yes

Not applicable

Yes; richly detailed information regard-
ing individuals

Possible, but emphasis 1s on envi-
ronmental distinctions, not on indi-
vidual differences

Not applicable

Access to richly detailed information
about individuals, including information
about historical and current contexts,
which may not be available via other
means; may lead to specialized applications
for groups of exceptional individuals (e.g.,
prodigies, persons with brain damage)

Access to rich contextual informa-
tion, which may be unavailable via
other means

Allows exploration of a wide range of possibilities for mod-
eling cognitive processes; allows clear testing to see
whether hypotheses accurately predicted outcomes; may
lead to wide range of practical applications (e.g., robotics
for performing dangerous tasks or for performing in hazard-
ous environments)

Applicability to other persons; small
sample size and nonrepresentativeness of
sample generally limits generalizability
to population

Lack of experimental control; possi-
ble influence on naturalistic behav-
ior due to the presence of the ob-
server

Limitations imposed by the hardware (i.e., the computer
circuttry) and the software (1.e., the programs written by the
researchers); distinctions between human intelligence and
machine intelligence-—even in simulations involving
sophisticated modeling techniques, simulations may
imperfectly model the way that the human brain thinks

Howard Gruber (1974/1981) conducted
a case study of Charles Darwin, to ex-
plore in depth the psychological context
for great intellectual creativity

Michael Cole (Cole, Gay, Glick, &
Sharp, 1971) studied members of
the Kpelle tribe in Africa, noting
how the Kpelle's definitions of in-
telligence compared with tradi-
tional Western definitions of intelli-
gence, as well as how cultural
definitions of intelligence may gov-
ern intelligent behavior

Simulations: Through detailed computations, David Marr
(1982) attempted to simulate human visual perception and
proposed a theory of visual perception based on his com-
puter models

AL Various Al programs have been written that can dem-
onstrate expertise (e.g., playing chess), but they probably do
so via different processes than those used by human experts
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amples of each method. As the table shows, each method offers distinctive advan-
tages and disadvantages.

Experiments on Human Behavior

In controlled experimental designs, an experimenter conducts research, typically in a
laboratory setting. The experimenter controls as many aspects of the experimental
situation as possible. There are basically two kinds of variables in any given experi-
ment. Independent variables are aspects of an investigation that are individually
manipulated, or carefully regulated, by the experimenter, while other aspects of the
investigation are held constant (i.e., not subject to variation). Dependent variables
are outcome responses, the values of which depend on how one or more independent
variables influence or affect the participants in the experiment. When you tell some
student research participants that they will do very well on a task, but you do not say
anything to other participants, the independent variable is the amount of informa-
tion that the students are given about their expected task performance. The depen-
dent variable is how well both groups actually perform the task—that is, their score
on the math test.

When the experimenter manipulates the independent variables, he or she con-
trols for the effects of irrelevant variables and observes the effects on the dependent
variables (outcomes). These irrelevant variables that are held constant are called
control variables. Another type of variable is the confounding variable. Confounding
variables are a type of irrelevant variable that has been left uncontrolled in a study.
For example, imagine you want to examine the effectiveness of two problem-solving
techniques. You train and test one group under the first strategy at 6 a.m. and a second
group under the second strategy at 6 p.M. In this experiment, time of day would be a
confounding variable. In other words, time of day may be causing differences in per-
formance that have nothing to do with the problem-solving strategy. Obviously,
when conducting research we must be careful to avoid the influence of confounding
variables.

In implementing the experimental method, the experimenter must use a repre-
sentative and random sample of the population of interest. He or she must exert rigor-
ous control over the experimental conditions. The experimenter also must randomly
assign participants to the treatment and control conditions. If those requisites for the
experimental method are fulfilled, the experimenter may be able to infer probable
causality. This inference is of the effects of the independent variable or variables (the
treatment) on the dependent variable (the outcome) for the given population.

Many different dependent variables are used in cognitive-psychological research.
Two common ones are percent correct (or its additive inverse, error rate) and reaction
time. It is important to choose both kinds of variables with great care, because no
matter what processes one is observing, what one can learn from an experiment will
depend almost exclusively on the variables one chooses to isolate from the often
complex behavior one is observing.

Psychologists who study cognitive processes with reaction time often use the sub-
traction method, which involves estimating the time a cognitive process takes by sub-
tracting the amount of time information processing takes with the process from the
time it takes without the process (Donders, 1868/1869). For example, if you are asked
to scan the words dog, cat, mouse, hamster, chipmunk and to say whether the word chip-
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munk appears in it, and then are asked to scan dog, cat, mouse, hamster, chipmunk, lion,
and to say whether lion appears, the difference in the reaction times might be taken
roughly to indicate the amount of time it takes to process each stimulus.

Suppose the outcomes in the treatment condition show a statistically significant
difference from the outcomes in the control condition. The experimenter then can
infer the likelihood of a causal link between the independent variable(s) and the
dependent variable. Because the researcher can establish a likely causal link between
the given independent variables and the dependent variables, controlled laboratory
experiments offer an excellent means of testing hypotheses.

For example, suppose that we wanted to see whether loud, distracting noises
influence the ability to perform well on a particular cognitive task (e.g., reading a
passage from a textbook and responding to comprehension questions). Ideally, we
first would select a random sample of participants from within our total population
of interest. We then would randomly assign each participant to a treatment condi-
tion or a control condition. Then we would introduce some distracting loud noises
to the participants in our treatment condition. The participants in our control
condition would not receive this treatment. We would present the cognitive task
to participants in both the treatment condition and the control condition. We
then would measure their performance by some means (e.g., speed and accuracy of
responses to comprehension questions). Finally, we would analyze our results sta-
tistically. We thereby would examine whether the difference between the two
groups reached statistical significance. Suppose the participants in the treatment
condition showed poorer performance at a statistically significant level than the
participants in the control condition. We then might infer that loud distracting
noises did, indeed, influence the ability to perform well on this particular cognitive
task.

In cognitive-psychological research, the dependent variables may be quite di-
verse. But they often involve various outcome measures of accuracy (e.g., frequency
of errors), of response times, or of both. Among the myriad possibilities for inde-
pendent variables are characteristics of the situation, of the task, or of the partici-
pants. For example, characteristics of the situation may involve the presence versus
the absence of particular stimuli or hints during a problem-solving task. Character-
istics of the task may involve reading versus listening to a series of words and then
responding to comprehension questions. Characteristics of the participants may
include age differences, differences in educational status, or differences based on
test scores.

On the one hand, characteristics of the situation or task may be manipulated
through random assignment of participants to either the treatment or the control
group. On the other hand, characteristics of the participant are not easily manipu-
lated experimentally. For example, suppose the experimenter wants to study the ef-
fects of aging on speed and accuracy of problem solving. The researcher cannot ran-
domly assign participants to various age groups because people’s ages cannot be
manipulated (although participants of various age groups can be assigned at random
to various experimental conditions). In such situations researchers often use other
kinds of studies. Examples are studies involving correlation (a statistical relationship
between two or more attributes, such as characteristics of the participants or of a
situation). Correlations are usually expressed through a correlation coefficient known
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as Pearson’s r. Pearson’s r is a number that can range from —1.00 (a negative correla-
tion) to O (no correlation) to 1.00 (a positive correlation).

A correlation is a description of a relationship. The correlation coefficient
describes the strength of the relationship. The closer the coefficient is to 1 (either
positive or negative), the stronger the relationship between the variables is. The
sign (positive or negative) of the coefficient describes the direction of the relation-
ship. A positive relationship indicates that as one variable increases (e.g., vocabu-
lary size), another variable also increases (e.g., reading comprehension). A nega-
tive relationship indicates that as the measure of one variable increases (e.g.,
fatigue), the measure of another decreases (e.g., alertness). No correlation—that
is, when the coefficient is 0—indicates that there is no pattern or relationship in
the change of two variables (e.g., intelligence and earlobe length). In this final
case, both variables may change, but the variables do not vary together in a con-
sistent pattern.

Findings of statistical relationships are highly informative. Their value should
not be underrated. Also, because correlational studies do not require the random as-
signment of participants to treatment and control conditions, these methods may be
applied flexibly. However, correlational studies generally do not permit unequivocal
inferences regarding causality. As a result, many cognitive psychologists strongly pre-
fer experimental data to correlational data.

Psychobiological Research

Through psychobiological research, investigators study the relationship between cogni-
tive performance and cerebral events and structures. Chapter 2 describes various
specific techniques used in psychobiological research. These techniques generally fall
into three categories. The first category is that of techniques for studying an individ-
ual’s brain postmortem (after the death of an individual), relating the individual’s
cognitive function prior to death to observable features of the brain. The second
category is techniques for studying images showing structures of or activities in the
brain of an individual who is known to have a particular cognitive deficit. The third
is techniques for obtaining information about cerebral processes during the normal
performance of a cognitive activity.

Postmortem studies offered some of the first insights into how specific lesions
(areas of injury in the brain) may be associated with particular cognitive deficits.
Such studies continue to provide useful insights into how the brain influences cog-
nitive function. Recent technological developments also have increasingly enabled
researchers to study individuals with known cognitive deficits in vivo (while the
individual is alive). The study of individuals with abnormal cognitive functions
linked to cerebral damage often enhances our understanding of normal cognitive
functions.

In addition, psychobiological researchers study some aspects of normal cognitive
functioning by studying cerebral activity in animal participants. Researchers often use
animal participants for experiments involving neurosurgical procedures that cannot
be performed on humans because such procedures would be difficult, unethical, or
impractical. For example, studies mapping neural activity in the cortex have been
conducted on cats and monkeys (e.g., psychobiological research on how the brain
responds to visual stimuli; see Chapter 3).
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Can cognitive and cerebral functioning of animals and of abnormal humans be
generalized to apply to the cognitive and cerebral functioning of normal humans’?
Psychobiologists have responded to these questions in various ways. Most of them go
beyond the scope of this chapter (see Chapter 2). As just one example, for some kinds
of cognitive activity, the available technology permits researchers to study the dy-
namic cerebral activity of normal human participants during cognitive processing
(see the brain-imaging techniques described in Chapter 2).

Self-Reports, Case Studies, and Naturadlistic Observation

Individual experiments and psychobiological studies often focus on precise specifi-
cation of discrete aspects of cognition across individuals. To obtain richly textured
information about how particular individuals think in a broad range of contexts,
researchers may use other methods. These methods include self-reports (an individ-
ual’s own account of cognitive processes), case studies (in-depth studies of indi-
viduals), and naturalistic observation (detailed studies of cognitive performance in
everyday situations and nonlaboratory contexts). On the one hand, experimental
research is most useful for testing hypotheses. On the other hand, research based on
self-reports, case studies, and naturalistic observation is often particularly useful for
the formulation of hypotheses. These methods are also useful to generate descrip-
tions of rare events or processes that we have no other way to measure.

In very specific circumstances, these methods may provide the only way to
gather information. An example is the case of Genie, a girl who was locked in a
room until the age of 13 and thus provided with severely limited social and sensory
experiences. As a result of her imprisonment, Genie had severe physical impair-
ments and no language skills. Through case-study methods, information was col-
lected about how she later began to learn language (Fromkin & associates, 1974;
Jones, 1995; LaPointe, 2005). It would have been unethical experimentally to deny
a person any language experience for the first 13 years of life. Therefore, case-study
methods are the only reasonable way to examine the results of someone’s being
denied language and social exposure.

Similarly, traumatic brain injury cannot be manipulated in humans in the labora-
tory. Therefore, when traumatic brain injury occurs, case studies are the only way to
gather information. For example, consider the case of Phineas Gage, a railroad worker
who, in 1848, had a large metal spike driven through his frontal lobes in a freak ac-
cident (Damasio & associates, 1994). Surprisingly, Mr. Gage survived. His behavior
and mental processes were drastically changed by the accident, however. Obviously,
we cannot insert large metal rods into the brains of experimental participants. There-
fore, in the case of traumatic brain injury we must rely on case-study methods to
gather information.

The reliability of data based on various kinds of self-reports depends on the
candor of the participants when providing the reports. A participant may misreport
information about his or her cognitive processes for a variety of reasons. These
reasons can be intentional or unintentional. Intentional misreports can include
trying to edit out unflattering information. Unintentional misreports may involve
not understanding the question or not remembering the information accurately. For
example, when a participant is asked about the problem-solving strategies he or she
used in high school, the participant may not remember. The participant may try to
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be completely truthful in his or her reports. But reports involving recollected infor-
mation (e.g., diaries, retrospective accounts, questionnaires, and surveys) are nota-
bly less reliable than reports provided during the cognitive processing under inves-
tigation. The reason is that participants sometimes forget what they did. In studying
complex cognitive processes, such as problem solving or decision making, research-
ers often use a verbal protocol. In a verbal protocol, the participants describe aloud
all their thoughts and ideas during the performance of a given cognitive task (e.g.,
“I like the apartment with the swimming pool better, but I can’t really afford it, so
[ might choose.”).

An alternative to a verbal protocol is for participants to report specific informa-
tion regarding a particular aspect of their cognitive processing. Consider, for example,
a study of insightful problem solving (see Chapter 11). Participants were asked at
15-second intervals to report numerical ratings indicating how close they felt they
were to reaching a solution to a given problem. Unfortunately, even these methods
of self-reporting have their limitations. As one example, cognitive processes may be
altered by the act of giving the report (e.g., processes involving brief forms of memory;
see Chapter 5). As another example, cognitive processes may occur outside of con-
scious awareness (e.g., processes that do not require conscious attention or that take
place so rapidly that we fail to notice them; see Chapter 4). To get an idea of some of
the difficulties with self-reports, carry out the following “Investigating Cognitive
Psychology” tasks. Reflect on your experiences with self-reports.

INVESTIGATING
COGNITIVE
'PSYCHOLOGY

1. Without looking at your shoes, try reporting aloud the various steps involved in
tying your shoe.

2. Recall aloud what you did on your last birthday.

3. Now, actually tie your shoe (or something else, such as a string tied around a
table leg), reporting aloud the steps you take. Do you notice any differences
between task 1 and task 3?

4. Report aloud how you pulled into consciousness the steps involved in tying your
shoe or your memories of your last birthday. Can you report exactly how you
pulled the information into conscious awareness? Can you report which part of
your brain was most active during each of these tasks?

Ask half of your friends individually one of the following series of questions and
the other half the other series. Ask them to respond as quickly as they can.

Set 1:

What do silkworms weave?

What is a popular material for clothing that comes from silkworms?

What do cows drink?

Set 2:

What do bees make?

What grows in fields that eventually is made into material for clothing?

What do cows drink?
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For many of your friends, when they get to question 3 in set 1, they will say “milk”
when we all know that cows drink water. Most of your friends responding to set 2 will
say “water,” not “milk.” You have just conducted an experiment. The experimental
method divides people into two equal groups, changes one aspect between the two
groups (in your case, you asked a series of questions before asking the critical ques-
tion), then measures the difference between the two groups. The number of mistakes
is what you are measuring, and it is likely that your friends in group 1 will make more
mistakes than your friends in group 2 because they have established the wrong set of
expectations for answering the question.

Case studies (e.g., the study of exceptionally gifted individuals) and naturalistic
observations (e.g., the observation of individuals operating in nuclear power plants)
may be used to complement findings from laboratory experiments. These two meth-
ods of cognitive research offer high ecological validity, the degree to which particular
findings in one environmental context may be considered relevant outside of that
context. As you probably know, ecology is the study of the interactive relationship
between an organism (or organisms) and its environment. Many cognitive psycholo-
gists seek to understand the interactive relationship between human thought pro-
cesses and the environments in which humans are thinking. Sometimes, cognitive
processes that commonly are observed in one setting (e.g., in a laboratory) are not
identical to those observed in another setting (e.g., in an air-traffic control tower or
a classroom).

Computer Simulations and Artificial Intelligence

Digital computers played a fundamental role in the emergence of the study of cogni-
tive psychology. One kind of influence is indirect—through models of human cogni-
tion based on models of how computers process information. Another kind is
direct—through computer simulations and artificial intelligence.

In computer simulations, researchers program computers to imitate a given hu-
man function or process. Examples are performance on particular cognitive tasks
(e.g., manipulating objects within three-dimensional space) and performance of
particular cognitive processes (e.g., pattern recognition). Some researchers even
have attempted to create computer models of the entire cognitive architecture of
the human mind. Their models have stimulated heated discussions regarding how
the human mind may function as a whole (see Chapter 8). Sometimes the distinc-
tion between simulation and artificial intelligence is blurred. An example would be
certain programs that are designed to simulate human performance and to maximize
functioning simultaneously.

Consider, for example, a program that plays chess. There are two entirely differ-
ent ways to conceptualize how to write such a program. One is known as brute force:
One constructs an algorithm that considers extremely large moves in a very short
time, potentially beating human players simply by virtue of the number of moves it
considers and the future potential consequences of these moves. The program would
be viewed as successful to the extent that it beat the best humans. This kind of arti-
ficial intelligence does not seek to represent how humans function, but done well it
can produce a program that plays chess at the highest possible level. An alternative
approach, that of simulation, looks at how chess grandmasters solve chess problems
and then seeks to function the way they do. The program would be viewed as success-
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ful if it chose, in a sequence of moves in a game, the same moves that the grandmas-
ter would choose. It is also possible to combine the two approaches, producing a
program that, say, generally simulates human performance but can use brute force as
necessary to win games.

Putting It All Together

Cognitive psychologists often broaden and deepen their understanding of cognition
through research in cognitive science. Cognitive science is a cross-disciplinary field
that uses ideas and methods from cognitive psychology, psychobiology, artificial intel-
ligence, philosophy, linguistics, and anthropology (Nickerson, 2005; Von Eckardt,
2005). Cognitive scientists use these ideas and methods to focus on the study of how
humans acquire and use knowledge. Cognitive psychologists also profit from collabo-
rations with other kinds of psychologists. Examples are social psychologists (e.g., in
the cross-disciplinary field of social cognition), psychologists who study motivation
and emotion, and engineering psychologists (i.e., psychologists who study human-
machine interactions).

Key Issues and Fields within Cognitive Psychology

Throughout this chapter, we have alluded to some of the key themes that arise in the
study of cognitive psychology. Because these themes appear again and again in the
various chapters of this textbook, a summary of these themes follows. Some of these
questions go to the very core of the nature of the human mind.

Underlying Themes in the Study of Cognitive Psychology

If we review the important ideas in this chapter, we discover some of the major
themes that underlie all of cognitive psychology. What are some of these themes?
Here are seven of them, viewed dialectically:

1. Nature versus nurture:

a. Thesis/Antithesis: Which is more influential in human cognition—
nature or nurture’ If we believe that innate characteristics of human
cognition are more important, we might focus our research on studying
innate characteristics of cognition. If we believe that the environment
plays an important role in cognition, we might conduct research ex-
ploring how distinctive characteristics of the environment seem to in-
fluence cognition.

b. Synthesis: How can we learn about co-variations and interactions in the
environment, such as how an impoverished environment adversely af-
fects someone whose genes otherwise might have led to success in a va-
riety of tasks’

2. Rationalism versus empiricism:

a. Thesis/ Antithesis: How should we discover the truth about ourselves and

about the world around us? Should we do so by trying to reason logically,
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based on what we already know? Or should we do so by observing and test-
ing our observations of what we can perceive through our senses’?

b. Synthesis: How can we combine theory with empirical methods to learn
the most we can about cognitive phenomena’

3. Structures versus processes:

a. Thesis/ Antithesis: Should we study the structures (contents, attributes, and
products) of the human mind? Or should we focus on the processes of hu-
man thinking? -

b. Synthesis: How do mental processes operate on mental structures’

4. Domain generality versus domain specificity:

a. Thesis/Antithesis: Are the processes we observe limited to single domains,
or are they general across a variety of domains’ Do observations in one
domain apply also to all domains, or do they apply only to the specific
domains observed?

b. Synthesis: Which processes might be domain-general, and which domain-
specific!

5. Validity of causal inferences versus ecological validity:

a. Thesis/Antithesis: Should we study cognition by using highly controlled
experiments that increase the probability of valid inferences regarding
causality? Or should we use more naturalistic techniques, which increase
the likelihood of obtaining ecologically valid findings but possibly at the
expense of experimental control?

b. Synthesis: How can a variety of methods be combined, including laboratory
ones and more naturalistic ones, so as to converge on findings that hold up,
regardless of method of study?

6. Applied versus basic research:

a. Thesis/Antithesis: Should we conduct research into fundamental cognitive
processes? Or should we study ways in which to help people use cognition
effectively in practical situations?

b. Synthesis: Can the two kinds of research be combined dialectically so that
basic research leads to applied research, which leads to further basic re-
search, and so on?

7. Biological versus behavioral methods:

a. Thesis/Antithesis: Should we study the brain and its functioning directly,
perhaps even scanning the brain while people are performing cognitive
tasks? Or should we study people’s behavior in cognitive tasks, looking at
measures such as percentage correct and reaction time’

b. Synthesis: How can biological and behavioral methods be synthesized
so that we understand cognitive phenomena at multiple levels of analysis?

Note that these questions can be posed in the “either/or” form of thesis/antithesis, or
in the both/and form of a synthesis of views or methods, which often proves more useful
than one extreme position or another. For example, our nature may provide an inherited
framework for our distinctive characteristics and patterns of thinking and acting. But our
nurture may shape the specific ways in which we flesh out that framework. We may use
empirical methods for gathering data and for testing hypotheses. But we may use rational-
ist methods for interpreting data, constructing theories, and formulating hypotheses based

25



26

Chapter 1 ® Introduction to Cognitive Psychology

on theories. Our understanding of cognition deepens when we consider both basic re-
search into fundamental cognitive processes and applied research regarding effective uses
of cognition in real-world settings. Synthesesconstantly are evolving. What today may be
viewed as a synthesis may tomorrow be viewed as an extreme position or vice versa.

Key Ideas in Cognitive Psychology

Certain key ideas seem to keep emerging in cognitive psychology, regardless of the par-
ticular phenomenon one studies. Here are what might be considered five major ideas.

1. Data in cognitive psychology can be fully understood only in the context of an

explanatory theory, but theories are empty without empirical data.

Science is not merely a collection of empirically collected facts. Rather,
it comprises such facts that are explained and organized by scientific theories.
Theories give meaning to data. For example, suppose that we know that
people’s ability to recognize information that they have seen is better than
their ability to recall such information. As an example, they are better at
recognizing whether they heard a word said on a list than they are at recalling
the word without the word’s being given. This is an interesting empirical
generalization. But science requires us not only to be able to make the gener-
alization but also to understand why memory works this way. For one thing,
an important goal of science is explanation. An empirical generalization does
not, in the absence of an underlying theory, provide explanation. For another
thing, theory helps us understand the limitations of empirical generalizations
and when and why they occur. For example, a theory proposed by Tulving
and Thomson (1973) suggested that, in fact, recognition should not always
be better than recall. An important goal of science is also prediction. Tulving
and Thomson’s theory led them to predict the circumstances under which
recall should be better than recognition. Subsequent data collection proved
them to be right. Under some circumstances, recall is indeed better than
recognition. Theory therefore suggested under which circumstances, among
the many circumstances one might examine, limitations to the generalization
should occur. Theory thus assists both in explanation and prediction.

At the same time, theory without data is empty. Almost anyone can sit
in an armchair and propose a theory—even a plausible-sounding one. Sci-
ence, however, requires empirical testing of such theories. Without such test-
ing, theories remain merely speculative. Thus, theories and data depend on
each other. Theories generate data collections, which help correct theories,
which then lead to further data collections, and so forth. It is through this
iteration of and interaction between theory and data that we increase scien-
tific understanding.

2. Cognition is generally adaptive but not in all specific instances.

When we consider all the ways in which we can make mistakes, it is aston-
ishing how well our cognitive systems operate. Evolution has served us well in
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shaping the development of a cognitive apparatus that is able accurately to
decode environmental stimuli. It also can understand internal stimuli that
make the most of the information available to us. We can perceive, learn, re-
member, reason, and solve problems with great accuracy. And we do so even
though we constantly are barraged by a plethora of stimuli. Any of the stimuli
easily could distract us from processing information properly. The same pro-
cesses, however, that lead us to perceive, remember, and reason accurately in
most situations also can lead us astray. Our memories and reasoning processes,
for example, are susceptible to certain well-identified, systematic errors. For
example, as we saw when we learned about the availability heuristic, we tend
to overvalue information that is easily available to us. We do this even when
this information is not optimally relevant to the problem at hand. In general,
all systems—natural or artificial—are based on tradeoffs. The same character-
istics that make them highly efficient in a large variety of circumstances can
render them inefficient in specialized circumstances. A system that would be
extremely efficient in each specialized circumstance would be inefficient across
a wide variety of circumstances simply because it would become too cumber-
some and complex. Humans thus represent a highly efficient, but imperfect,
adaptation to the environments they face.

Consider, as an example of availability, college admissions. Most admis-
sions officers would like to know a lot about students’ leadership skills, their
creativity, their ethics, and other characteristics such as these. But such in-
formation is not readily available, and when it is, it is often available only for
some students. In contrast, test scores and grade-point averages are more eas-
ily available for all applications. So the college admissions officers may rely
more heavily on test scores and grades than they otherwise might if the in-
formation on characteristics such as creativity and ethics were more readily
available.

3. Cognitive processes interact with each other and with noncognitive processes.

Although cognitive psychologists try to study and often to isolate the func-
tioning of specific cognitive processes, they know that these processes work
together. For example, memory processes depend on perceptual processes.
What you remember depends in part on what you perceive. Similarly, thinking
processes depend in part on memory processes: You cannot reflect on what you
do not remember. But noncognitive processes also interact with cognitive ones.
For example, you learn better when you are motivated to learn. However, your
learning likely will be reduced if you are upset about something and cannot
concentrate on the learning task at hand. Cognitive psychologists therefore
seek to study cognitive processes not only in isolation but also in their interac-
tions with each other and with noncognitive processes.

One of the most exciting areas of cognitive psychology today is at the
interface between cognitive and biological levels of analysis. In recent years,
for example, it has become possible to localize activity in the brain associated
with various kinds of cognitive processes. One has to be careful about assum-
ing that the biological activity is causal of the cognitive activity, however.
Research shows that learning that causes changes in the brain—in other
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words, cognitive processes—can affect biological structures just as biological
structures can affect cognitive processes. So the interactions between cogni-
tion and other processes occur at many levels. The cognitive system does not
operate in isolation. It works in interaction with other systems.

. Cognition needs to be studied through a variety of scientific methods.

There is no one right way to study cognition. Naive researchers some-
times seek the “best” method by which to study cognition. Their search in-
evitably will be in vain. All cognitive processes need to be studied through a
variety of converging operations. That is, varied methods of study seek a com-
mon understanding. The more different kinds of techniques that lead to the
same conclusion, the higher the confidence one can have in that conclusion.
For example, suppose studies of reaction times, error rates, and patterns of
individual differences all lead to the same conclusion. Then one can have
much more confidence in the conclusion than if only one method led to that
conclusion.

Cognitive psychologists need to learn a variety of different kinds of tech-
niques to do their job well. All these methods, however, must be scientific.
Scientific methods differ from other methods in that they provide the basis
for the self-correcting nature of science. Eventually we correct our errors. The
reason is that scientific methods enable us to disconfirm our expectations
when those expectations are wrong. Nonscientific methods do not have this
feature. For example, methods of inquiry that simply rely on faith or authority
to determine truth may have value in our lives. But they are not scientific and
hence are not self-correcting. Indeed, the words of one authority may be re-
placed by the words of another authority tomorrow without anything new
being learned about the phenomenon to which the words apply. As the world
learned long ago, important dignitaries stating that the Earth is at the center
of the universe do not make it so.

. All basic research in cognitive psychology may lead to applications, and all ap-

plied research may lead to basic understandings.

Politicians, and sometimes even scientists, like to draw tidy distinctions
between basic and applied research. But the truth is, the distinction often is
not clear at all. Research that seems like it will be basic often leads to im-
mediate applications. Similarly, research that seems like it will be applied
sometimes leads quickly to basic understandings, whether or not there are
immediate applications. For example, a basic finding from research on learn-
ing and memory is that learning is superior when it is spaced out over time
rather than crammed into a short time interval. This basic finding has an
immediate application to study strategies. At the same time, research on
eyewitness testimony, which seems on its face to be very applied, has en-
hanced our basic understanding of memory systems and of the extent to
which humans construct their own memories. It does not merely reproduce
what happens in the environment.

Before closing this chapter, think about some of the fields of cognitive
psychology, described in the remaining chapters, to which these key themes
and issues may apply.



Key Ideas in Cognitive Psychology

Chapter Previews

Cognitive psychologists have been involved in studying a wide range of psychological
phenomena. This range includes not only perception, learning, memory, and think-
ing but also seemingly less cognitively oriented phenomena, such as emotion and
motivation. In fact, almost any topic of psychological interest may be studied from a
cognitive perspective. Nonetheless, there are some main areas of interest to cognitive
psychologists. In this textbook we attempt to describe some of the preliminary an-
swers to questions asked by researchers in the main areas of interest.

Chapter 2 Cognitive Neuroscience—What structures and processes of the hu-
man brain underlie the structures and processes of human cognition?

Chapter 3 Perception—How does the human mind perceive what the senses
receive! How does the human mind distinctively achieve the perception of
forms and patterns?

Chapter 4 Attention and Consciousness— W hat basic processes of the mind gov-
ern how information enters our minds, our awareness, and our high-level pro-
cesses of information handling?

Chapter 5 Memory: Models and Research Methods—How are different kinds of
information (e.g., our experiences related to a traumatic event, the names of
U.S. presidents, or the procedure for riding a bicycle) represented in memory?

Chapter 6 Memory Processes—How do we move information into memory,
keep it there, and retrieve it from memory when needed?

Chapter 7 Representation and Manipulation of Knowledge in Memory: Images and
Propositions—How do we mentally represent information in our minds? Do we
do so in words, in pictures, or in some other form representing meaning’ Alter-
natively, do we have multiple forms of representation?

Chapter 8 Representation and Organization of Knowledge in Memory: Concepts,
Categories, Networks, and Schemas—How do we mentally organize what we
know? How do we manipulate and operate on knowledge—do we do so serially,
through parallel processing, or through some combination of processes?

Chapter 9 Language: Nature and Acquisition—How do we derive and produce
meaning through language? How do we acquire language—both our primary
language and any additional languages?

Chapter 10 Language in Context—How does our use of language interact with
our ways of thinking? How does our social world interact with our use of lan-
guage’

Chapter 11 Problem Solving and Creativity—How do we solve problems? What
processes aid and impede us in reaching solutions to problems? Why are some
of us more creative than others? How do we become and remain creative’

Chapter 12 Decision Making and Reasoning—How do we reach important deci-
sions! How do we draw reasonable conclusions from the information we have
available? Why and how do we so often make inappropriate decisions and
reach inaccurate conclusions?
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e Chapter 13 Human and Artificial Intelligence—Why do we consider some people
more intelligent than others? Why do some people seem better able to accom-
plish whatever they want to accomplish in their chosen fields of endeavor?

In this book I try to emphasize the underlying common ideas and organizing
themes across various aspects of cognitive psychology, rather than simply to state the
facts. | follow this path to help you perceive large, meaningful patterns within the
domain of cognitive psychology. I also try to give you some idea of how cognitive
psychologists think and how they structure their field in their day-to-day work. I hope
that this approach will help you to contemplate problems in cognitive psychology at
a deeper level than might otherwise be possible. Ultimately, the goal of cognitive
psychologists is to understand not only how people may think in their laboratories but
also how they think in their everyday lives.

Summary

o

What is cognitive psychology? Cognitive psy-
chology is the study of how people perceive,
learn, remember, and think about information.

How did psychology develop as a science? Be-
ginning with Plato and Aristotle, people have
contemplated how to gain understanding of the
truth. Plato held that rationalism offers the clear
path to truth, whereas Aristotle espoused empiri-
cism as the route to knowledge. Centuries later,
Descartes extended Plato’s rationalism, whereas
Locke elaborated on Aristotle’s empiricism. Kant
offered a synthesis of these apparent opposites.
Decades after Kant proposed his synthesis, Hegel
observed how the history of ideas seems to pro-
gress through a dialectical process.

How did cognitive psychology develop from
psychology? By the twentieth century, psychol-
ogy had emerged as a distinct field of study. Wundt
focused on the structures of the mind (leading to
structuralism), whereas James and Dewey focused
on the processes of the mind (functionalism).
Emerging from this dialectic was association-
ism, espoused by Ebbinghaus and Thorndike. It
paved the way for behaviorism by underscoring
the importance of mental associations. Another
step toward behaviorism was Pavlov’s discovery of
the principles of classical conditioning. Watson

and later Skinner were the chief proponents of
behaviorism. It focused entirely on observable
links between an organism’s behavior and particu-
lar environmental contingencies that strengthen
or weaken the likelihood that particular behav-
iors will be repeated. Most behaviorists dismissed
entirely the notion that there is merit in psy-
chologists’ trying to understand what is going on
in the mind of the individual engaging in the
behavior.

However, Tolman and subsequent behaviorist
researchers noted the role of cognitive processes
in influencing behavior. A convergence of devel-
opments across many fields led to the emergence
of cognitive psychology as a discrete discipline,
spearheaded by such notables as Neisser.

How have other disciplines contributed to the
development of theory and research in cognitive
psychology? Cognitive psychology has roots in
philosophy and physiology. They merged to form
the mainstream of psychology. As a discrete field
of psychological study, cognitive psychology also
profited from cross-disciplinary investigations.
Relevant fields include linguistics (e.g., How
do language and thought interact?), biological
psychology (e.g., What are the physiological bases
for cognition?), anthropology (e.g., What is the



Thinking about Thinking: Factual, Analytical, Creative, and Practical Questions 31

importance of the cultural context for cogni-
tion?), and technological advances like artificial
intelligence (e.g., How do computers process in-
formation?).

What methods do cognitive psychologists use to
study how people think? Cognitive psycholo-
gists use a broad range of methods, including
experiments, psychobiological techniques, self-
reports, case studies, naturalistic observation, and
computer simulations and artificial intelligence.

What are the current issues and various fields of
study within cognitive psychology? Some of
the major issues in the field have centered on how
to pursue knowledge. Psychological work can be
done

® by using both rationalism (which is the basis for
theory development) and empiricism (which is
the basis for gathering data);

e by underscoring the importance of cognitive
structures and of cognitive processes;

e by emphasizing the study of domain-general
and of domain-specific processing;

e by striving for a high degree of experimental
control (which better permits causal inferences)
and for a high degree of ecological validity (which
better allows generalization of findings to set-
tings outside of the laboratory);

® by conducting basic research seeking funda-
mental insights about cognition and applied
research seeking effective uses of cognition in
real-world settings.

Although positions on these issues may ap-
pear to be diametrical opposites, often apparently
antithetical views may be synthesized into a form
that offers the best of each of the opposing view-
points.

Cognitive psychologists study biological bases
of cognition as well as attention, consciousness,
perception, memory, mental imagery, language,
problem solving, creativity, decision making, rea-
soning, developmental changes in cognition
across the life span, human intelligence, artificial
intelligence, and various other aspects of human
thinking.

Thinking about Thinking: Factual, Analytical,
Creative, and Practical Questions

ods described in this chapter. Highlight both the

1. Describe the major historical schools of psycho-

logical thought leading up to the development of
cognitive psychology.

. Describe some of the ways in which philosophy,
linguistics, and artificial intelligence have
contributed to the development of cognitive
psychology.

. Compare and contrast the influences of Plato and
Aristotle on psychology.

. Analyze how various research methods in cogni-
tive psychology reflect empiricist and rationalist
approaches to gaining knowledge.

. Design a rough sketch of a cognitive-psychological
investigation involving one of the research meth-

advantages and the disadvantages of using this
particular method for your investigation.

. This chapter describes cognitive psychology as

the field is now. How might you speculate that the
field will change in the next 50 years?

. How might an insight gained from basic research

lead to practical uses in an everyday setting’

. How might an insight gained from applied re-

search lead to deepened understanding of funda-
mental features of cognition?
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EXPLORING COGNITIVE PSYCHOLOGY

1. What are the fundamental structures and processes of the cells within the
brain?

2. How do researchers study the major structures and processes of the brain?

3. What have researchers found as a result of studying the brain?

marries one man but is attracted to another. These two frustrated men behead

themselves. Sita, bereft of them both, desperately prays to the goddess Kali to
bring the men back to life. Sita is granted her wish. She is allowed to reattach the
heads to the bodies. In her rush to bring the two men back to life, Sita mistakenly
switches their heads. She attaches them to the wrong bodies. Now, to whom is she
married? Who is who!

The mind-body issue has long interested philosophers and scientists. Where is
the mind located in the body, if at all? How do the mind and body interact? How are
we able to think, speak, plan, reason, learn, and remember? What are the physical
bases for our cognitive abilities? These questions all probe the relationship between
cognitive psychology and neurobiology. Some cognitive psychologists seek to answer
such questions by studying the biological bases of cognition. Cognitive psychologists
are especially concerned with how the anatomy (physical structures of the body) and
the physiology (functions and processes of the body) of the nervous system affect and
are affected by human cognition.

Cognitive neuroscience is the field of study linking the brain and other aspects of
the nervous system to cognitive processing and, ultimately, to behavior. The brain is
the organ in our bodies that most directly controls our thoughts, emotions, and mo-
tivations (Gloor, 1997; Rockland, 2000; Shepherd, 1998). We usually think of the
brain as being at the top of the body’s hierarchy—as the boss, with various other or-
gans responding to it. Like any good boss, however, it listens to and is influenced by
its subordinates, the other organs of the body. Thus, the brain is reactive as well as
directive.

A major goal of present work on the brain is to study localization of function.
Localization of function refers to the specific areas of the brain that control specific
skills or behaviors. Before we focus on the brain, however, we will consider how it fits
into the overall organization of the nervous system.

ﬁ n ancient legend from India (Rosenzweig & Leiman, 1989) tells of Sita. She

From Neuron to Brain: Organization
of the Nervous System

The nervous system is the basis for our ability to perceive, adapt to, and interact with
the world around us (Gazzaniga, 1995, 2000; Gazzaniga, Ivry, & Mangun, 1998).
Through this system we receive, process, and then respond to information from the
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environment (Pinker, 1997a; Rugg, 1997). In this brief section, we first consider the
basic building block of the nervous system—the neuron. We will examine in detail how
information moves through the nervous system at the cellular level. Then we consider
the various levels of organization within the nervous system. In later sections, we will
focus on the supreme organ of the nervous system—the brain—paying special attention
to the cerebral cortex, which controls many of our thought processes. For now, let’s
consider how information processing occurs at the cellular level.

Neuronal Structure and Function

To understand how the entire nervous system processes information, we need to ex-
amine the structure and function of the cells that constitute the nervous system. In-
dividual neural cells, called neurons, transmit electrical signals from one location to
another in the nervous system (Carlson, 2006; Shepherd, 2004). The greatest con-
centration of neurons is in the neocortex of the brain. The neocortex is the part of
the brain associated with complex cognition. This tissue can contain as many as
100,000 neurons per cubic millimeter (Churchland & Sejnowski, 2004). The neurons
tend to be arranged in the form of networks, which provide information and feedback
to each other within various kinds of information processing (Vogels, Rajan, & Ab-
bott, 2005).

Neurons vary in their structure, but almost all neurons have four basic parts, as
illustrated in Figure 2.1. These include a soma (cell body), dendrites, an axon, and
terminal buttons.

The soma, which contains the nucleus of the cell (the center portion that per-
forms metabolic and reproductive functions for the cell), is responsible for the life of
the neuron and connects the dendrites to the axon. The many dendrites are branch-
like structures that receive information from other neurons, and the soma integrates
the information. Learning is associated with the formation of new neuronal connec-
tions. Hence, it occurs in conjunction with increased complexity or ramification in
the branching structure of dendrites in the brain. The single axon is a long, thin tube
that extends (and sometimes splits) from the soma and responds to the information,
when appropriate, by transmitting an electrochemical signal, which travels to the
terminus (end), where the signal can be transmitted to other neurons.

Axons are of two basic, roughly equally occurring kinds, distinguished by the
presence or absence of myelin. Myelin is a white fatty substance that surrounds some
of the axons of the nervous system, which accounts for some of the whiteness of the
white matter of the brain. Some axons are myelinated (in that they are surrounded
by a myelin sheath). This sheath, which insulates and protects longer axons from
electrical interference by other neurons in the area, also speeds up the conduction of
information. In fact, transmission in myelinated axons can reach 100 meters per sec-
ond (equal to about 224 miles per hour). Moreover, myelin is not distributed con-
tinuously along the axon. It is distributed in segments broken up by nodes of Ranvier.
Nodes of Ranvier are small gaps in the myelin coating along the axon, which serve
to increase conduction speed even more. The second kind of axon lacks the myelin
coat altogether. Typically, these unmyelinated axons are smaller and shorter (as well
as slower) than the myelinated axons. As a result, they do not need the increased
conduction velocity myelin provides for longer axons. Multiple sclerosis, an autoim-
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Terminal
buttons

Soma

Dendrites

Axon

The shape of a neuron is determined by its function. Each neuron, however, has the same structure: soma, dendntes, an axon, and ter-

minal buttons.

mune disease, is associated with the degeneration of myelin sheaths along axons in
certain nerves. It results in impairments of coordination and balance. In severe cases
this disease is fatal.

The terminal buttons are small knobs found at the ends of the branches of an
axon that do not directly touch the dendrites of the next neuron. Rather, there is a
very small gap, the synapse. The synapse serves as a juncture between the terminal
buttons of one or more neurons and the dendrites (or sometimes the soma) of one or
more other neurons (Carlson, 2006; see Figure 2.1). Synapses are important in cogni-
tion. Rats show increases in both the size and the number of synapses in the brain as
a result of learning (Turner & Greenough, 1985). Decreased cognitive functioning,
as in Alzheimer's disease, is associated with reduced efficiency of synaptic transmis-
sion of nerve impulses (Selkoe, 2002). Signal transmission between neurons occurs
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when the terminal buttons release one or more neurotransmitters at the synapse.
These neurotransmitters serve as chemical messengers for transmission of informa-
tion across the synaptic gap to the receiving dendrites of the next neuron (von
Bohlen und Halbach & Dermietzel, 2006).

Although scientists already know of more than 50 transmitter substances, it
seems likely that more remain to be discovered. Medical and psychological research-
ers are working to discover and understand neurotransmitters. In particular, they wish
to understand how the neurotransmitters interact with drugs, moods, abilities, and
perceptions. We know much about the mechanics of impulse transmission in nerves.
But we still know relatively little about how the nervous system’s chemical activity
relates to psychological states. Despite the limits on present knowledge, we have
gained some insight into how several of these substances affect our psychological
functioning.

At present, it appears that three types of chemical substances are involved in
neurotransmission:

1. The monoamine neurotransmitters, each of which is synthesized by the
nervous system through enzymatic actions on one of the amino acids
(constituents of proteins, such as choline, tyrosine, and tryptophan) in
our diet (e.g., acetylcholine, dopamine, and serotonin);

2. Amino-acid neurotransmitters, which are obtained directly from the amino
acids in our diet without further synthesis (e.g., gamma-aminobutyric

acid, or GABA); and

3. Neuropeptides, which are peptide chains (molecules made from the parts
of two or more amino acids).

Table 2.1 lists some examples of neurotransmitters, together with their typical
functions in the nervous system and their associations with cognitive processing.

Acetylcholine is associated with memory functions, and the loss of acetylcholine
with Alzheimer’s disease has been linked to impaired memory functioning in Alzheim-
er’s patients (Hasselmo, 2006). Acetylcholine also plays an important role in sleep and
arousal. When someone awakens, there is an increase in the activity of so-called cho-
linergic neurons in the basal forebrain and the brainstem (Rockland, 2000).

Dopamine is associated with both attention and learning. Dopamine also is in-
volved in motivational processes, such as reward and reinforcement. Schizophrenics
show very high levels of dopamine. This fact has led some researchers to believe that
high levels of dopamine may be partially responsible for schizophrenic conditions.
Drugs used to combat schizophrenia often inhibit dopamine activity (von Bohlen und
Halbach & Dermietzel, 2006). In contrast, patients with Parkinson’s disease show
very low dopamine levels. With dopamine treatment, patients with Parkinson’s dis-
ease sometimes show an increase in pathological gambling. When dopamine treat-
ment is suspended, these patients no longer exhibit this behavior (Drapier & associ-
ates, 2006; Voon & associates, 2007). These findings support the role of dopamine in
motivational processes.

Serotonin plays an important role in eating behavior and body-weight regulation.
[t is involved, as well, in aggression and regulation of impulsivity (Rockland, 2000).
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Neurotransmitters

Neurotransmitters are responsible for intercellular communication in the nervous system. This table
lists only a subset of known neurotransmitters.

NEUROTRANSMITTERS

DESCRIPTION

GeNEerAL FuncTion

SpeciFic EXAmPLES

Acetylcholine (Ach)

Monoamine neurotransmitter
synthesized from choline

Excitatory in brain and either
excitatory (at skeletal mus-
cles) or inhibitory (at heart
muscles) elsewhere in the

body

Believed to be involved in
memory because of high con-
centration found in the hippo-
campus (Squire, 1987)

Dopamine (DA)

Epinephrine and
norepinephrine

Monoamine neurotransmitter
synthesized from tyrosine

Monoamine neurotransmitter
synthesized from tyrosine

Influences movement, atten-
tion, and learning; mostly
inhibitory but some excit-
atory effects

Hormones (also known as
adrenaline and noradrena-
line) involved in regulation
of alertness

Parkinson’s disease, character-
1zed by tremors and limb
rigidity, results from too little
DA; some schizophrenia symp-
toms are associated with too
much DA

Involved in diverse effects on
body related to fight-or-flight
reactions, anger, and fear

Serotonin

Monoamine neurotransmitter
synthesized from tryptophan

Involved in arousal, sleep and
dreaming, and mood; usually
inhibitory but some excit-
atory effects

Normally inhibits dreaming;
defects in serotonin system are
linked to severe depression

GABA (gamma-
aminobutyric acid)

Amino acid neurotransmitter

General neuromodulatory
effects resulting from inhibi-
tory influences on presynaptic
axons

Currently believed to influence
certain mechanisms for learning
and memory (lzquierdo &
Medina, 1997)

Glutamate

Amino acid neurotransmitter

General neuromodulatory ef-
fects resulting from excitatory

Currently believed to influence
certain mechanisms for learning

and memory (lzquierdo &
Medina, 1997)

Endorphins play a role in pain
relief. Neuromodulating neuro-
peptides sometimes are released
to enhance the effects of Ach

influences on presynaptic
axons

General neuromodulatory
effects resulting from influ-
ences on postsynaptic
membranes

Peptide chains serving as neu-
rotransmitters

Neuropeptides

Drugs that block serotonin tend to result in an increase in aggressive behavior. High
serotonin levels play a role in some types of anorexia. Specifically, serotonin seems to
play a role in the types of anorexia resulting from illness or treatment of illness. For
example, patients suffering from cancer or undergoing dialysis often experience a se-
vere loss of appetite (Agulera & associates, 2000; Davis & associates, 2004). This loss
of appetite is related, in both cases, to high serotonin levels.
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The preceding description drastically oversimplifies the intricacies of constant
neuronal communication. Such complexities make it difficult to understand what is
happening in the normal brain when we are thinking, feeling, and interacting with our
environment. Many researchers seek to understand the normal information processes of
the brain. They wish to determine what is going wrong in the brains of people affected
by neurological and psychological disorders. Perhaps if we can understand what has
gone awry—what chemicals are out of balance—we can figure out how to put things
back into balance. One way of doing so might be by providing needed neurotransmitters
or by inhibiting the effects of overabundant neurotransmitters.

Receptors and Drugs

Receptors in the brain that normally are occupied by the standard neurotransmitters
can be hijacked by psychopharmacologically active drugs, legal or illegal. In such
cases, the molecules of the drugs enter into receptors that normally would be for
neurotransmitter substances endogenous in (originating in) the body.

When people stop using the drugs, withdrawal symptoms arise. Once a user has
formed narcotic dependence, for example, the form of treatment differs for acute tox-
icity (the damage done from a particular overdose) versus chronic toxicity (the damage
done by long-term drug addiction). Acute toxicity is often treated with naloxone or
related drugs. Naloxone (as well as a related drug, naltrexone) occupies opiate recep-
tors in the brain better than the opiates themselves occupy those sites; thus, it blocks
all effects of narcotics. In fact, naloxone has such a strong affinity for the endorphin
receptors in the brain that it actually displaces molecules of narcotics already in these
receptors and then moves into the receptors itself. Naloxone is not addictive, how-
ever. Even though it binds to receptors, it does not activate them. Although naloxone
can be a life-saving drug for someone who has overdosed on opiates, its effects are
short lived. Thus, it is a poor long-term treatment for drug addiction.

In narcotic detoxification, methadone often is substituted for the narcotic (typi-
cally, heroin). Methadone binds to endorphin receptor sites in a similar way to nal-
oxone and reduces the heroin cravings and withdrawal symptoms of addicted persons.
After the substitution, gradually decreasing dosages are administered to the patient
until he or she is drug free. Unfortunately, the usefulness of methadone is limited by
the fact that it is, itself, addictive.

Viewing the Structures and Functions of the Brain

Scientists can use many methods for studying the human brain. These methods include
both postmortem (from Latin, “after death”) studies and in vivo (from Latin, “living”)
techniques on both humans and animals. Each technique provides important informa-
tion about the structure and function of the human brain. Even some of the earliest
postmortem studies still influence our thinking about how the brain performs certain
functions. However, the recent trend is to focus on techniques that provide information
about human mental functioning as it is occurring. This trend is in contrast to the
earlier trend of waiting to find people with disorders and then studying their brains after
they died. Because postmortem studies are the foundation for later work, we discuss
them first before moving on to the more modern in vivo techniques.
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Postmortem Studies

For centuries investigators have been able to dissect a brain after a person has died. Even
today dissection often is used for studying the relation between the brain and behavior.
Researchers look carefully at the behavior of people who show signs of brain damage
while they are alive (Wilson, 2003). The researchers document behavior in these case
studies of patients as thoroughly as possible (Fawcett, Rosser, & Dunnett, 2001). Later,
after the patients die, the researchers examine the patients’ brains for lesions—areas
where body tissue has been damaged, such as from injury or disease. Then the researchers
infer that the lesioned locations may be related to the behavior that was affected. The
case of Phineas Gage, discussed in Chapter 1, was explored through these methods.

In this way, researchers may trace a link between an observed type of behavior
and anomalies in a particular location in the brain. An early example is Paul Broca’s
(1824-1880) famous patient, Tan (so named because that was the only syllable he was
capable of uttering). Tan had severe speech problems. These problems were linked to
lesions in an area of the frontal lobe now called Broca’s area. This area is involved in
certain functions of speech production. In more recent times, postmortem examina-
tions of victims of Alzheimer’s disease (an illness that causes devastating losses of
memory; see Chapter 5) have led researchers to identify some of the brain structures
involved in memory (e.g., the hippocampus, described in a subsequent subsection of
this chapter). These examinations also have identified some of the microscopic aber-
rations associated with the disease process (e.g., distinctive tangled fibers in the brain
tissue). Although lesioning techniques provide the basic foundation for understand-
ing the relation of the brain to behavior, they are limited in that they cannot be
performed on the living brain. As a result, they do not offer insights into more specific
physiological processes of the brain. For this kind of information, we need in vivo
techniques such as, but not limited to, those described next.

Animal Studies

Scientists also want to understand the physiological processes and functions of the
living brain. To study the changing activity of the living brain, scientists must use in
vivo research. Many early in vivo techniques were performed exclusively on animals.
For example, Nobel Prize-winning research on visual perception arose from in vivo
studies investigating the electrical activity of individual cells in particular regions of
the brains of animals (Hubel & Wiesel, 1963, 1968, 1979; see Chapter 3).

In these kinds of studies, microelectrodes are inserted into the brain of an animal
(usually a monkey or cat). They obtain single-cell recordings of the activity of a single
neuron in the brain. In such recordings, researchers insert a very thin electrode next
to a single neuron. They then record the changes in electrical activity that occur in
the cell. This technique can be used only in laboratory animals, not in humans, be-
cause no safe way has yet been devised to perform such recordings in humans. In this
way, scientists can measure the effects of certain kinds of stimuli, such as visually
presented lines, on the activity of individual neurons. Other animal studies include
selective lesioning—surgically removing or damaging part of the brain—to observe
resulting functional deficits (Al'bertin, Mulder, & Waiener, 2003; Mohammed,
Jonsson, & Archer, 1986). Obviously, these techniques cannot be used on human
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participants. Moreover, we cannot simultaneously record the activity of every neuron.
Generalizations based on these studies are somewhat limited. Therefore an array of
less invasive imaging techniques for use with humans has been developed. These
techniques are described in the following section.

Electrical Recordings

Event-Related Potentials

Researchers and practitioners (e.g., psychologists and physicians) often record electri-
cal activity in the brain. This activity appears as waves of various widths (frequencies)
and heights (intensities). Electroencephalograms (EEGs) are recordings of the elec-
trical frequencies and intensities of the living brain, typically recorded over relatively
long periods (Picton & Mazaheri, 2003). Through EEGs, it is possible to study brain-
wave activity indicative of changing mental states such as deep sleep or dreaming. To
obtain EEG recordings, electrodes are placed at various points along the surface of the
scalp. The electrical activity of underlying brain areas is then recorded. Therefore,
the information is not well localized to specific cells. Rather, it is very sensitive to
changes over time. For example, EEG recordings taken during sleep reveal changing
patterns of electrical activity involving the whole brain. Different patterns emerge
during dreaming versus deep sleep.

To relate electrical activity to a particular event or task (e.g., seeing a flash of
light or listening to sentences), EEG waves can be averaged over a large number
(e.g., 100) of trials to reveal event-related potentials (ERPs). An event-related po-
tential is the record of a small change in the brain’s electrical activity in response to
a stimulating event. The fluctuation typically lasts a mere fraction of a second. ERPs
provide very good information about the time-course of task-related brain activity by
averaging out activity that is not task related. ERPs are identified by placing a series
of electrodes on a person’s head and then recording the electrical activity of the brain
through the electrodes. The resulting wave forms show characteristic spikes related to
the timing of electrical activity, but they reveal only very general information about
the location of that activity (because of low spatial resolution, limited by the place-
ment of scalp electrodes).

The ERP technique has been used in a wide variety of studies. For example, some
studies of intelligence have attempted to relate particular characteristics of ERPs to
scores on intelligence tests (e.g., Caryl, 1994). The examination of language process-
ing has also benefited from the use of ERP methods. In studies examining reading,
researchers’ ability to measure brain changes during specific time intervals has al-
lowed us to learn about how we understand sentences (Kuperberg & associates,
2006). Developmental changes in cognitive abilities have also been examined
through ERP methods. These experiments have led to a more nearly complete under-
standing of the relationship between brain and cognitive development (Taylor &
Baldeweg, 2002). Furthermore, the high degree of temporal resolution afforded by
ERPs can be used to complement other techniques. For example, ERPs and positron
emission tomography (PET; discussed next) were used to pinpoint areas involved in
word association (Posner & Raichle, 1994). Using ERPs, the investigators found that
participants showed increased activity in certain parts of the brain (left lateral frontal
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Michael Posner 1s a professor
of psychology emeritus at the
Unwersity of Oregon. His
ground-breaking research has
provided strong evidence of
links between cognitive
operations and localized bramn
actiwnty, His work has helped
to establish joint cognitwe
expenmental and biological
approaches to higher bran
function.

cortex, left posterior cortex, and right insular cortex) when they made rapid associa-
tions to given words. Another study showed that decreases in electrical potentials are
twice as great for tones that are attended to as for tones that are ignored (see Phelps,
1999). As with any technique, EEGs and ERPs provide only a glimpse of brain activ-
ity. They are most helpful when used in conjunction with other techniques to con-
verge on particular brain areas involved in cognition.

Static Imaging Techniques

Psychologists also use various techniques for obtaining still images revealing the
structures of the brain (Buckner, 2000a; Posner & Raichle, 1994; Rosen, Buckner, &
Dale, 1998; Figure 2.2 and Table 2.2). These techniques include angiograms, com-
puted tomography (CT) scans, and magnetic resonance imaging scans. The X-ray—
based techniques (angiogram and CT scan) allow for the observation of large abnor-
malities of the brain, such as damage resulting from strokes or tumors. However, they
are limited in their resolution and cannot provide much information about smaller
lesions and aberrations.

Probably the still-image technique of greatest interest to cognitive psychologists
is the magnetic resonance imaging (MRI) scan, a technique for revealing high-
resolution images of the structure of the living brain by computing and analyzing
magnetic changes in the energy of the orbits of nuclear particles in the molecules of
the body. It facilitates the detection of lesions in wivo, such as lesions associated with
particular disorders of language use. In MRI, a strong magnetic field is passed through
the brain of a patient. A scanner detects various patterns of electromagnetic changes
in the atoms of the brain (Malonek & Grinvald, 1996; Ugurbil, 1999). These mo-
lecular changes are analyzed by a computer to produce a three-dimensional picture of
the brain. This picture includes detailed information about brain structures. For ex-
ample, MRI has been used to show that musicians who play string instruments such
as the violin or the cello tend to have an expansion of the brain in an area of the right
hemisphere that controls left-hand movement (because control of hands is contralat-
eral, with the right side of the brain controlling the left hand, and vice versa) (Miinte,
Altenmiiller, & Jancke, 2002). We sometimes tend to view the brain as controlling
what we can do. This study is a good example of how what we do—our experience—
can affect the development of the brain. The MRI technique is relatively expensive,
however. Moreover, it does not provide much information about physiological pro-
cesses (Figure 2.3). The final two techniques, discussed in the following section, do
provide such information.

Metabolic Imaging

Metabolic imaging techniques rely on changes that take place within the brain as a
result of increased consumption of glucose and oxygen in active areas of the brain.
The basic idea is that active areas in the brain consume more glucose and oxygen
than do inactive areas during some tasks. An area specifically required by one task
ought to be more active during that task than during more generalized processing.
Scientists attempt to pinpoint specialized areas for a task by using the subtraction
method. This method involves subtracting activity during a more general task from
activity during the task of interest. The resulting activity then is analyzed statistically.



From Neuron to Brain: Organization of the Nervous System 43

(a) Angiogram (X-ray)

(b) CT scan

(c) MRI

Coil

Magnetic
rings

(d) PET scan

ogram. MRI © CNRI/SPL/Photo Researcher

Various techniques have been developed to picture the structures——and sometimes the processes-—of the bran. (a) A bran angiogram
highlights the blood wessels of the brain. (b) A CT image of a brain uses a senes of rotating scans (one of which 1s pictured here) to pro-
duce a three-dimensional view of brain structures. (c) A rotating series of MRI scans (one of which is pictured here) shows a clearer
three-dimensional picture of brain structures than CT scans show. (d) These stll photographs of PET scans of a brain show different
metabolic processes during different activities. PET scans permut the study of bram physielogy.
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ReGION OF THE BRAIN

Major Structures and Functions of the Brain

MAJOR STRUCTURES WITHIN THE REGIONS

The forebrain, midbrain, and hindbrain contain structures that perform essential functions for survival,
as well as for high-level thinking and feeling.

FUNCTIONS OF THE STRUCTURES

Forebrain

Cerebral cortex (outer layer of the cerebral
hemispheres)

Involved in receiving and processing sensory
information, thinking, other cognitive
processing, and planning and sending motor
information

Basal ganglia (collections of nuclei and neural

fibers)

Crucial to the function of the motor system

Limbic systems (hippocampus, amygdala, and
septum)

Involved in learning, emotions, and motiva-
tion (in particular, the hippocampus influ-

ences learning and memory, the amygdala
influences anger and aggression, and the
septum influences anger and fear)

Thalamus Primary relay station for sensory information
coming into the brain; transmits informa-
tion to the correct regions of the cerebral
cortex through projection fibers that extend
from the thalamus to specific regions of the
cortex; comprises several nuclei (groups of
neurons) that receive specific kinds of sen-
sory information and project that informa-
tion to specific regions of the cerebral cor-
tex, including four key nuclei for sensory
information: (1) from the visual receptors,
via optic nerves, to the visual cortex, per-
mitting us to see; (2) from the auditory re-
ceptors, via auditory nerves, to the auditory
cortex, permitting us to hear; (3) from sen-
sory receptors in the somatic nervous system,
to the primary somatosensory cortex, per-
mitting us to sense pressure and pain; and
(4) from the cerebellum (in the hindbrain)
to the primary motor cortex, permitting us
to sense physical balance and equilibrium

This analysis determines which areas are responsible for performance of a particular
task above and beyond the more general activity. For example, suppose the experi-
menter wishes to determine which area of the brain is most important for something
like retrieval of word meanings. The experimenter would have to subtract activity
during a task involving reading of words from activity during a task involving the
physical recognition of the letters of words. The difference in activity would be pre-
sumed to reflect retrieval of meaning. There is one important caveat to remember
about these techniques, however. It is that scientists have no way of determining
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Maijor Structures and Functions of the Brain (cont.)

MaJoRrR STRUCTURES WITHIN THE REGIONS

FUNCTIONS OF THE STRUCTURES

Hypothalamus

Controls the endocrine system; controls the
autonomic nervous system, such as internal
temperature regulation, appetite and thirst
regulation, and other key functions;
involved in regulation of behavior related to
species survival (in particular, fighting,
feeding, fleeing, and mating); plays a role in
controlling consciousness (see reticular
activating system); involved in emotions,
pleasure, pain, and stress reactions

Midbrain Superior colliculi (on top) Involved in vision (especially visual reflexes)
Inferior colliculi (below) Involved in hearing
Reticular activating system (also extends into Important in controlling consciousness
the hindbrain) (sleep arousal), attention, cardiorespiratory
function, and movement
Gray matter, red nucleus, substantia nigra, Important in controlling movement
ventral region
Hindbrain Cerebellum Essential to balance, coordination, and

muscle tone

Pons (also contains part of the RAS)

Involved in consciousness (sleep and
arousal); bridges neural transmissions from
one part of the brain to another; involved
with facial nerves

Medulla oblongata

Serves as juncture at which nerves cross
from one side of the body to opposite side of
the brain; involved in cardiorespiratory
function, digestion, and swallowing

whether the net effect of this activity is excitatory or inhibitory (because some neu-
rons are inhibited by other neurons’ neurotransmitters). Therefore, the subtraction
technique reveals net brain activity for particular areas. It cannot show whether the
area’s effect is positive or negative. Moreover, the method assumes that activation is
purely additive—that it can be discovered through a subtraction method. This de-
scription greatly oversimplifies the subtraction method. But it shows at a general level
how scientists determine physiological functioning of particular areas using the imag-
ing techniques described next.



46 Chapter 2 ® Cognitive Neuroscience

An MRI machine can provide data that show what areas of the bramn are involved in different kinds of
cognitive processing.

Positron emission tomography (PET) scans measure increases in oxygen con-
sumption in active brain areas during particular kinds of information processing ( Buck-
ner & associates, 1996; O’'Leary & associates, 2007; Raichle, 1998, 1999). To track their
use of oxygen, participants are given a mildly radioactive form of oxygen that emits
positrons as it is metabolized. (Positrons are particles that have roughly the same size
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and mass as electrons, but that are positively rather than negatively charged.) Next, the
brain is scanned to detect positrons. A computer analyzes the data to produce images of
the physiological functioning of the brain in action. For example, PET scans have been
used to show that blood flow increases to the occipital lobe of the brain during visual
processing (Posner & associates, 1988). PET scans also have been used for compara-
tively studying the brains of people who score high versus low on intelligence tests.
When high-scoring people are engaged in cognitively demanding tasks, their brains
seem to use glucose more efficiently, in highly task-specific areas of the brain. The brains
of people with lower scores appear to use glucose more diffusely, across larger regions of
the brain (Haier & associates, 1992; see Chapter 13).

Consider PET-based work that illustrates integration of information from various
parts of the cortex (Petersen & associates, 1988, 1989; Posner & associates, 1988).
Specifically, this work used PET scans to study regional cerebral blood flow during
several activities involving the reading of single words. When participants looked at
a word on a screen, areas of their visual cortex showed high levels of activity. When
they spoke a word, their motor cortex was highly active. When they heard a word
spoken, theirauditory cortex was activated. When they produced words related to the
words they saw (requiring high-level integration of visual, auditory, and motor infor-
mation), the relevant areas of the cortex showed the greatest amount of activity.

PET scans are not highly precise. The reason is that they require a minimum of
about half a minute to produce data regarding glucose consumption. If an area of the
brain shows different amounts of activity over the course of time measurement, the activ-
ity levels are averaged, potentially leading to conclusions that are less than precise.

Another technique, functional magnetic resonance imaging (fMRI), is a neuro-
imaging technique that uses magnetic fields to construct a detailed representation in
three dimensions of levels of activity in various parts of the brain at a given moment
in time. This technique builds on MRI (discussed earlier), but it uses increases in
oxygen consumption to construct images of brain activity. The basic idea is the same
as in PET scans. The fMRI technique does not require the use of radioactive particles.
Rather, the participant performs a task while placed inside an MRI machine. This
machine typically looks like a tunnel. When someone is wholly or partially inserted
in the tunnel, he or she is surrounded by a donut-shaped magnet. Functional MRI
creates a magnetic field that induces changes in the particles of oxygen atoms. More
active areas draw more oxygenated blood than do less active areas in the brain. The
differences in the amounts of oxygen consumed form the basis for fMRI measure-
ments. These measurements then are computer analyzed to provide the most precise
information currently available about the physiological functioning of the brain’s
activity during task performance.

This technique is less invasive than PET. It also has higher temporal resolution—
measurements can be taken for activity lasting fractions of a second, rather than only for
activity lasting minutes to hours. One major drawback, however, is the expense and
novelty of IMRI. Relatively few researchers have access to the required machinery. More-
over, testing of participants is very time consuming. See Figure 2.4 for a direct compari-
son of various brain imaging techniques in terms of spatial and temporal resolution.

The fMRI technique has been used to identify regions of the brain active in many
areas, such as vision (Engel & associates, 1994), attention (Cohen & associates, 1994),
language (Gaillard & associates, 2003), and memory (Gabrieli & associates, 1996). For
example, IMRI has been used to show that the lateral prefrontal cortex is essential for
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We can view the brain at various levels of spatial resolution ranging from a molecule to the whole brain itself, whereas we can envision
the mund as events occurring over times as brief as a few milliseconds—the time it takes one neuron to communicate with another—or as
long as a lifetime. Ower the past decade or two, scientists have developed a remarkable array of techniques capable of addressing the rela-
tionship between brain and mund. Here we graphically summarze the potential contribution of these various techniques to an understand-
ing of this relationship by plotting, logarithmically, the brain on the horizontal axis and the mmd on the vertical axis. The techniques then
are positioned according to their spatial and temporal precision. Into the left graph we have placed all the available techniques, including
X-ray CT, MRI, PET, EEG, ERP, electrocorticography (ECo; EEGs recorded from the brain surface at surgery), and electron micros-
copy (EM). In the nght graph we have eliminated all the techmiques that cannot be applied to human subjects. Although the study of the
mind-brain relationship in humans clearly will depend on brain-imaging techniques like MRI, PET, and CT in conjunction with electrical
techniques, our ultimate understanding of that relationship will require the integration of information from all levels of inquiry. Brain illus-
tration at various levels of spatial resolution from IMAGES OF MIND by Michael I. Posner and Marcus E. Raichle. Copyright 1994,
1997 by Scientific American Library. Reprinted by permission of Henry Holt and Company, LLC.

working memory. This is a part of memory that is used to process information that is
actively in use at a given time (McCarthy & associates, 1994). Also, fMRI methods have
been applied to the examination of brain changes in patient populations, including per-
sons with schizophrenia and epilepsy (Detre, 2004; Weinberger & associates, 1996).

A related procedure is pharmacological MRI (phMRI). The phMRI combines
fMRI methods with the study of psychopharmacological agents. These studies exam-
ine the influence and role of particular psychopharmacological agents on the brain.
They have allowed the examination of the role of agonists (which strengthen re-
sponses) and antagonists (which weaken responses) on the same receptor cells. Fur-
thermore, these studies have allowed for the examination of drugs used for treatment.
This examination permits the investigators to predict the responses of patients to
neurochemical treatments through examination of the person’s brain makeup. Over-
all, these methods aid in the understanding of brain areas and the effects of psycho-
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Transcranial magnetic stimulation (TMS).

pharmacological agents on brain functioning (Baliki & associates, 2005; Easton &
associates, 2007; Honey & Bullmore, 2004; Kalisch & associates, 2004).

Another procedure related to fMRI is diffusion tensor imaging (DTI). Diffusion
tensor imaging enables one to examine the restricted dispersion of water in tissue.
This technique has been useful in the mapping of the white matter of the brain and
in examining neural circuits. Some applications of this technique include examina-
tion of traumatic brain injury, schizophrenia, brain maturation, and multiple sclerosis
(Ardekani & associates, 2003; Beyer, Ranga, & Krishnan, 2002; Ramachandra & as-
sociates, 2003; Sotak, 2002; Sundgren & associates, 2004).

A recent technique for studying brain activity bypasses some of the problems with
other techniques (Walsh & Pascual-Leone, 2005). This new technique is transcranial
magnetic stimulation (TMS), which temporarily disrupts the normal activity of the
brain in a limited area. TMS requires placing a coil on a person’s head and then allow-
ing an electrical current to pass though it (Figure 2.5). The current generates a mag-
netic field. This field disrupts the small area (usually no more than a cubic centimeter)
beneath it. The researcher can then look at cognitive functioning when the particular
area is disrupted.

Another recent technique is magnetoencephalography (MEG), which measures
activity of the brain from outside the head by picking up magnetic fields emitted by
changes in brain activity. This technique allows localization of brain signals so that it
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is possible to know what different parts of the brain are doing at different times. It is
one of the most precise of the measuring methods. MEG is used to help surgeons lo-
cate pathological structures in the brain (Baumgartner, 2000). A recent application
of MEG involved patients who reported phantom limb pain. In cases of phantom
limb pain, a patient reports pain in a body part that has been removed, for example,
a missing foot. It has been noted that when certain areas of the brain are stimulated,
phantom limb pain is reduced. MEG has been used to examine the changes in brain
activity before, during, and after electrical stimulation. These changes in brain activ-
ity corresponded with changes in the experience of phantom limb pain (Kringelbach
& associates, 2007).

Current techniques still do not provide unambiguous mappings of particular func-
tions to particular brain structures, regions, or even processes. Rather, we have found
that some discrete structures, regions, or processes of the brain appear to be involved in
particular cognitive functions. Our current understanding of how particular cognitive
functions are linked to particular brain structures or processes allows us only to infer
suggestive indications of some kind of relationship. Through sophisticated analyses, we
can infer increasingly precise relationships. But we are not yet at a point where we can
determine the specific cause-effect relationship between a given brain structure or pro-
cess and a particular cognitive function. Particular functions may be influenced by
multiple structures, regions, or processes of the brain. Finally, these techniques provide
the best information only in conjunction with other experimental techniques for un-
derstanding the complexities of cognitive functioning. These combinations generally
are completed with human participants. However, some researchers have combined in

vivo studies in animals with brain-imaging techniques (Dedeogle & associates, 2004;
Kornblum & associates, 2000; Logothetis, 2004).

Cognition in the Brain: Cerebral Cortex
and Other Structures

So far, we have discussed how scientists determine the structure and function of the
brain using various postmortem and in vivo techniques. Now we discuss what scien-
tists have discovered about the supreme organ of the nervous system, the human
brain. The brain can be viewed as being divided into three major regions: forebrain,
midbrain, and hindbrain (Figure 2.6; see Table 2.2). These labels do not correspond
exactly to locations of regions in an adult’s or even a child’s head. Rather, the terms
come from the front-to-back physical arrangement of these parts in the nervous sys-
tem of a developing embryo. Initially, the forebrain is generally the farthest forward,
toward what becomes the face. The midbrain is next in line. And the hindbrain is
generally farthest from the forebrain, near the back of the neck (Figure 2.7 a). In
development, the relative orientations change so that the forebrain is almost a cap on
top of the midbrain and hindbrain. Nonetheless, the terms still are used to designate
areas of the fully developed brain. Figure 2.7 b and ¢ shows the changing locations
and relationships of the forebrain, the midbrain, and the hindbrain over the course of
development of the brain. You can see how they develop, from an embryo a few weeks
after conception to a fetus of 7 months of age.
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What does a brain actually look like? Here you can see side (a) and top (b) views of a human brain. Subsequent figures and schemartic

pictures (i.e., simplified diagrams) pomt out in more detail some of the main features of the brain.

Gross Anatomy of the Brain: Forebrain,
Midbrain, Hindbrain

Forebrain

The forebrain is the region of the brain located toward the top and front of the brain
(Figure 2.8). It comprises the cerebral cortex, the basal ganglia, the limbic system, the
thalamus, and the hypothalamus. The cerebral cortex is the outer layer of the cerebral
hemispheres. [t plays a vital role in our thinking and other mental processes. It there-
fore merits a special section. This section follows the present discussion of the major
structures and functions of the brain. The basal ganglia (singular, ganglion) are col-
lections of neurons crucial to motor function. Dysfunction of the basal ganglia can
result in motor deficits. These deficits include tremors, involuntary movements,
changes in posture and muscle tone, and slowness of movement. Deficits are observed
in Parkinson’s disease and Huntington’s disease. Both these diseases entail severe mo-
tor symptoms (Rockland, 2000; Shepherd, 1998).

The limbic system is important to emotion, motivation, memory, and learning.
Animals such as fish and reptiles, which have relatively undeveloped limbic sys-
tems, respond to the environment almost exclusively by instinct. Mammals and
especially humans have relatively more developed limbic systems. They seem to
allow us to suppress instinctive responses (e.g., the impulse to strike someone who
accidentally causes us pain). Our limbic systems make us better able to adapt our
behaviors flexibly in response to our changing environment. The limbic system
comprises three central interconnected cerebral structures. They are the amygdala,
the septum, and the hippocampus.
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Cerebellum
and pons

Forebrain Medulla

Spinal cord

Armbud
(a) 5 weeks (in utero)

hemispheres

(b) 8 weeks (in utero)

Midbrain

Medulla

——— Spinal cord

(c) 7 months (in utero)

Quwer the course of embryonic and fetal development, the brain becomes more highly specialized and the locations and relative positions of
the hindbrain, the midbrain, and the forebrain change from conception to term. From In Search of the Human Mind by Robert J.
Sternberg, copyright © 1995 by Harcourt Brace & Company. Reproduced by permission of the publisher.

The amygdala plays an important role in emotion, especially in anger and ag-
gression (Adolphs, 2003). The septum is involved in anger and fear. Stimulation of
the amygdala commonly results in fear. It can be evidenced in various ways, such as
through palpitations, fearful hallucinations, or frightening flashbacks in memory
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Cerebral cortex
(controls thinking and sensing
functions, voluntary movement)

Corpus callosum
(relays information
between the two
cerebral hemispheres)

Amygdala
(influences
anger and
aggression)

Pituitary gland
(master gland
ofthe endocrine
system)

Septum Hippocampus
(influences  (influences learning

anger and memory) Thalamus '
and fear) (relays sensory information

to cerebral cortex)

Hypothalamus
(regulates temperature,
eating, sleeping, and
endocrine system)

Midbrain
(reticular activating system:
carres messages about
sleep and arousal)

Pons
(relays information
between cerebral
cortex and cerebellum)

Cerebellum
(coordinates fine muscle
movement, balance)

Spinal cord
(relays nerve impulses between
brain and body, controls
simple reflexes)

The forebrain, the midbram, and the hindbrain contain structures that perform essential functions for survival and for high-level thinking

and feeling. From In Search of the Human Mind by Robert ]. Sternberg, copyright © 1995 by Harcourt Brace & Company, repro-

duced by pernussion of the publisher.

(Frackowiak & associates, 1997; Gloor, 1997; Rockland, 2000). Damage to (le-
sions) or removal of the amygdala can result in maladaptive lack of fear. In the case
of lesions to the animal brain, the animal approaches potentially dangerous objects
without hesitation or fear (Adolphs & associates, 1994; Frackowiak & associates,
1997). The amygdala also has an enhancing effect for the perception of emotional
stimuli. In humans, lesions to the amygdala negate this enhancement (Anderson &
Phelps, 2001). Additionally, persons with autism display limited activation in the
amygdala. A resulting theory of autism suggests that the disorder involves dysfunc-
tion of the amygdala (Baron-Cohen & associates, 2000; Howard & associates, 2000;
Adolphs, Sears, & Piven, 2001). Two other effects of lesions to the amygdala can
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Everything we know is either in
our genes or learned through
experience. Only some experi-
ences, however, are remem-
bered. We quickly forget a great
deal of our lives. Selection of
what we remember and what
we forget is, therefore, impor-
tant for who we become, what we believe in, and
what we are good at. The memories we keep from the
past shape our futures.

How does our brain let us selectively remember
experiences? | became fascinated with this question
when, as a graduate student, [ had the opportunity to
perform research with perhaps the most famous neuro-
psychological patient of the twentieth century,
H.M. Due to surgery in 1953 intended to treat his epi-
lepsy, HM. became a globally amnesic patient who
could not remember any new events or facts. After a
few seconds, he forgot all his new experiences, includ-
ing materials encountered in laboratory experiments,
the most famous public events, and the most important
of personal events, such as the deaths of his parents.

H.M.’s surgery involved removal of a number of
structures located in the medial, or inner, aspects of
the temporal lobes. From his case, it was difficult to
know what roles these different structures played in

Ja

Courtesy

normal memory and whether they played a critical
role in the initial recording (encoding) of memories
(as opposed to retaining or later retrieving those
memories). With noninvasive imaging of brain ac-
tivity via functional magnetic resonance imaging,
we could examine these issues in the normal human
brain.

During the imaging session of normal human
brains, people saw pictures of indoor or outdoor
scenes while we recorded their brain response to each
scene. Next, they received an unexpected memory
test with scenes from the brain-scanning session and
new scenes. Sometimes they correctly recognized a
previously presented scene (a remembered experi-
ence), but other times they failed to recognize a scene
previously viewed (a forgotten experience). The level
of brain activity in the parahippocampal cortex, one
particular area in the medial temporal lobe, as a per-
son saw each scene predicted whether he or she
would later remember or forget that scene. Thus, we
could visualize brain activity in a specific brain struc-
ture that determined whether current experience was
fated to be well remembered in the future or doomed
to be forgotten in a few moments. In a way, we could
see the birth of a memory and the selective recording
of experiences destined to be remembered and influ-
ence future behavior.

be visual agnosia (inability to recognize objects) and hypersexuality (Steffanaci,
1999).

The hippocampus plays an essential role in memory formation (Eichenbaum,
1999, 2002; Gluck, 1996; Manns & Eichenbaum, 2006; O’Keefe, 2003). It gets
its name from the Greek word for “seahorse,” its approximate shape. People who
have suffered damage to or removal of the hippocampus still can recall existing
memories—for example, they can recognize old friends and places—but they are un-
able to form new memories (relative to the time of the brain damage). New informa-
tion—new situations, people, and places—remain forever new. Korsakoff’s syndrome
produces loss of memory function. This loss is believed to be associated with deterio-
ration of the hippocampus. The syndrome can result from excessive alcohol use. The
case of H.M., to be discussed in Chapter 5, is another illustration of the resulting
problems with memory formation due to hippocampus damage. The hippocampus
also appears to keep track of where things are and how these things are spatially re-
lated to each other. In other words, it monitors what is where (Cain, Boon, & Corco-
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Four Major Nuclei of the Thalamus*

Name or Nucteust

Lateral geniculate
nucleus

Receives INFORMATION FROM

The visual receptors, via optic
nerves

ProJects (TRANSMITS
INFORMATION) PrimARILY TO

The visual cortex

FuncTioNAL BENEFIT

Permits us to see

Medial geniculate
nucleus

The auditory receptors, via
auditory nerves

The auditory cortex

Permits us to hear

Ventroposterior nucleus

The somatic nervous system

The primary somatosensory
cortex

Permits us to sense pressure
and pain

Ventrolateral nucleus

The cerebellum (in the
hindbrain)

The primary motor cortex

Permits us to sense physical
balance and equilibrium

*Other thalamic nuclei also play tmportant roles.

+The names refer to the relative location of the nucler within the thalamus: lateral, toward the right or left side of the medial nucleus; ventral,
closer to the belly than to the top of the head; posterior, toward the back, behind; ventroposterior, bellyward and in the back; ventrolateral, belly-

ward and on the side. Also, geniculate means “knee-shaped.”

ran, 2006; McClelland, McNaughton, & O'Reilly, 1995; Tulving & Schacter, 1994).
Disruption in the hippocampus appears to result in deficits in declarative memory
(i.e., memory for pieces of information), but it does not result in deficits in procedural
memory (i.e., memory for courses of action) (Rockland, 2000).

The exact role of the hippocampus in memory and memory formation is yet to be
determined. One hypothesis is that the hippocampus provides a cognitive map of
sorts. The map represents the space an organism needs to navigate (O’Keefe & Nadel,
1978). Another view is that the hippocampus is essential for flexible learning and for
seeing the relations among items learned (Eichenbaum, 1997; Squire, 1992). We re-
turn to the role of the hippocampus in Chapter 5.

The thalamus relays incoming sensory information through groups of neurons
that project to the appropriate region in the cortex. Most of the sensory input into
the brain passes through the thalamus. It is located approximately in the center of the
brain, at about the level of the eyes. To accommodate all the different types of infor-
mation that must be sorted out, the thalamus is divided into a number of nuclei
(groups of neurons of similar function). Each nucleus receives information from spe-
cific senses. The information is then relayed to corresponding specific areas in the
cerebral cortex. (Table 2.3 includes the names and roles of the various nuclei.) The
thalamus also helps in the control of sleep and waking. When the thalamus malfunc-
tions, the result can be pain, tremor, amnesia, impairment of language, and disrup-
tions in waking and sleeping (Rockland, 2000; Steriade, Jones, & McCormick, 1997).
In cases of schizophrenia, imaging and in vivo studies reveal abnormal changes in the
thalamus (Clinton & Meador-Woodruff, 2004).

The hypothalamus regulates behavior related to species survival: fighting, feed-
ing, fleeing, and mating. The hypothalamus also is active in regulating emotions and
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Cognitive Neuropsychological Methods for Studying Brain Functioning

SUITABLE FOR

through detection of magnetic fields
by placing a device over the head.

spatial and temporal
resolution

MeTtHOD PROCEDURE Humans? ADVANTAGES DisADVANTAGES
Single-cell Very thin electrode s inserted next to No Rather precise record-  Cannot be used with
recording a single neuron. Changes in electrical ing of electrical humans
activity occurring in the cell are then activity
recorded.
EEG Changes in electrical potentials are Yes Relatively noninvasive =~ Quite imprecise
recorded via electrodes attached to
scalp.
ERP Changes in electrical potentials are Yes Relatively noninvasive ~ Does not show actual
recorded via electrodes attached to brain images
scalp.
RE=TE Participants ingest a mildly radioac- Yes Shows images of the Less useful for fast
tive form of oxygen that emits posi- brain in action processes
trons as it is metabolized. Changes in
concentration of positrons in targeted
areas of the brain are then measured.
fMRI Creates magnetic field that induces Yes Shows images of the Requires individual to
changes in the particles of oxygen brain in action; more be placed in uncom-
atoms. More active areas draw more precise than PET fortable scanner for
oxygenated blood than do less active some time
areas in the brain. The differences
in the amounts of oxygen
consumed form the basis for
fMRI measurements.
T™MS Involves placing a coil on a person’s Yes Enables researcher to Potentially dangerous
head and then allowing an electrical pinpoint how disrup- if misused
current to pass through it. The cur- tion of a particular
rent generates a magnetic field. This area of brain affects
field disrupts the small area (usually cognitive functioning
no more than a cubic centimeter) be-
neath it. The researcher can then
look at cognitive functioning when
the particular area is disrupted.
MEG Involves measuring brain activity Yes Extremely precise Requires expensive

machine not readily
available to researchers

reactions to stress (Malsbury, 2003). It interacts with the limbic system. The small size
of the hypothalamus (from Greek hypo-, “under”; located at the base of the forebrain,
beneath the thalamus) belies its importance in controlling many bodily functions
(see Table 2.4 for more information). The hypothalamus also plays a role in sleep.
Dysfunction and neural loss within the hypothalamus are noted in cases of narcolepsy,
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whereby a person falls asleep often and at unpredictable times (Lodi & associates,

2004; Mignot, Taheri, & Nishino, 2002).

Midbrain

The midbrain helps to control eye movement and coordination. The midbrain is
more important in nonmammals than in mammals. In nonmammals it is the main
source of control for visual and auditory information. In mammals these functions are
dominated by the forebrain. Table 2.2 lists several structures (and corresponding func-
tions) of the midbrain. By far the most indispensable of these structures is the reticu-
lar activating system (RAS; also called the “reticular formation”), a network of
neurons essential to the regulation of consciousness (sleep; wakefulness; arousal; at-
tention, to some extent; and such vital functions as heartbeat and breathing) (Sarter,
Bruno, & Berntson, 2003).

Actually, the RAS also extends into the hindbrain. Both the RAS and the
thalamus are essential to our having any conscious awareness of or control over our
existence. The brainstem connects the forebrain to the spinal cord. It comprises the
hypothalamus, the thalamus, the midbrain, and the hindbrain. A structure called the
periaqueductal gray (PAG) is in the brainstem. This region seems to be key for certain
kinds of adaptive behaviors. Injections of small amounts of excitatory amino acids or,
alternatively, electrical stimulation of this area results in any of several responses: an
aggressive, confrontational response; avoidance or flight response; heightened defen-
sive reactivity; or reduced reactivity as is experienced after a defeat, when one feels
hopeless (Bandler & Shipley, 1994; Rockland, 2000).

Physicians make a determination of brain death based on the function of the
brainstem. Specifically, a physician must determine that the brainstem has been dam-
aged so severely that various reflexes of the head (e.g., the pupillary reflex) are absent
for more than 12 hours, or the brain must show no electrical activity or cerebral cir-

culation of blood (Berkow, 1992).

Hindbrain
The hindbrain comprises the medulla oblongata, the pons, and the cerebellum.

The medulla oblongata controls heart activity and largely controls breathing,
swallowing, and digestion. The medulla is also the place at which nerves from the
right side of the body cross over to the left side of the brain and nerves from the left
side of the body cross over to the right side of the brain. The medulla oblongata is an
elongated interior structure located at the point where the spinal cord enters the skull
and joins with the brain. The medulla oblongata, which contains part of the RAS,
helps to keep us alive.

The pons serves as a kind of relay station because it contains neural fibers that
pass signals from one part of the brain to another. Its name derives from the Latin for
“bridge,” as it serves a bridging function. The pons also contains a portion of the RAS
and nerves serving parts of the head and face. The cerebellum (from Latin, “little
brain”) controls bodily coordination, balance, and muscle tone, as well as some as-
pects of memory involving procedure-related movements (see Chapters 7 and 8)
(Middleton & Helms Tillery, 2003). The prenatal development of the human brain
within each individual roughly corresponds to the evolutionary development of the
human brain within the species as a whole. Specifically, the hindbrain is evolution-
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arily the oldest and most primitive part of the brain. It also is the first part of the brain
to develop prenatally. The midbrain is a relatively newer addition to the brain in
evolutionary terms. It is the next part of the brain to develop prenatally. Finally, the
forebrain is the most recent evolutionary addition to the brain. It is the last of the
three portions of the brain to develop prenatally.

Additionally, across the evolutionary development of our species, humans have
shown an increasingly greater proportion of brain weight in relation to body weight.
However, across the span of development after birth, the proportion of brain weight
to body weight declines. The brain weight of a newborn is proportionately much
greater in relation to body weight than is the brain weight of an adult. From infancy
through adulthood, the development of the brain centers chiefly on the organiza-
tional complexity of the connections within the brain. The individual’s developmen-
tal increases in neural complexity are paralleled by the evolutionary development of
our species. But the changing proportion of brain weight to body weight in evolution
is not.

For cognitive psychologists, the most important of these evolutionary trends is
the increasing neural complexity of the brain. The evolution of the human brain has
offered us the increasing ability to exercise voluntary control over behavior. It has
also increased our ability to plan and to contemplate alternative courses of action.
These ideas are discussed in the next section with respect to the cerebral cortex.

Cerebral Cortex and Localization of Function

The cerebral cortex forms a 1- to 3-millimeter layer that wraps the surface of the
brain somewhat like the bark of a tree wraps around the trunk. In human beings, the
many convolutions, or creases, of the cerebral cortex comprise three different ele-
ments. Sulci (singular, sulcus) are small grooves. Fissures are large grooves. And gyri
(singular, gyrus) are bulges between adjacent sulci or fissures. These folds greatly in-
crease the surface area of the cortex. If the wrinkly human cortex were smoothed out,
it would take up about 2 square feet. The cortex comprises 80% of the human brain
(Kolb & Whishaw, 1990). The complexity of brain function increases with the corti-
cal area. The human cerebral cortex enables us to think. Because of it, we can plan,
coordinate thoughts and actions, perceive visual and sound patterns, and use lan-
guage. Without it, we would not be human. The surface of the cerebral cortex is
grayish. It is sometimes referred to as gray matter. This is because it primarily com-
prises the grayish neural-cell bodies that process the information that the brain re-
ceives and sends. In contrast, the underlying white matter of the brain’s interior com-
prises mostly white, myelinated axons.

The cerebral cortex forms the outer layer of the two halves of the brain—the left
and right cerebral hemispheres (Davidson & Hugdahl, 1995; Galaburda & Rosen,
2003; Gazzaniga & Hutsler, 1999; Hellige, 1993, 1995; Levy, 2000; Mangun & associ-
ates, 1994). Although the two hemispheres appear to be quite similar, they function
differently. The left cerebral hemisphere is specialized for some kinds of activity. The
right cerebral hemisphere is specialized for other kinds. For example, receptors in the
skin on the right side of the body generally send information through the medulla to
areas in the left hemisphere in the brain. The receptors on the left side generally
transmit information to the right hemisphere. Similarly, the left hemisphere of the
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brain directs the motor responses on the right side of the body. The right hemisphere
directs responses on the left side of the body. However, not all information transmis-
sion is contralateral—from one side to another (contra-, “opposite”; lateral, “side”).
Some ipsilateral transmission—on the same side—occurs as well. For example, odor
information from the right nostril goes primarily to the right side of the brain. About
half the information from the right eye goes to the right side of the brain. In addition
to this general tendency for contralateral specialization, the hemispheres also com-
municate directly with one another. The corpus callosum is a dense aggregate of
neural fibers connecting the two cerebral hemispheres (see Witelson, Kigar, & Wal-
ter, 2003). It allows transmission of information back and forth. Once information
has reached one hemisphere, the corpus callosum transfers it to the other hemisphere.
If the corpus callosum is cut, the two cerebral hemispheres—the two halves of the
brain—cannot communicate with each other. Although some functioning, like lan-
guage, is highly lateralized, most functioning—even language—depends in large part
on integration of the two hemispheres of the brain.

Hemispheric Specialization

How did psychologists find out that the two hemispheres have different responsibilities?
The study of hemispheric specialization in the human brain can be traced back to Marc
Dax, a country doctor in France. By 1836, Dax had treated more than 40 patients suf-
fering from aphasia—Iloss of speech—as a result of brain damage. Dax noticed a relation-
ship between the loss of speech and the side of the brain in which damage had occurred.
Dax saw, in studying his patients’ brains after death, that in every case there had been
damage to the left hemisphere of the brain. He was not able to find even one case of
speech loss resulting from damage to the right hemisphere only.

In 1861, French scientist Paul Broca claimed that an autopsy revealed that an
aphasic stroke patient had a lesion in the left cerebral hemisphere of the brain. By
1864, Broca was convinced that the left hemisphere of the brain is critical in speech,
a view that has held up over time. The specific part of the brain that Broca identified,
now called Broca’s area, contributes to speech (Figure 2.9). Broca’s area also plays a
pivotal role in imitation (Heiser & associates, 2003). Another important early re-
searcher, German neurologist Carl Wernicke, studied language-deficient patients who
could speak but whose speech made no sense. Like Broca, he traced language ability
to the left hemisphere. He studied a different precise location, now known as Wer-
nicke’s area, which contributes to language comprehension (see Figure 2.9).

Karl Spencer Lashley, often described as the father of neuropsychology, started
studying localization in 1915. He found that implantations of crudely built electrodes
in apparently identical locations in the brain yielded different results. Different loca-
tions sometimes paradoxically yielded the same results (e.g., see Lashley, 1950). Sub-
sequent researchers, using more sophisticated electrodes and measurement proce-
dures, have found that specific locations do correlate with specific motor responses
across many test sessions. Apparently, Lashley’s research was limited by the technol-
ogy available to him at the time.

Despite the valuable early contributions by Broca, Lashley, and others, the indi-
vidual most responsible for modern theory and research on hemispheric specialization
was Nobel Prize—winning psychologist Roger Sperry. Sperry (1964) argued that each
hemisphere behaves in many respects like a separate brain. In a classic experiment
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Strangely, although people with lesions in Broca’s area cannot speak fluently, they can use their woices to
sing or shout. From Introduction to Psychology, I 1/e, by Richard Atkinson, Rita Atkinson, Daryl
Bem, Ed Smith, and Susan Nolen Hoeksema, copyright © 1995 by Harcourt Brace & Company, repro-
duced by permission of the publisher.

that supports this contention, Sperry and his colleagues severed the corpus callosum
connecting the two hemispheres of a cat’s brain. They then proved that information
presented visually to one cerebral hemisphere of the cat was not recognizable to the
other hemisphere. Similar work on monkeys indicated the same discrete performance
of each hemisphere (Sperry, 1964).

Some of the most interesting information about how the human brain works, and
especially about the respective roles of the hemispheres, has emerged from studies of
humans with epilepsy in whom the corpus callosum has been severed. Surgically sev-
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ering this neurological bridge prevents epileptic seizures from spreading from one
hemisphere to another. This procedure thereby drastically reduces the severity of the
seizures. However, this procedure also results in a loss of communication between the
two hemispheres. It is as if the person has two separate specialized brains processing
different information and performing separate functions.

Split-brain patients are people who have undergone operations severing the corpus
callosum. Split-brain research reveals fascinating possibilities regarding the ways we
think. Many in the field have argued that language is localized in the left hemisphere.
Spatial visualization ability appears to be largely localized in the right hemisphere
(Farah, 1988a, 1988b; Gazzaniga, 1985; Zaidel, 1983). Spatial-orientation tasks also
seem to be localized in the right hemisphere (Vogel, Bowers, & Vogel, 2003). It appears
that roughly 90% of the adult population has language functions that are predomi-
nantly localized within the left hemisphere. More than 95% of right-handers and about
70% of left-handers have left-hemisphere dominance for language. In people who lack
left-hemisphere processing, language development in the right hemisphere retains
phonemic and semantic abilities, but it is deficient in syntactic competence (Gazzaniga
& Hutsler, 1999). Jerre Levy (one of Sperry’s students) and her colleagues (Levy,
Trevarthen, & Sperry, 1972) have probed the link between the cerebral hemispheres
and visuospatial versus language-oriented tasks using participants who have undergone
split-brain surgery.

The left hemisphere is important not only in language but also in movement.
People with apraxia—disorders of skilled movements—often have had damage to the
left hemisphere. Such people have lost the ability to carry out familiar purposeful
movements (Gazzaniga & Hutsler, 1999). Another role of the left hemisphere is to
examine past experiences to find patterns. Finding patterns is an important step in
the generation of hypotheses. Therefore, the left hemisphere also plays an important
role in this function (Wolford, Miller, & Gazzaniga, 2000).

The right hemisphere is largely “mute” (Levy, 2000). It has little grammatical or
phonetic understanding. But it does have very good semantic knowledge. It also is
involved in practical language use. People with right-hemisphere damage tend to
have deficits in following conversations or stories. They also have difficulties in mak-
ing inferences from context and in understanding metaphorical or humorous speech
(Levy, 2000). The right hemisphere also plays a primary role in self-recognition. In
particular, the right hemisphere seems to be responsible for the identification of one’s
own face (Platek & associates, 2004).

In studies such as the one shown in Figure 2.10, split-brain patients typically
are unaware that they saw conflicting information in the two halves of the picture.
When asked to give an answer about what they saw in words, they report that they
saw the image in the right half of the picture. Recall the contralateral association
between hemisphere and side of the body. Given this, it seems that the left hemi-
sphere is controlling their verbal processing (speaking) of visual information. Con-
sider in contrast what happens when they are asked to use the fingers of the left
hand (which contralaterally sends and receives information to and from the right
hemisphere) to point to what they saw. Participants then choose the image from
the left half of the picture. This finding indicates that the right hemisphere appears
to control spatial processing (pointing) of visual information. Thus, the task that
the participants are asked to perform is crucial in determining what image the par-
ticipant thinks was shown.
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Research on split-brain patients reveals that each hemisphere of the brain processes images
and other information distinctively (a) A composite photograph of two different faces is
flashed before a spht-brain subject (b) When shown a group of photographs and asked to
pick out a person shown in the composite. the subject will say it is the face from the right haif
of the composite (c) However, if asked to point out which one the subject originally saw, she
will indicate the picture from the left side of the composite (After Levy, Trevarthen, & Sperry,
1972)

(a)

“Whom did you see?”
‘It was Cher.” (b)

In one study, the participant is asked to focus his or her gaze on the center of screen. Then a chimeric face (a face showing the left side of
the face of one person and the right side of another) is flashed on the screen. The participant then is asked to identify what he or she saw,
either by speaking or by pointing to one of several normal (not chimeric) faces.



Cognition 1n the Brain: Cerebral Cortex and Other Structures

Michael Gazzaniga—another of Sperry’s students—has dissociated himself from
the position of his former teacher, Sperry, and of his colleagues, such as Levy. Gaz-
zaniga disagrees with their assertion that the two hemispheres function completely
independently. Nonetheless, he still holds that each hemisphere serves a complemen-
tary role. For instance, according to Gazzaniga, there is no language processing in the
right hemisphere (except in rare cases of early brain damage to the left hemisphere).
Rather, only visuospatial processing occurs in the right hemisphere. As an example,
Gazzaniga has found that before split-brain surgery, people can draw three-dimen-
sional representations of cubes with each hand (Gazzaniga & LeDoux, 1978). After
surgery, however, they can draw a reasonable-looking cube only with the left hand. In
each patient, the right hand draws pictures unrecognizable either as cubes or as three-
dimensional objects. This finding is important because of the contralateral associa-
tion between each side of the body and the opposite hemisphere of the brain. Recall
that the right hemisphere controls the left hand. The left hand is the only one that
a split-brain patient can use for drawing recognizable figures. This experiment thus
supports the contention that the right hemisphere is dominant in our comprehension
and exploration of spatial relations.

Gazzaniga (1985) argues that the brain, and especially the right hemisphere of
the brain, is organized into relatively independent functioning units that work in
parallel.

According to Gazzaniga, each of the many discrete units of the mind operates
relatively independently of the others. These operations are often outside of con-
scious awareness. While these various independent and often subconscious operations
are taking place, the left hemisphere tries to assign interpretations to these opera-
tions. Sometimes the left hemisphere perceives that the individual is behaving in a
way that does not intrinsically make any particular sense. It still finds a way to assign
some meaning to that behavior.

In addition to studying hemispheric differences in language and spatial relations,
researchers have tried to determine whether the two hemispheres think in ways that
differ from one another. Levy (1974) has found some evidence that the left hemisphere
tends to process information analytically (piece-by-piece, usually in a sequence). She
argues that the right hemisphere tends to process it holistically (as a whole).

Lobes of the Cerebral Hemispheres

For practical purposes, four lobes divide the cerebral hemispheres and cortex into
four parts. These lobes are not distinct units. Rather, they are largely arbitrary ana-
tomical regions. Particular functions have been identified with each lobe. But the
lobes also interact. The four lobes, named after the bones of the skull lying directly
over them (Figure 2.11), are the frontal, parietal, temporal, and occipital lobes. The
naming of the lobes is a function of bones in the skull that encase them, so their
names and even the particular division are both fairly arbitrary. The lobes are in-
volved in numerous functions. Our discussion of them here describes only part of
what they do.

The frontal lobe, toward the front of the brain, is associated with motor process-
ing and higher thought processes, such as abstract reasoning, problem solving, plan-
ning, and judgment (Stuss & Floden, 2003). [t tends to be involved when sequences
of thoughts or actions are called for. It is critical in producing speech. The prefrontal
cortex, the region toward the front of the frontal lobe, is involved in complex motor
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The cortex is divided into the frontal, parietal, temporal, and occipital lobes. The lobes have specific functions but also interact to perform
complex processes. From In Search of the Human Mind by Robert J. Sternberg, copynght © 1995 by Harcourt Brace & Company,
reproduced by permussion of the publisher.

control and tasks that require integration of information over time (Gazzaniga, Ivry,
& Mangun, 2002).

The parietal lobe, at the upper back portion of the brain, is associated with so-
matosensory processing. It receives inputs from the neurons regarding touch, pain,
temperature sense, and limb position when you are perceiving space and your rela-
tionship to it—how you are situated relative to the space you are occupying (Culham,
2003; Gazzaniga, Ivrey, & Mangun, 2002). The parietal lobe is also involved in con-
sciousness and paying attention. If you are paying attention to what you are reading,
your parietal lobe is activated.

The temporal lobe, directly under your temples, is associated with auditory pro-
cessing (Murray, 2003) and comprehending language. It is also involved in your re-
tention of visual memories. For example, if you are trying to keep in memory Figure
2.11, then your temporal lobe is involved. The temporal lobe also matches new things
you see to what you have retained in visual memory.

The occipital lobe is associated with visual processing (De Weerd, 2003b). The
occipital lobe contains numerous visual areas, each specialized to analyze specific as-
pects of a scene, including color, motion, location, and form (Gazzaniga, Ivrey, &
Mangun, 2002). As you read this text, your occipital lobe is involved in your percep-
tion of the words in front of you.
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Projection areas are the areas in the lobes in which sensory processing occurs. This
name reflects the fact that the nerves contain sensory information going to the
thalamus. It is from here that the sensory information is projected to the appropriate
area in the relevant lobe. Similarly, the projection areas project motor information
downward through the spinal cord to the appropriate muscles via the peripheral ner-
vous system (PNS). Now let us consider the lobes, and especially the frontal lobe, in
somewhat more detail.

The frontal lobe, located toward the front of the head (the face), plays a role in
judgment, problem solving, personality, and intentional movement. It contains the
primary motor cortex, which specializes in the planning, control, and execution of
movement, particularly of movement involving any kind of delayed response. If your
motor cortex were electrically stimulated, you would react by moving a corresponding
body part. The nature of the movement would depend on where in the motor cortex
your brain had been stimulated. Control of the various kinds of body movements is
located contralaterally on the primary motor cortex. A similar inverse mapping oc-
curs from top to bottom. The lower extremities of the body are represented on the
upper (toward the top of the head) side of the motor cortex, and the upper part of the
body is represented on the lower side of the motor cortex.

Information going to neighboring parts of the body also comes from neighboring
parts of the motor cortex. Thus, the motor cortex can be mapped to show where and in
what proportions different parts of the body are represented in the brain (Figure 2.12).

The three other lobes are located farther away from the front of the head. These
lobes specialize in various kinds of sensory and perceptual activity. For example, in the
parietal lobe, the primary somatosensory cortex receives information from the senses
about pressure, texture, temperature, and pain. It is located right behind the frontal
lobe’s primary motor cortex. If your somatosensory cortex were electrically stimulated,
you probably would report feeling as if you had been touched (Figure 2.13).

From looking at the homunculi (see Figures 2.12 and 2.13), you can see that the
relationship of function to form applies in the development of the motor and somato-
sensory cortex regions. The more need we have for use, sensitivity, and fine control
in a particular body part, the larger the area of cortex generally devoted to that part.
For example, we humans are tremendously reliant on our hands and faces in our in-
teractions with the world. We show correspondingly large proportions of the cerebral
cortex devoted to sensation in, and motor response by, our hands and face. Con-
versely, we rely relatively little on our toes both for movement and information gath-
ering. As a result, the toes represent a relatively small area on both the primary motor
and somatosensory cortices.

The region of the cerebral cortex pertaining to hearing is located in the temporal
lobe, below the parietal lobe. This lobe performs complex auditory analysis. This kind
of analysis is needed, for example, in understanding human speech or listening to a
symphony. The lobe also is specialized. Some parts are more sensitive to sounds of
higher pitch, others to sounds of lower pitch. The auditory region is primarily contra-
lateral, although both sides of the auditory area have at least some representation
from each ear. If your auditory cortex were stimulated electrically, you would report
having heard some sort of sound.

The visual region of the cerebral cortex is primarily in the occipital lobe. Some
neural fibers carrying visual information travel ipsilaterally from the left eye to the left

65



66 Chapter 2 ® Cognitive Neuroscience

(Motor
cortex)

(Sensory
cortex)

This map of the primary motor cortex is often termed a homunculus (from Latin, “little person”) because it is drawn as a cross section of
the cortex surrounded by the figure of a small upside-down person whose body parts map out a proportionate correspondence to the parts

of the cortex.

cerebral hemisphere and from the right eye to the right cerebral hemisphere. Other
fibers cross over the optic chiasma (from Greek, “visual X” or “visual intersection”) and
go contralaterally to the opposite hemisphere (Figure 2.14). In particular, neural fi-
bers go from the left side of the visual field for each eye to the right side of the visual
cortex. Complementarily, the nerves from the right side of each eye’s visual field send
information to the left side of the visual cortex.

The brain typically makes up only one fortieth of the weight of an adult human
body. Nevertheless, it uses about one fifth of the circulating blood, one fifth of the avail-
able glucose, and one fifth of the available oxygen. It is, however, the supreme organ of
cognition. Understanding both its structure and function, from the neural to the cere-
bral levels of organization, is vital to an understanding of cognitive psychology. The
recent development of the field of cognitive neuroscience, with its focus on localization
of function, reconceptualizes the mind—body question discussed in the beginning of this
chapter. The question has changed from “Where is the mind located in the body?” to
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As with the primary motor cortex in the frontal lobe, a homunculus of the somatosensory cortex maps, i inverted form, the parts of the
body from which the cortex receives mformation. From In Search of the Human Mind by Robert J. Sternberg, copynght © 1995 by
Harcourt Brace & Company, reproduced by permission of the publisher.

“Where are particular cognitive operations located in the nervous system?” Throughout
the rest of the text, we return to these questions in reference to particular cognitive
operations as these operations are discussed in more detail in subsequent chapters.

Brodmann Areas

The cerebral cortex can be divided into different modules referred to as Brodmann's
areas. These areas, applying to other species besides humans, can provide convenient
ways of localizing cortical function. In humans, there are 52 such areas. For example,
area 4 encompasses primary motor cortex, and area 17, the primary visual cortex.

Brain Disorders

A number of brain disorders can impair cognitive functioning. The summary here is
based in part on the work of Gazzaniga, Ivrey, and Mangun (2002).



68 Chapter 2 ® Cognitive Neuroscience

Visual

Optic chiasma

Optic nerve

Right eye Left eye

Some nerve fibers carry wisual information ipsilaterally from each eye to each cerebral hemisphere; other
fibers cross the optic chiasma and carry visual informaton contralaterally to the opposite hemusphere.
From In Search of the Human Mind by Robert . Sternberg, copyright © 1995 by Harcourt Brace &
Company, reproduced by permission of the publisher.

Stroke

Vascular disorder is a brain disorder caused by a stroke. Strokes occur when the flow of
blood to the brain undergoes a sudden disruption. People who experience stroke
typically show marked loss of cognitive functioning. The nature of the loss depends
on the area of the brain that is affected by the stroke. There may be paralysis, pain,
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numbness, a loss of speech, a loss of language comprehension, impairments in thought
processes, a loss of movement in parts of the body, or other symptoms.

Two different kinds of stroke may occur (NINDS stroke information page, 2004). The
first kind is an ischemic stroke. Usually such a stroke occurs when a buildup of fatty tissue
occurs in blood vessels over a period of years, and a piece of this tissue breaks off and
gets lodged in arteries of the brain. Ischemic strokes can be treated by clot-busting drugs.
The second kind of stroke is a hemorrhagic stroke, which occurs when a blood vessel in
the brain suddenly breaks. Blood then spills into surrounding tissue. As the blood spills
over, brain cells in the affected areas begin to die. This death is either from the lack of
oxygen and nutrients or from the rupture of the vessel and the sudden spilling of blood.
Symptoms of stroke occur immediately on the occurrence of stroke.

Typical symptoms include:

® Numbness or weakness in the face, arms, or legs (especially on one side of the

body)

Confusion, difficulty speaking or understanding speech

Vision disturbances in one or both eyes

e Dizziness, trouble walking, loss of balance or coordination

Severe headache with no known cause

(NINDS stroke information page, 2004)
The prognosis for stroke victims depends on the type and severity of damage.

Brain Tumors
Brain tumors, also called neoplasms, can affect cognitive functioning in very serious
ways. Tumors can occur in either the gray or white matter of the brain. Tumors of the
white matter are more common (Gazzaniga, Ivrey, & Mangun, 2002). Consider some
basic facts about brain tumors (What you need to know about brain tumors, 2004).
Two types of brain tumors can occur. Primary brain tumors start in the brain. Most
childhood brain tumors are of this type. Secondary brain tumors start somewhere else
in the body, such as in the lungs. Brain tumors can be either benign or malignant. Be-
nign tumors do not contain cancer cells. They typically can be removed and will not
grow back. Cells from benign tumors do not invade surrounding cells or spread to other
parts of the body. However, if they press against sensitive areas of the brain, they can
result in serious cognitive impairments. They also can be life threatening, unlike benign
tumors in most other parts of the body. Malignant brain tumors, unlike benign ones,
contain cancer cells. They are more serious and usually threaten the victim’s life. They
often grow quickly. They also tend to invade surrounding healthy brain tissue. In rare
instances, malignant cells may break away and cause cancer in other parts or the body.
Following are the most common symptoms of brain tumors:

Headaches (usually worse in the morning)

¢ Nausea or vomiting

Changes in speech, vision, or hearing

Problems balancing or walking

69
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Changes in mood, personality, or ability to concentrate

Problems with memory

Muscle jerking or twitching (seizures or convulsions)

Numbness or tingling in the arms or legs
(What you need to know about brain tumors, 2004)

The diagnosis of brain tumor is typically made through neurological examina-
tion, CT scan, and/or MRI. The most common form of treatment is a combination of
surgery, radiation, and chemotherapy.

Head Injuries

Head injuries result from many causes, such as car accident, contact with a hard object,
and bullet wound. Head injuries are of two types (Gazzaniga, Ivrey, & Mangun, 2002).
In closed-head injuries, the skull remains intact but there is damage to the brain, typically
from the mechanical force of a blow to the head. Slamming one’s head against a wind-
shield in a car accident might result in such an injury. In open-head mjuries, the skull
does not remain intact but rather is penetrated, for example, by a bullet.

Head injuries are surprisingly common. Roughly 700,000 North Americans suffer
such injuries each year. Between 70,000 and 90,000 are left permanently disabled (The
anatomy of a head injury, 2004). Loss of consciousness is a sign that there has been some
degree of damage to the brain as a result of the injury. Damage resulting from head in-
jury can include spastic movements, difficulty in swallowing, and slurring of speech,
among many other cognitive problems. Immediate symptoms of a head injury include:

e Unconsciousness

e Abnormal breathing

e Obvious serious wound or fracture

¢ Bleeding or clear fluid from the nose, ear, or mouth
e Disturbance of speech or vision

e Pupils of unequal size

e Weakness or paralysis

e Dizziness

e Neck pain or stiffness

e Seizure

e Vomiting more than two to three times

e | oss of bladder or bowel control

(Head injuries, 2004)

In summary, brain damage can result from multiple causes, only a few of which
are listed here. Others are listed throughout the book. When brain damage occurs, it
always should be treated by a medical specialist at the earliest possible time. A neu-
ropsychologist may be called in to assist in diagnosis, and rehabilitation psychologists
can be helpful in bringing the patient to the optimal level of psychological function-
ing possible under the circumstances.
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Key Themes

In Chapter 1, we reviewed seven key themes that pervade cognitive psychology. Sev-
eral of them are relevant here.

One is relative emphases on biological and behavioral mechanisms. The mecha-
nisms described in this chapter are primarily biological, but a major goal of biological
researchers is to discover how behavior relates to these biological mechanisms. For
example, they study how the hippocampus enables learning. Thus, biology and be-
havior work together. They are not in any way mutually exclusive.

A second relevant theme is the nature-nurture distinction. One comes into the
world with many biological structures and mechanisms in place. But nurture acts to
develop them and enable them to reach their potential. The existence of the cerebral
cortex is a result of nature, but the memories stored in it derive from nurture. As
stated in Chapter 1, nature does not act alone. Rather, its marvels unfold through the
interventions of nurture.

A third relevant theme is basic versus applied research. Much of the research in
biological approaches to cognition is basic. But this basic research later enables us, as
cognitive psychologists, to make applied discoveries. For example, to understand how
to treat and, hopefully, help individuals with brain damage, cognitive neuropsycholo-
gists first must understand the nature of the damage and its pervasiveness. Many
modern antidepressants, for example, affect the reuptake of serotonin in the nervous
system. By inhibiting reuptake, they increase serotonin concentrations and ultimately
increase feelings of well-being. Interestingly, applied research can help basic research
as much as basic research can help applied research. In the case of antidepressants, for
example, scientists knew the drugs worked before they knew exactly how they
worked. Applied research in creating the drugs helped the scientists understand the
biological mechanisms underlying the success of the drugs in relieving symptoms of
depression.

People who have strokes on the left side of their brain have some difficulties in
language, whereas those who have strokes on the right side typically have minimal
language interferences. Readers who know people who have had strokes might have
noticed this. This is because our language center is generally located on the left side
of our brain.

Summary

1. What are the fundamental structures and pro-
cesses of the human brain? The nervous sys-

2. How do researchers study the major structures

and processes of the brain? For centuries scien-

tem, governed by the brain, is divided into two
main parts: the central nervous system, consisting
of the brain and the spinal cord, and the periph-
eral nervous system, consisting of the rest of the
nervous system (e.g., the nerves in the face, legs,
arms, and viscera).

tists have viewed the brain by dissecting it. Mod-
ern dissection techniques include the use of elec-
tron microscopes and sophisticated chemical
analyses to probe the mysteries of individual cells
of the brain. Additionally, surgical techniques on
animals (e.g., the use of selective lesioning and
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single-cell recording) often are used. On humans,
studies have included electrical analyses (e.g.,
electroencephalograms and event-related poten-
tials), studies based on the use of X-ray techniques
(e.g., angiograms and computed tomograms),
studies based on computer analyses of magnetic
fields within the brain (magnetic resonance imag-
ing), and studies based on computer analyses of
blood flow and metabolism within the brain (pos-
itron emission tomography and functional mag-
netic resonance imaging).

What have researchers found as a result of
studying the brain? The major structures of the
brain may be categorized as those in the forebrain
(e.g., the all-important cerebral cortex and the
thalamus, the hypothalamus, and the limbic sys-
tem, including the hippocampus), the midbrain
(including a portion of the brainstem), and the
hindbrain (including the medulla oblongata, the
pons, and the cerebellum). The highly convoluted
cerebral cortex surrounds the interior of the brain
and is the basis for much of human cognition. The
cortex covers the left and right hemispheres of the

brain. They are connected by the corpus callosum.
In general, each hemisphere contralaterally con-
trols the opposite side of the body. Based on exten-
sive split-brain research, many investigators be-
lieve that the two hemispheres are specialized: In
most people, the left hemisphere seems primarily
to control language. The right hemisphere seems
primarily to control visuospatial processing. The
two hemispheres also may process information dif-
ferently. Another way to view the cortex is iden-
tify differences among four lobes. Roughly speak-
ing, higher thought and motor processing occur in
the frontal lobe. Somatosensory processing occurs
in the parietal lobe. Auditory processing occurs in
the temporal lobe, and visual processing occurs
in the occipital lobe. Within the frontal lobe, the
primary motor cortex controls the planning, con-
trol, and execution of movement. Within the pa-
rietal lobe, the primary somatosensory cortex is
responsible for sensations in our muscles and skin.
Specific regions of these two cortices can be
mapped to particular regions of the body.

Thinking about Thinking: Factual, Analytical,
Creative, and Practical Questions

1.

How have views of the nature of the relation be-
tween the brain and cognition changed over time?

Briefly summarize the main structures and func-
tions of the brain.

What are some of the reasons that researchers are
interested in finding out the localization of func-
tion in the human brain?

In your opinion, why have the hindbrain, the
midbrain, and the forebrain evolved (across the
human species) and developed (across human
prenatal development) in the sequence men-
tioned in this chapter? Include the main func-
tions of each in your comments.

Researchers already are aware that a deficit of a
neurotransmitter, acetylcholine, in the hippocam-

pus is linked to Alzheimer’s disease. Given the
difficulty of reaching the hippocampus without
causing other kinds of brain damage, how might
researchers try to treat Alzheimer’s disease’?

In your opinion, why is it that some discoveries,
such as that of Marc Dax, go unnoticed? What
can be done to maximize the possibility that key
discoveries will be noticed?

Given the functions of each of the cortical
lobes, how might a lesion in one of the lobes be
discovered?

What is an area of cognition that could be studied
effectively by viewing the structure or function of
the human brain? Describe how a researcher
might use one of the techniques mentioned in
this chapter to study that area of cognition.
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EXPLORING COGNITIVE PSYCHOLOGY

1. How do we perceive stable objects in the environment given variable
stimulation?

2. What are two fundamental approaches to explaining perception?

3. What happens when people with normal visual sensations cannot perceive
visual stimuli?

nose”? How about that you “can’t see the forest for the trees”? Have you ever
listened to your favorite song over and over, trying to decipher the lyrics? In
each of these situations, we call on the complex construct of perception. Perception
is the set of processes by which we recognize, organize, and make sense of the sensa-
tions we receive from environmental stimuli (Epstein & Rogers, 1995; Goodale,
2000a, 2000b; Kosslyn & Osherson, 1995; Marr, 1982; Pomerantz, 2003). Perception
encompasses many psychological phenomena. In this chapter, we focus on visual
perception. It is the most widely recognized and the most widely studied perceptual
modality (system for a particular sense, e.g., touch or smell). To find out about some
of the phenomena of perception, psychologists often study situations that pose prob-
lems in making sense of our sensations.
Consider, for example, the image displayed in Figure 3.1. To most people, the
figure initially looks like a blur of meaningless shadings. A recognizable creature is
staring them in the face, but they may not see it. When people finally realize what is

I Iave you ever been told that you “can’t see something that's right under your

What do you learn about your own perception by trying to identify the object staring at you from this
photo? From Dallenbach, K. M. (1951). A puzzle-picture with a new principle of concealment. Ameri-
can Journal of Psychology, 54, 431-433.
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What perceptual changes would make it easier for you to identify the figure depicted here?

in the figure, they rightfully feel “cowed.” In Figure 3.1, the figure of the cow is hidden
within the continuous gradations of shading that constitute the picture. Before you
recognized the figure as a cow, you correctly sensed all aspects of the figure. But you
had not yet organized those sensations to form a mental percept—that is, a mental
representation of a stimulus that is perceived. Without such a percept of the cow, you
could not meaningfully grasp what you previously had sensed. In Figure 3.2, you will
see shadings as well. These shadings, however, are discrete. In many instances, they
are nothing more than dots. Again, there is a hidden object. If you are dogged in your
pursuit of the hidden object, you will no doubt find it.

The preceding examples show that sometimes we cannot perceive what does ex-
ist. At other times, however, we perceive things that do not exist. For example, notice
the black triangle in the center of the left panel of Figure 3.3. Also note the white
triangle in the center of the right panel of Figure 3.3. They jump right out at you.
Now look very closely at each of the panels. You will see that the triangles are not
really all there. The black that constitutes the center triangle in the left panel looks
darker, or blacker, than the surrounding black. But it is not. Nor is the white central
triangle in the right panel any brighter, or whiter, than the surrounding white. Both
central triangles are optical illusions. They involve the perception of visual informa-
tion not physically present in the visual sensory stimulus. So, sometimes we do not
perceive what is there. Other times, we perceive what is not there. And at still other
times, we perceive what cannot be there. Consider, for example, the winding staircase
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You easily can see the triangles in this figure—or are the tnangles just an illusion? From In Search of the
Human Mind by Robert J. Sternberg, copyright © 1995 by Harcourt Brace & Company. Reproduced
by permission of the publisher.

How can you reach the top of the staircase depicted here?

in Figure 3.4. Follow it around until you reach the top. Are you having trouble reach-
ing the top? This illusion is called a “perpetual staircase.” It seems always to go up,
although this feat is impossible.

The existence of perceptual illusions suggests that what we sense (in our sensory
organs) is not necessarily what we perceive (in our minds). Our minds must be taking
the available sensory information and manipulating that information somehow to
create mental representations of objects, properties, and spatial relationships of our
environments (Peterson, 1999). Moreover, the way we represent these objects will

depend in part on our viewpoint in perceiving the objects (Edelman & Weinshall,
1991; Poggio & Edelman, 1990; Tarr, 1995; Tarr & Biilthoff, 1998). For millennia,
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(a)

(b)

Early m the first century A.D., Roman architect Marcus Vitruvius Polio wrote De Architectura, in which he documented the genius of
the Greek architects Ictinus and Callicrates, who designed the Parthenon (dedicated m 438 B.c.). The columns of the Parthenon actually
bulge slightly in the middle (b) to compensate for the visual tendency to percewe that straight parallel lines (a) seem to curve inward. Sim-
ilarly, the horizontal lines of the beams crossing the top of the columns and the top step of the porch bulge shghtly upward to counteract
the tendency to perceive that they curve slightly downward. In addition, the columns lean ever so slightly mward at the top to compensate
for the tendency to perceive them as spreading out as we gaze upward at them. Vuruuws also described many optical illusions in his trea-
tise on architecture, and contemporary architects consider these distortions of visual perception in their designs today.

people have recognized that what we perceive often differs from the rectilinear sen-
sory stimuli that reach our sense receptors. An example is the use of optical illusions
in the construction of the Parthenon (Figure 3.5). Were the Parthenon actually con-
structed the way it appears to us perceptually (with strictly rectilinear form), its ap-
pearance would be bizarre.

Even though we humans have limited vision and are subject to illusions, we still
are much better able than robots to encode visual displays and make sense of them.
Given the sophistication of current-day robots, what is the source of our superiority?
There may be several, but one is certainly knowledge. We simply know much more
about the environment and sources of regularity in the environment than do robots.
Our knowledge gives us a great advantage that robots, at least of the current day, are
unable to bridge.

Architects are not the only ones to have recognized some fundamental principles
of perception. For centuries, artists have known how to lead us to perceive three-
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dimensional (3-D) percepts when viewing two-dimensional (2-D) images. What are
some of the principles that guide our perceptions of both real and illusory percepts?
First, we consider some of the perceptual information that leads us to perceive 3-D
space from 2-D sensory information. Then we discuss some of the ways in which we
perceive a stable set of percepts. Such stable perception occurs despite constant
changes in the size and shape of what we observe. Then, we move on to theoretical
approaches to perception. Finally, we consider some rare failures in normal visual
perception among people with brain injuries.
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Basics of Vision

Vision begins when light passes through the protective covering of the eye. This
covering, the comnea, is a clear dome that protects the eye. The light then passes
through the pupil, the opening in the center of the iris. Light then passes through the
crystalline lens and the wvitreous humor. The crystalline lens is a transparent membrane
located behind the iris. This membrane can flex or relax to allow one to view objects
both close and at a distance. The vitreous humor is a gel-like substance that comprises
the majority of the eye. The major role of the vitreous humor is to provide support for
the eye. This process results in the refraction, a change in direction and speed, of the
light entering the eye. Refracted light focuses on the retina, a network of neurons
extending over most of the back (posterior) surface of the interior of the eye. The
retina is where electromagnetic light energy is transduced—that is, converted—into
neural electrochemical impulses (Blake, 2000). Although the retina is only about as
thick as a single page in this book, it nevertheless consists of three main layers of
neural tissue.

The first layer of neuronal tissue—closest to the front, outward-facing surface of
the eye—is the layer of ganglion cells, whose axons constitute the optic nerve. The
second layer consists of three kinds of interneuron cells. Amacrine cells and horizon-
tal cells make single lateral connections among adjacent areas of the retina in the
middle layer of cells. Bipolar cells make dual connections forward and outward to the
ganglion cells, as well as backward and inward to the third layer of retinal cells.

The third layer of the retina contains the photoreceptors, which transduce light
energy into electrochemical energy. This energy then can be transmitted by neurons
to the brain. The transmission enables the eye to detect visual stimulation. Ironically,
the photoreceptor cells are the retinal cells farthest from the light source. Light must
pass through the other two layers first. Messages are then passed back outward toward
the front of your eye before traveling to the brain. There are two kinds of photorecep-
tors. The rods are long and thin photoreceptors. They are more highly concentrated
in the periphery of the retina than in the foveal region of the retina, where vision is
most acute. The cones are short and thick photoreceptors. They are more highly
concentrated in the foveal region of the retina than in the periphery. The fovea is a
small, thin region of the retina, the size of the head of a pin that is most directly in
the line of sight. In fact, when you look straight at an object, your eyes rotate so that
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the image falls directly onto the fovea. The visual receptive field of the fovea is ap-
proximately as big as the size of a grape held at arm’s length.

Each cone in the fovea typically has its own ganglion cell, but the rods on the
periphery (outer boundary area) of the retina share ganglion cells with other rods.
Thus, each ganglion cell collecting information from the periphery gathers informa-
tion from many rods. But each ganglion cell from the fovea gathers information from
only one cone, perhaps because of the more complex function of cones with regard to
the processing of color.

Each eye contains roughly 120 million rods and 8 million cones. Rods and cones
differ not only in shape but also in their compositions, locations, and responses to
light. Within the rods and cones are photopigments, chemical substances that react
to light. The photopigments start the complex transduction process that transforms
physical electromagnetic energy into an electrochemical neural impulse that can be
understood by the brain.

The rods, cones, and photopigments within them could not do their work were
they not somehow hooked up to the brain (Sandell, 2000). The neurochemical mes-
sages processed by the rods and cones of the retina travel via the bipolar cells to the
ganglion cells (see Goodale, 2000a, 2000b). As noted earlier, the axons of the gan-
glion cells in the eye collectively form the optic nerve for that eye. The optic nerves
of the two eyes join at the base of the brain to form the optic chiasma. At this point,
the ganglion cells from the inward, or nasal, part of the retina—the part closer to your
nose—cross through the optic chiasma and go to the opposite hemisphere of the
brain. The ganglion cells from the outward, or temporal, area of the retina closer to
your temple, go to the hemisphere on the same side of the body. The lens of each eye
naturally inverts the image of the world as it projects the image onto the retina. In
this way, the message sent to your brain is literally upside-down and backward.

After being routed via the optic chiasma, the ganglion cells then go to the thala-
mus. From the thalamus, neurons carry information to the primary visual cortex in the
occipital lobe of the brain. The visual cortex contains several processing areas. Each
area handles different kinds of visual information relating to intensity and quality, in-
cluding color, location, depth, pattern, and form. Let us consider in more detail how the
cortex processes color information through the workings of the rods and the cones.

We have two separate visual systems. One, responsible for vision in dim light,
depends on the rods. The other, responsible for vision in brighter light, depends on
the cones (Durgin, 2000).

Some Basic Concepts of Perception

If a tree falls in the forest and no one is around to hear it, or, for that matter, to see
it, does it make a sound? An answer to this old riddle can be found by placing the
riddle in the context of perception. In his influential and controversial work, James
Gibson (1966, 1979) provided a useful framework for studying perception. He intro-
duced the concepts of distal (external) object, informational medium, proximal
stimulation, and perceptual object.

The distal (far) object is the object in the external world. In this case, it is the
falling tree. This event imposes a pattern on an informational medium. The informa-
tional medium is the reflected light, sound waves (here, the sound of the falling tree),
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Perceptual Continuum

Perception occurs as environmental objects impart the structure of the informational medium that ulti-
mately impinges on sensory receptors, leading to internal object identification.

DistaL Ogsect

Vision—sight
(e.g., Grandma’s
face)

Audition—sound
(e.g., a falling
tree)

INFORMATIONAL MEDIUM

- Reflected light from Grandma's

face (visible electromagnetic

~ waves)

* Sound waves generated by the

tree’s fall

Olfaction—smell
(e.g., sizzling
bacon)
Gustation—taste
(e.g., a bite of ice
cream)

Molecules released by frying
bacon

Molecules of ice cream both
released into the air and
dissolved in water

PROXIMAL STIMULATION

Photon absorption in the rod and
cone cells of the retina, the recep-

_ tor surface in the back of the eye

Sound wave conduction to the
basilar membrane, the receptor
surface within the cochlea of the
inner ear

" Molecular absorption in the cells

of the olfactory epithelium, the re-
ceptor surface in the nasal cavity

Molecular contact with taste buds,
the receptor cells on the tongue
and soft palate, combined with
olfactory stimulation (see previous
entry)

Touch
(e.g., a computer

keyboard)

Mechanical pressure and vibra-
tion at the point of contact be-
tween the surface of the skin
(epidermis) and the keyboard

Stimulation of various receptor
cells within the dermis, the inner-
most layer of skin

PerceptuaL OBJecT

Grandma'’s face

A falling tree

Bacon

Ice cream

Computer keys

chemical molecules, or tactile (relating to touch) information coming from the envi-
ronment. Thus, the prerequisites for perception of objects in the external world begin
early. They start even before sensory information impinges on our sense receptors
(neural cells that are specialized to receive particular kinds of sensory information).
When the information comes into contact with the appropriate sensory receptors of
the eyes, ears, nose, skin, or mouth, proximal (near) stimulation occurs. Finally, per-
ception occurs when an internal perceptual object in some way reflects the properties
of the external world.

Table 3.1 summarizes this framework for the occurrence of perception. It lists the
various properties of distal objects, informational media, proximal stimuli, and per-
ceptual objects involved in perceiving the environment. To return to the original
question, if a tree falls in the forest and no one is around to hear it, it makes no per-
ceived sound. But it does make a sound. So the answer is yes or no, depending on how
you look at the question.

The question of where to draw the line between perception and cognition, or
even between sensation and perception, arouses much debate. Instead, to be more
productive we should view these processes as part of a continuum. Information flows
through the system. Different processes address different questions. Questions of sen-
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sation focus on qualities of stimulation. Is that shade of red brighter than the red of
an apple? Is the sound of that falling tree louder than the sound of thunder? How well
do one person’s impressions of colors or sounds match someone else’s impressions of
those same colors or sounds? This same color or sound information answers different
questions for perception. These are typically questions of identity and of form, pat-
tern, and movement. Is that red thing an apple? Did I just hear a tree falling? Finally,
cognition occurs as this information is used to serve further goals. Is that apple edible?
Should I get out of this forest?

We never can experience through vision, hearing, taste, smell, or touch exactly
the same set of stimulus properties we have experienced before. Therefore, one fun-
damental question for perception is “How do we achieve perceptual stability in the
face of this utter instability at the level of sensory receptors?” Indeed, given the nature
of our sensory receptors, variation seems necessary for perception.

In the phenomenon of sensory adaptation, receptor cells adapt to constant
stimulation by ceasing to fire until there is a change in stimulation. Through sen-
sory adaptation, we may stop detecting the presence of a stimulus. This mechanism
ensures that sensory information is changing constantly. Because of sensory adapta-
tion in the retina (the receptor surface of the eye), our eyes constantly are making
tiny rapid movements. These movements create constant changes in the location
of the projected image inside the eye. To study visual perception, scientists devised
a way to create stabilized images. Such images do not move across the retina be-
cause they actually follow the eye movements. The use of this technique has con-
firmed the hypothesis that constant stimulation of the cells of the retina gives the
impression that the image disappears (Ditchburn, 1980; Martinez-Conde, Macknik,
& Hybel, 2004; Riggs & associates, 1953). Thus, stimulus variation is an essential
attribute for perception. It paradoxically makes the task of explaining perception
more difficult.

Perceptual Constancies

The perceptual system deals with variability by performing a rather remarkable
analysis regarding the objects in the perceptual field. For example, picture yourself
walking across campus to your cognitive psychology class. Suppose that two students
are standing outside the door. They are chatting as you approach. As you get closer
to the door, the amount of space on your retina devoted to images of those students
becomes increasingly large. On the one hand, this proximal sensory evidence suggests
that the students are becoming larger. On the other hand, you perceive that the stu-
dents have remained the same size. Why?

Your classmates’ perceived constancy in size is an example of perceptual con-
stancy. Perceptual constancy occurs when our perception of an object remains the
same even when our proximal sensation of the distal object changes (Gillam, 2000).
The physical characteristics of the external distal object are probably not changing.
But because we must be able to deal effectively with the external world, our percep-
tual system has mechanisms that adjust our perception of the proximal stimulus.
Thus, the perception remains constant although the proximal sensation changes. Of
the several kinds of perceptual constancies, here we consider two of the main con-
stancies: size and shape constancies.
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Size constancy is the perception that an object maintains the same size despite
changes in the size of the proximal stimulus. The size of an image on the retina de-
pends directly on the distance of that object from the eye. The same object at two
different distances projects different-sized images on the retina. Some striking illu-
sions can be achieved when our sensory and perceptual systems are misled by the very
same information that usually helps us to achieve size constancy. For example, look
at Figure 3.6. Here we see the Ponzo illusion. In this illusion, two objects that appear
to be of different sizes are actually of the same size. The Ponzo illusion stems from the
depth cue provided by the converging lines. Equivalent image sizes at different depths
usually indicate different-sized objects. Another example is the Miiller-Lyer illusion,
illustrated in Figure 3.7. Here, two line segments that are of the same length appear
to be of different lengths. Finally, compare the two center circles in the pair of circle
patterns in Figure 3.8. Both center circles are actually the same size. But the size of
the center circle relative to the surrounding circles affects perception of the center
circle’s size.

Like size constancy, shape constancy relates to the perception of distances but
in a different way. Shape constancy is the perception that an object maintains the
same shape despite changes in the shape of the proximal stimulus. For example,
Figure 3.9 is an illustration of shape constancy. An object’s perceived shape remains
the same despite changes in its orientation and hence in the shape of its retinal
image. As the actual shape of the pictured door changes, some parts of the door
seem to be changing differentially in their distance from us. It is possible to use

(a) (b)
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We perceive the top line and the top log in a and b as being longer than the bottom line and the bottom log, respectively, although the top
and bottom figures are identical in length. We do so because in the real three-dimensional world, the top line and the log would be larger.
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(a) (b) (c)

In this illusion, too, we tend to view two equally long line segments as being of different lengths. In particular, the vertical line segments
in panels a and c appear shorter than the line segments in panels b and d, although all the line segments are the same size. Oddly enough,
we are not certain why such a simple illusion occurs. Sometimes, the illusion we see in the abstract line segments (panels a and b) is ex-
plained in terms of the diagonal lines at the ends of the vertical segments. These diagonal lines may be implicit depth cues similar to the
ones we would see in our perceptions of the exterior and interior of a building (Coren & Girgus, 1978). In panel c, a view of the exterior
of a building, the sides appear to recede into the distance (with the diagonal lines angling toward the wvertical line segment, as in panel a),
whereas in panel d, a view of the interior of a building, the sides appear to come toward us (with the diagonal lines angling away from the
vertical line segment, as in panel b).

(a) (b)

Guess which center circle is larger (a or b) and then measure the diameter of each one.
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Here, you see a rectangular door and door frame, showing the door as closed, slightly opened, more fully opened, or wide open. Of
course, the door does not appear to be a different shape m each panel. Indeed, it would be odd if you perceived a door to be changing
shapes as you opened it. Yet, the shape of the image of the door sensed by your retinas does change as you open the door. If you look at
the figure, you will see that the drawn shape of the door is different in each panel.

neuropsychological imaging to localize parts of the brain that are used in this shape
analysis. They are in the extrastriate cortex (Kanwisher & associates, 1996, 1997).
Points near the outer edge of the door seem to move more quickly toward us than
do points near the inner edge. Nonetheless, we perceive that the door remains the
same shape.
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Depth Perception

As you move in your environment, you constantly look around. You visually orient
yourself in 3-D space. As you look forward into the distance, you look into the third
dimension of depth. Depth is the distance from a surface, usually using your own body
as a reference surface when speaking in terms of depth perception. Consider what
happens when you transport your body, reach for or manipulate objects, or otherwise
position yourself in your 3-D world. You must use information regarding depth. This
use of depth information even extends beyond the range of your body’s reach. When
you drive, you use depth to assess the distance of an approaching automobile. When
you decide to call out to a friend walking down the street, you determine how loudly
to call. Your decision is based on how far away you perceive your friend to be. How
do you manage to perceive 3-D space when the proximal stimuli on your retinas
comprise only a 2-D projection of what you see?

Refer back to the impossible staircase (see Figure 3.4). Look also at other impos-
sible configurations in Figure 3.10. They are confusing because there is contradictory
depth information in different sections of the picture. Small segments of these impos-
sible figures look reasonable to us because there is no inconsistency in their individual
depth cues (Hochberg, 1978). However, it is difficult to make sense of the figure as a
whole. The reason is that the cues providing depth information in various segments
of the picture are in conflict.

Generally, depth cues are either monocular (mon-, “one”; ocular, “related to the
eyes”) or binocular (bin-, “both,” “two”). Monocular depth cues can be represented
in just two dimensions and observed with just one eye. Figure 3.11 illustrates several
of the monocular depth cues defined in Table 3.2. They include texture gradients,
relative size, interposition, linear perspective, aerial perspective, location in the pic-
ture plane, and motion parallax. Before you read about the cues in either the table or
the figure caption, look just at the figure. See how many depth cues you can decipher
for yourself simply by observing the figure carefully.

Table 3.2 also describes motion parallax, the only monocular depth cue not
shown in the figure. Motion parallax requires movement. It thus cannot be used to
judge depth within a stationary image, such as a picture. Another means of judging
depth involves binocular depth cues, based on the receipt of sensory information in

What cues may lead you to perceive these impossible figures as entirely plausible?
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In The Annunciation (left), Carlo Crivelli masterfully illustrated at least five monocular depth cues: (1, 2) Texture gradients and rela-
tive size: The floor ales appear similar both in front of and behind the figures in the forefront of the cormdor, but the tiles at the front of
the corridor are larger and are spread farther apart than the tiles at the rear. (3) Interposition: The peacock partially blocks our view

of the frieze on the wall to the right of the corridor. (4) Linear perspective: The sides of the wall seem to converge inward toward the

rear of the corridor. (5) Location in the picture plane: The figures at the rear of the corridor are depicted higher in the picture plane than
are the figures at the front of the corridor. M. C. Escher used his mastery of visual perception to create paradoxical depictions such as in
his drawing Waterfall (right). Can you see how he used various monocular depth cues to lead us to perceive the impossible?

three dimensions from both eyes (Parker, Cumming, & Dodd, 2000). Table 3.2 also
summarizes some of the binocular cues used in perceiving depth.

Binocular depth cues utilize the relative positioning of your eyes. Your two eyes
are positioned far enough apart to provide two kinds of information to your brain:
binocular disparity and binocular convergence. In binocular disparity, your two eyes
send increasingly disparate (differing) images to your brain as objects approach you.
Your brain interprets the degree of disparity as an indication of distance from you. In
addition, for objects we view at relatively close locations, we use depth cues based on
binocular convergence. In binocular convergence, your two eyes increasingly turn
inward as objects approach you. Your brain interprets these muscular movements as
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Monocular and Binocular Cues for Depth Perception

Various perceptual cues aid in our perception of the three-dimensional world. Some of these cues can
be observed by one eye alone, whereas others require the use of both eyes.

Cues For DepTH PERCEPTION

Arpears CLOSER

AprpPeARS FARTHER AwAaY

Monocular Depth Cues

Texture gradients

Larger grains, farther apart

Smaller grains, closer together

Relative size

Bigger

Smaller

Interposition

Partially obscures other object

[s partially obscured by other object

Linear perspective

Apparently parallel lines seem to diverge
as they move away from the horizon

Apparently parallel lines seem to converge as
they approach the horizon

Aerial perspective

Location in the picture plane

Images seem crisper, more clearly
delineated

Above the horizon, objects are higher in
the picture plane; below the horizon,
objects are lower in the picture plane

Images seem fuzzier, less clearly delineated

Above the horizon, objects are lower in the
picture plane; below the horizon, objects are
higher in the picture plane

Motion parallax

Binocular Depth Cues

Objects approaching get larger at an
ever-increasing speed (i.e., big and
moving quickly closer)

Objects departing get smaller at an ever-
decreasing speed (i.e., small and moving
slowly farther away)

Binocular convergence

Eyes feel tug inward toward nose

Eyes relax outward toward ears

Binocular disparity

Huge discrepancy between image seen by
left eye and 1mage seen by right eye

Minuscule discrepancy between image seen
by left eye and image seen by right eye

indications of distance from you. Figure 3.12 illustrates how these two processes work.
The brain contains neurons that specialize in the perception of depth. These are, as
one might expect, referred to as binocular neurons. These neurons integrate incoming
information from both eyes to form information about depth. The binocular neurons
are found in the visual cortex (Parker, 2007).

Depth perception may depend upon more than just the distance or depth at
which an object is located relative to oneself. Proffitt and associates (2003, 2006)
reported that the perceived distance to a target is influenced by the effort required to
walk to the location of the target, and that perceived distance to a target location is
greater for people wearing a heavy backpack than for those not wearing such a back-
pack. In other words, there can be an interaction between the perceptual result and
the perceived effort required to reach the object perceived (see also Wilt, Proffitt, &
Epstein, 2004). The more effort one requires to reach something, the farther away it
is perceived to be.

The role of effort is not limited to walking toward something. When they play
well, tennis players report that a tennis ball looks relatively large. Similarly, golfers
say that the cup looks bigger (Wilt & Proffitt, 2005). In both these cases, perceptions
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Distant object

Left Right
eye eye
view view / \
X
Left Right
eye eye
Muscle commands Muscle commands
(strong) (weak)
Neural signals Neural signals
l (strong) l (weak)
close distant
(a) Binocular disparity (b) Binocular convergence

(a) Binocular disparity: The closer an object is to you, the greater the disparity between the views of it as sensed in each of your eyes. You
can test these differing perspectives by holding your finger about an inch from the tip of your nose. Look at it first with one eye covered,
then the other: It will appear to jump back and forth. Now do the same for an object 20 feet away, then 100 yards away. The apparent
jumping, which indicates the amount of binocular disparity, will decrease with distance. Your brain interprets the information regarding
disparity as a cue indicating depth. (b) Binocular convergence: Because your two eyes are in slightly different places on your head, when
you rotate your eyes so that an image falls directly on the central part of your eye, in which you have the greatest visual acuity, each eye
must turn inward slightly to register the same image. The closer the object you are trying to see, the more your eyes must turn mward.
Your muscles send messages to your brain regarding the degree to which your eyes are turning inward, and these messages are interpreted

as cues mdicating depth.
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are in part a function of the quality of performance. Investigators confirmed this phe-
nomenon (Wilt & Proffitt, 2005). They found that batters who hit well perceived the
ball to be bigger than did participants who batted less well.

Depth perception is a good example of how cues facilitate our perception. There
is nothing intrinsic about relative size to indicate that an object that appears smaller
is farther away from us. Rather, the brain uses this contextual information to conclude
that the smaller object is farther away.

Approaches to Object and Form Perception

Viewer-Centered versus Object-Centered Approaches

Right now [ am looking at the computer on which I am typing this text. I depict the
results of what I see as a mental representation. What form does this mental represen-
tation take? There are two common positions regarding the answer to this question.

PRACTICAL

APPLICATIONS
OF COGNITIVE
PSYCHOLOGY

Models and actors often use these depth cues of perception to their advantage while
being photographed. For example, some models only allow certain angles or orienta-
tions to be photographed. A long nose can appear shorter when photographed from
slightly below the facial midline (just look closely at some pictures of Barbara Strei-
sand from different angles) because the bridge of the nose recedes slightly into the
distance. Also, leaning forward a little can make the upper body appear slightly larger
than the lower body, and vice versa for leaning backward. In group pictures, standing
slightly behind another person makes you appear smaller; standing slightly in front
makes you appear larger. Women's swimsuit designers create optical-illusion swimsuits
to enhance different features of the body, making legs appear longer or waists appear
smaller and either enhancing or de-emphasizing bustlines. Some of these processes to
alter perceptions are so basic that many animals have special adaptations designed to
make them appear larger (e.g., the fanning peacock tail) or to disguise their identity
from predators. Take a moment to think about how you could apply perceptual pro-
cesses to your advantage.

One position, viewer-centered representation, is that the individual stores the
way the object looks to him or her. Thus, what matters is the appearance of the object
to the viewer, not the actual structure of the object. The second position, object-
centered representation, is that the individual stores a representation of the object,
independent of its appearance to the viewer. The key similarity between these two
positions is that both can account for how [ represent a given object and its parts. The
key difference is in whether I represent the object and its parts in relation to me
(viewer-centered) or in relation to the entirety of the object itself, independent of my
own position (object-centered).

Consider, for example, my computer. It has different parts: a screen, a keyboard,
a mouse, and so forth. Suppose | represent the computer in terms of viewer-centered
representation. Then its various parts are stored in terms of their relation to me. I see
the screen as facing me at perhaps a 20-degree angle. | see the keyboard facing me
horizontally. I see the mouse off to the right side and in front of me. Suppose, instead,
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that I use an object-centered representation. Then I would see the screen at a 70-
degree angle relative to the keyboard. And the mouse is directly to the right side of
the keyboard, neither in front of it nor in back of it.

One potential reconciliation of these two approaches to mental representation
suggests that people may use both kinds of representations. According to this ap-
proach, recognition of objects occurs on a continuum (Burgund & Marsolek, 2000;
Tarr, 2000; Tarr & Biilthoff, 1995). At one end of this continuum are cognitive
mechanisms that are more viewpoint-centered. At the other end of the continuum
are cognitive mechanisms that are more object-centered. For example, suppose you
see a picture of car that is inverted. How do you know it is a car? Object-centered
mechanisms would recognize the object as a car, but viewpoint-centered mechanisms
would recognize the car as inverted. In general, decomposition of objects into parts
will be useful for recognizing the differences between, say, a Mercedes and a Hyundai
but may not be so useful for recognizing that two different views of a Mercedes are
views of the same car. In the latter case, viewpoint-centered perception may be more
important, as shown in Figure 3.13.

(c)
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Viewpoint-centered mechanisms may be more important in distinguishing two different models of Mercedes-Benz (a and b), whereas
object-centered mechanisms may be more important in distinguishing the Hyundai (c) from either Mercedes model.
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A third orientation in representation is landmark-centered. In landmark-
centered representation, information is characterized by its relation to a well-known
or prominent item. Imagine visiting a new city. Each day you leave your hotel and go
on short trips. It is easy to imagine that you would represent the area you explore in
relation to your hotel. Back to the desk example, in the landmark-centered represen-
tation, the desk may be described in terms of a computer monitor. For example, the
keyboard is arranged in front of the monitor and the mouse is situated to the right of
the monitor.

Evidence indicates that, in the laboratory, participants can switch between these
three strategies. There are, however, differences in brain activation among these
strategies (Committeri & associates, 2004).

The Gestalt Approach

Perception does much more for us than maintain size and shape constancy in depth.
It also organizes objects in a visual array into coherent groups. Kurt Koftka (1886-
1941), Wolfgang Kéhler (1887-1968), and Max Wertheimer (1880-1943) founded
the Gestalt approach to form perception. It was based on the notion that the whole
differs from the sum of its individual parts (see Chapter 1). The Gestalt approach has
proved to be useful particularly for understanding how we perceive groups of objects
or even parts of objects to form integral wholes (Palmer, 1999a, 1999b, 2000; Palmer
& Rock, 1994; Prinzmetal, 1995). According to the Gestalt law of Prignanz, we tend
to perceive any given visual array in a way that most simply organizes the disparate
elements into a stable and coherent form. Thus, we do not merely experience a
jumble of unintelligible, disorganized sensations. For example, we tend to perceive a
focal figure and other sensations as forming a background for the figure on which we
focus.

Consider what happens when you walk into a familiar room. You perceive that
some things stand out (e.g., faces in photographs or posters). Others fade into the
background (e.g., undecorated walls and floors). A figure is any object perceived as
being highlighted. It is almost always perceived against or in contrast to some kind of
receding, unhighlighted (back)ground. Figure 3.14 a illustrates the concept of figure-
ground—what stands out from versus what recedes into the background. You probably
first will notice the light-colored lettering of the word figure; we perceive this light-
colored lettering as the figure against the darker-lettered surrounding ground of the
word ground. Similarly, in Figure 3.14 b, you can see either a white vase against a
black background or two silhouetted faces peering at each other against a white
ground. It is virtually impossible to see both sets of objects simultaneously. Although
you may switch rapidly back and forth between the vase and the faces, you cannot see
them both at the same time.

One of the reasons suggested as to why each figure makes sense is that both figures
conform to the Gestalt principle of symmetry. Symmetry requires that features appear
to have balanced proportions around a central axis or a central point. Table 3.3 and
Figure 3.15 summarize a few of the Gestalt principles of form perception. They in-
clude figure-ground perception, proximity, similarity, continuity, closure, and sym-
metry. Each of these principles supports the overarching law of Prignanz. Each
thereby illustrates how we tend to perceive visual arrays in ways that most simply
organize the disparate elements into a stable and coherent form. Stop for a moment
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(a)
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(b)

In these two Gestalt images (a and b), find which 1s the figure and which is the ground.

and look at your environment. You will perceive a coherent, complete, and continu-
ous array of figures and background. You do not perceive holes in objects where your
textbook occludes (i.e., covers up) your view of them. If your book obscures part of
the edge of a table, you still perceive the table as a continuous entity. You do not see
it as having gaping holes. In viewing the environment, we tend to perceive groupings.
We see groupings of nearby objects (proximity) or of like objects (similarity). We also
see groupings of complete objects rather than partial ones (closure), continuous lines
rather than broken ones (continuity), and symmetrical patterns rather than asym-
metrical ones.

People tend to use Gestalt principles even when they are confronted with novel
stimuli. Palmer (1977) showed participants novel geometric shapes that served as
targets. He then showed them fragments of the shapes. For each fragment, the par-
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of forms.

GeSTALT PRINCIPLES

Gestalt Principles of Visual Perception

PRINCIPLE

The Gestalt principles of proximity, similarity, continuity, closure, and symmetry aid in our perception

FIGURE ILLUSTRATING THE PRINCIPLE

Figure-ground

When perceiving a visual field, some objects
(figures) seem prominent, and other aspects of
the field recede into the background (ground).

Figure 3.14 shows a figure-ground vase, in which
one way of perceiving the figures brings one per-
spective or object to the fore, and another way of
perceiving the figures brings a different object or
perspective to the fore and relegates the former
foreground to the background.

images about their center.

Proximity When we perceive an assortment of objects, we | In Figure 3.15 a, we tend to see the middle four
tend to see objects that are close to each other | circles as two pairs of circles.
as forming a group.

Similarity We tend to group objects on the basis of their In Figure 3.15 b, we tend to see four columns of
similarity. xs and o0s, not four rows of alternating letters.

Continuity We tend to perceive smoothly flowing or con- Figure 3.15 c shows two fragmented curves bisect-
tinuous forms rather than disrupted or discon- ing, which we perceive as two smooth curves,
tinuous ones. rather than as disjointed curves.

Closure We tend to perceptually close up, or complete, | Figure 3.15 d shows only disjointed, jumbled line
objects that are not, in fact, complete. segments, which you close up to see a triangle

and a circle.
Symmetry We tend to perceive objects as forming mirror For example, when viewing Figure 3.15 ¢, a con-

figuration of assorted brackets, we see the assort-
ment as forming four sets of brackets, rather than
eight individual items, because we integrate the
symmetrical elements into coherent objects.

ticipants had to say whether it was part of the original novel geometric shape. Par-
ticipants were quicker to recognize the fragments as part of the original target if they
conformed to Gestalt principles. Consider, for example, a triangle. It exhibits closure.
[t was recognized more quickly as part of the original novel figure than were three line
segments that were comparable to the triangle except that they were not closed. They
thus did not conform to the Gestalt principle. In sum, we seem to use Gestalt prin-
ciples in our everyday perception. We use them whether the figures to which we apply
the principles are familiar or not.

The Gestalt principles of form perception are remarkably simple. Yet they char-
acterize much of our perceptual organization (Palmer, 1992). The Gestalt principles
provide valuable descriptive insights into form and pattern perception. But they offer
few or no explanations of these phenomena. To understand how or why we perceive
forms and patterns, we need to consider explanatory theories of perception.
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The Gestalt principles of form perception include perception of figure-ground, (a) proximity, (b) similarity, (c) continuity, (d) closure,
and (e) symmetry. Each principle demonstrates the fundamental law of law of Pragnanz, which suggests that through perception, we

unify disparate visual stimuli into a coherent and stable whole.

Pattern-Recognition Systems

How do we recognize patterns? For example, how do we recognize faces? One proposal
is that humans have two systems for recognizing patterns (Farah, 1992, 1995; Farah
& associates, 1998). The first system specializes in recognition of parts of objects and
in assembling those parts into distinctive wholes. For example, when you are in a
biology class and notice the elements of a tulip—the stamen, the pistil, and so
forth—you look at the flower through this first system. The second system specializes
in recognizing larger configurations. It is not well equipped to analyze parts of objects
or the construction of the objects. But it is especially well equipped to recognize con-
figurations. For example, if you look at a tulip in a garden and admire its distinctive
beauty and form, you look at the flower through the second system.

The second system would typically be most relevant to the recognition of faces. So
when you spot a friend whom you see on a daily basis, you recognize him or her using
the configurational system. So dependent are you on this system in everyday life that
you might not even notice some major change in your friend’s appearance, such as his
or her having longer hair or having put on new glasses. But the first system can also be
used in face recognition. Suppose you see someone whose face looks vaguely familiar,
but you are not sure who it is. You start analyzing features and then realize it is a friend
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One important topic that is
largely ignored in current cogni-
tive psychology studies is aesthet-
ics: the psychological dimension
anchored at the positive end by
the experience of beauty and the
sublime and at the negative end
by ugliness. One might suppose
that aesthetics is only important in people's apprecia-
tion of the arts (painting, music, dance, etc.), but it
actually permeates our lives. Our choices in clothes,
movies, home furnishings, vacation spots, and even
other people are all strongly influenced by our aes-
thetic reactions to them.

In my lab, we have recently begun to study visual
aesthetics scientifically. In examining the aesthetics of
spatial composition, for example, we show participants
two pictures that differ only in the placement of a sin-

(a)

gle object within a rectangular frame and ask them to
tell us which one they prefer aesthetically. Figure a
shows three such pairs depicting a side view of a wolf
against a plain background. (Before reading further,
please decide which of each pair you find more aes-
thetically pleasing.) We record people’s choices for all
such pairs of positions and facing directions and then
compute the percentage of times each position and
direction is chosen in comparison with all others.

The pattern of results we found is shown in Figure
b, plotting separate curves for the left-facing and right-
facing objects. It exhibits three important effects: a
strong center bias, a strong inward bias, and a weaker
rightward bias. The center bias refers to the preference
for the object to be at or near the center of the frame.
It is reflected in the graph by the fact that both curves
are generally higher near the central position than
near the sides of the frame. This is the reason why you
probably preferred the left picture in the top pair of
Figure a. The inward bias refers to the fact that people
generally prefer a directed object to face into the frame
rather than out of it. It is reflected in the graph by the
asymmetry of the left-facing and right-facing curves: If
the object is off-center on the left side of the frame,
people prefer the right-facing object, but if it is off-
center on the right side of the frame, they prefer the
left-facing object. This is the reason you probably
chose the right picture in the middle pair of Figure a as
more pleasing; they have the same off-center location,
but the wolf faces inward in the right picture and out-
ward in the left one. The rightward bias refers to the fact
that people generally prefer a directed object to face to
the right rather than to the left. It is reflected in the
graph by the fact that the curve for the right-facing
objects is slightly higher than that for the left-facing
objects, the difference being most noticeable at the
central position. This is the reason you may have pre-
ferred the left picture in the bottom pair of Figure a;
they have the same central location in the frame, but
the wolf faces rightward in the left picture.

The center, inward, and rightward biases were
also evident when we gave people a camera and a set
of objects and asked them to take the most aestheti-
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cally pleasing picture they could. If they decided to
place a right-facing object off-center in the frame,
for example, they were much more likely to position
it on the left side of the frame than on the right side.
We find the same biases were present when we gave
people a computer display in which they could con-
trol the position of the object and asked them to
place it in the aesthetically most pleasing position.
We are now examining the framing decisions made
by photographers and painters by measuring the
position and direction of pictures with a single focal
object in real photographs and real paintings sam-
pled from databases on the Internet.

Position in frame

We are also in the process of studying preferences
for the vertical position and size of objects in pictures
of a single focal object. Once we have done that, we
will begin to study the more complex compositional
issues that arise when two or more objects are depicted
in the same picture. The main point of our results thus
far, however, is that aesthetic preferences can be stud-
ied scientifically. Beauty is indeed in the eye of the
beholder, as the old saying goes, but as cognitive scien-
tists, we can understand the perception of beauty just
like any other perceptual phenomenon: by isolating
the important variables and determining how they
combine in the mind of the beholder.

97




98

Chapter 3 ® Perception

you have not seen for 10 years. In this case, you were able to make the facial recognition
only after you analyzed the face by its features. In the end, both configurational and
feature analysis may help in making difficult recognitions and discriminations.

Face recognition occurs, at least in part, in the fusiform gyrus of the temporal lobe
(Gauthier & associates, 2003; Kanwisher, McDermott, & Chun, 1997; Tarr & Cheng,
2003). There is good evidence that there is something special about recognition of
faces, even from an early age. For example, infants track movements of a photograph of
a human face more rapidly than they track movements of stimuli of similar complexity
that are not, however, faces (Farah, 2000a). In one study, experimental participants
were shown sketches of two kinds of objects, faces and houses (Farah & associates,
1998). In each case, the face was paired with the name of the person whom the face
represented and the house was paired with the name of the house’s owner. There were
six pairings per trial. After learning the six pairings, participants were asked to recognize
parts of either the faces or the houses or to recognize the faces or houses as a whole. For
example, they might see just a nose or ear, or just a window or a doorway. Or they might
see a whole face or house. If face recognition is somehow special and especially depen-
dent on the second, configurational system, then people should have more difficulty
recognizing parts of faces than parts of houses. The data are shown in Figure 3.16.

People generally were better at recognizing houses, whether they were presented
in parts or in wholes. But more important, people had relatively more difficulty in
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People have more trouble recognizing parts of faces than whole faces. They recognize parts of houses about as well as they recognize whole
houses, however. From J. W. Tanaka and M. J. Farah, “Parts and Wholes in Face Recognition,” Quarterly Journal of Experimental
Psychology, 46A, pp. 225-245, Fig. 6. Reprinted by permission of the Experimental Psychology Society.
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Normal (center) and distorted faces.

recognizing parts of faces than they had in recognizing whole faces. In contrast, they
did about the same, whether they had to recognize parts of houses or whole houses.
Face recognition, therefore, appears to be special. Presumably, it is especially depen-
dent on the configurational system.

An interesting example of a configurational effect in face recognition occurs
when people stare at distorted faces. If you stare at a distorted face for a while (Figure
3.17) and then stare at a normal face, the normal face will look distorted in the op-
posite direction. For example, if you stare at a face where the eyes are too close to-
gether, when you look at a normal face the eyes will appear too far apart (Leopold &
associates, 2001; Webster & associates, 2004; Zhao & Chubb, 2001). Your knowledge
of faces normally tells you what is a normal face and what is a distorted one, but in
this case, that knowledge is very briefly overridden by your having accustomed your-
self to the distorted face.

Cognitive processing of faces and the emotion of the face can interact. Indeed,
there is some evidence of an age-related “face positivity” effect. In one study, older
but not younger adults were found to show a preference for looking at happy faces and
away from sad or angry faces (Isaacowitz & associates, 2006a, 2006b). Furthermore,
happy faces are rated as more familiar than are either neutral or negative faces
(Lander & Metcalfe, 2007).

There is evidence that emotion increases activation within the fusiform gyrus
when people are processing faces. In one study, participants were shown a face and
asked either to name the person or to name the expression. When asked to name the
expression, participants show increased activation of the fusiform gyrus compared
with when the participants were asked to name the person (Ganel & associates,
2005). Examination of patients with autism provides additional evidence for the
processing of emotion within the fusiform gyrus. Patients with autism have impaired
emotional recognition. Scanning the brains of persons suffering from autism reveals
that the fusiform gyrus is less active then in nonpatient populations.

Patients with autism can learn to identify emotions through an effortful process.
However, this training does not allow identification of emotion to become an auto-

matic process in this population, nor does it increase the activation within the fusi-
form gyrus (Bolte & associates, 2006; Hall, Szechtman, & Nahmias, 2003).
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In another study, participants looked either at houses or faces. The fusiform gyrus
was activated when people looked at the faces but not when they looked at the
houses. Thus, there seems to be true localization of perception in this area for faces as
opposed to other objects that might be perceived (Yovel & Kanwisher, 2004).

Researchers do not all agree that the fusiform gyrus is specialized for face percep-
tion, in contrast to other forms of perception. Another point of view is that this area
is that of greatest activation in face perception, but that other areas also show activa-
tion, albeit at lower levels. Similarly, this or other brain areas that respond maximally
to faces or anything else may still show some activation when perceiving other ob-
jects. In this view, areas of the brain are not all-or-none in what they perceive, but
rather, may be differentially activated, in greater or lesser degrees, depending on what
is perceived (Haxby & associates, 2001; Haxby, Gobbini, & Montgomery, 2004;
O’Toole & associates, 2005).

Another theory concerning the role of the fusiform gyrus is called the expert-
individuation hypothesis. According to this theory, the fusiform gyrus is activated
when one examines items with which one has visual expertise. Imagine that you are
an expert on birds and spend much of your time studying birds. It is expected that you
would be able to differentiate among very similar birds and would have much practice
at such differentiation. As a result, if you are shown five robins, you would likely be
able to tell birds apart. A person without this expertise would likely not be able to
discern among these birds. If your brain was scanned during this activity, activation
in the fusiform gyrus, specifically the right one, would be seen. Such activation is seen
in persons who are experts concerning cars and birds. Even when people are taught
to differentiate among very similar abstract figures, activation of the fusiform gyrus is
observed (Gauthier & associates, 1999, 2000; Rhodes & associates, 2004; Xu, 2005).
This theory is able to account for the activation of the fusiform gyrus when people
view faces because we are, in effect, experts at identifying and examining faces.

Prosopagnosia—the inability to recognize faces—would imply damage of some
kind to the configurational system. But other disabilities, such as an early reading
disability in which a beginning reader has difficulty in recognizing the features that
comprise unique words, might stem from damage to the first, element-based system.
Moreover, processing can move from one system to another. A typical reader may
learn the appearances of words through the first system—element by element—and
then come to recognize the words as wholes. Indeed, some forms of reading disability
might stem from the inability of the second system to take over from the first.

Theoretical Approaches to Perception

Several different theoretical approaches to perception have been described.

Direct Perception

How do you know the letter A when you see it? Easy to ask, hard to answer. Of course,
it’s an A because it looks like an A. What makes it look like an A, though, instead of
like an H? Just how difficult it is to answer this question becomes apparent when you
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TAE CAT

When you read these words, you probably have no difficulty differentiating the A from the H. Look more closely at each of these two let-

ters. What features differentiate them?

look at Figure 3.18. You probably will see the image in Figure 3.18 as the words “THE
CAT.” Yet the H of “THE” is identical to the A of “CAT.” What subjectively feels like
a simple process of pattern recognition is almost certainly quite complex. How do we
connect what we perceive to what we have stored in our minds? Gestalt psychologists
referred to this problem as the Hoffding function (Kohler, 1940). It was named after
nineteenth-century Danish psychologist Harald Hoffding. He questioned whether
perception can be reduced to a simple view of associating what is seen with what is
remembered. An influential and controversial theorist who also questioned associa-
tionism is James ]. Gibson (1904-1980).

According to Gibson's theory of direct perception, the array of information in
our sensory receptors, including the sensory context, is all we need to perceive any-
thing. In other words, we do not need higher cognitive processes or anything else to
mediate between our sensory experiences and our perceptions. Existing beliefs or
higher-level inferential thought processes are not necessary for perception.

Gibson believed that, in the real world, sufficient contextual information over
time usually exists to make perceptual judgments. He claimed that we need not ap-
peal to higher-level intelligent processes to explain perception. For example, Figure
3.19 shows that we do not need to have prior experience with particular shapes to
perceive apparent shapes. Gibson (1979) believed that we use this contextual infor-
mation directly. In essence, we are biologically tuned to respond to it. According to
Gibson, we often observe depth cues such as texture gradients. Those cues aid us to
perceive directly the relative proximity or distance of objects and of parts of objects.
Based on our analysis of the stable relationships among features of objects and settings
in the real world, we directly perceive our environment (Gibson, 1950, 1954/1994;
Mace, 1986). We do not need the aid of complex thought processes.

Such contextual information might not be readily controlled in a laboratory ex-
periment. But such information is likely to be available in a real-world setting. Gib-
son’s model sometimes is referred to as an ecological model (Turvey, 2003). This is
because of Gibson's concern with perception as it occurs in the everyday world (the
ecological environment) rather than in laboratory situations, where less contextual
information is available. Ecological constraints apply not only to initial perceptions
but also to the ultimate internal representations (such as concepts) that are formed
from those perceptions (Hubbard, 1995; Shepard, 1984). Continuing to wave the
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The perception of these apparent amorphous shapes is consistent with James Gibson's direct-perception
view that contextual imformation alone is sufficient for perception to occur, without additional knowledge
or high-level thinking. Prior knowledge about the contexts does not lead to our perception of the triangle or
the pear. From The Legacy of Solomon Asch: Essays in Cognition and Social Psychology by Irving
Rock. Copyright © 1990 by Lawrence Erlbaum Associates. Reprinted by permission.

Gibsonian banner was Eleanor Gibson (1991, 1992). She conducted landmark re-
search in infant perception. She observed that infants (who certainly lack much prior
knowledge and experience) quickly develop many aspects of perceptual awareness,
including depth perception.

Bottom-Up and Top-Down Theories

Theories starting with processing of low-level features are termed bottom-up theo-
ries, which are data-driven (i.e., stimulus-driven) theories. Not all theorists focus on
the sensory data of the perceptual stimulus, however. Many theorists prefer top-down
theories, which are driven by high-level cognitive processes, existing knowledge, and
prior expectations that influence perception (Clark, 2003). These theories then work
their way down to considering the sensory data, such as the perceptual stimulus. Ex-
pectations are important. When people expect to see something, they may see it even
if it is not there or is no longer there. For example, suppose people expect to see a
certain person in a certain location. They may think they see that person, even if they
are actually seeing someone else who looks only vaguely similar (Simons, 1996). Top-
down and bottom-up approaches have been applied to virtually every aspect of cogni-
tion. As applied to perception, there are two major theories of perception. They
manifest the bottom-up and top-down approaches. These theories usually are pre-
sented in opposition to each other. But to some extent they deal with different aspects
of the same phenomenon. Ultimately, a complete theory of perception will need to
encompass both bottom-up and top-down processes.
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Bottom-Up Theories
The four main bottom-up theories of form and pattern perception are template theo-
ries, prototype theories, feature theories, and structural-description theories.

Template Theories

One theory says that we have stored in our minds myriad sets of templates. Templates
are highly detailed models for patterns we potentially might recognize. We recognize a
pattern by comparing it with our set of templates. We then choose the exact template
that perfectly matches what we observe (Selfridge & Neisser, 1960). We see examples
of template matching in our everyday lives. Fingerprints are matched in this way. Ma-
chines rapidly process imprinted numerals on checks by comparing them to templates.
Increasingly, products of all kinds are identified with universal product codes (UPCs or
“bar codes”). They can be scanned and identified by computers at the time of purchase.
Chess players who have knowledge of many games use a matching strategy in line with
template theory to recall previous games (Gobet & Jackson, 2002).

In each of the aforementioned instances, the goal of finding one perfect match
and disregarding imperfect matches suits the task. You would be alarmed to find that
your bank’s numeral-recognition system failed to register a deposit to your account.
Such failure might occur because it was programmed to accept an ambiguous charac-
ter according to what seemed to be a best guess. For template matching, only an exact
match will do. This is exactly what you want from a bank computer. However, con-
sider your perceptual system at work in everyday situations. It rarely would work if you
required exact matches for every stimulus you were to recognize. Imagine, for exam-
ple, needing mental templates for every possible percept of the face of someone you
love. Imagine one for each facial expression, each angle of viewing, each addition or
removal of makeup, each hairdo, and so on.

Letters of the alphabet are simpler than faces and other complex stimuli. Yet
template-matching theories also fail to explain some aspects of the perception of let-
ters. For one thing, such theories cannot easily account for our perception of the
letters and words in Figure 3.18. We identify two different letters (A and H) from only
one physical form. Hoffding (1891) noted other problems. We can recognize an A as
an A despite variations in the size, orientation, and form in which the letter is writ-
ten. Are we to believe that we have mental templates for each possible size, orienta-
tion, and form of a letter? Storing, organizing, and retrieving so many templates in
memory would be unwieldy. Moreover, how could we possibly anticipate and create
so many templates for every conceivable object of perception (Figure 3.20)?

Prototype Theories

The unwieldiness and rigidity of template theories soon led to an alternative explana-
tion of pattern perception: prototype-matching theory. A prototype is a sort of aver-
age of a class of related objects or patterns, which integrates all the most typical (most
frequently observed) features of the class. That is, a prototype is highly representative
of a pattern, but it is not intended as a precise, identical match to any pattern or all
other patterns for which it is a model. A great deal of research has been found to sup-
port the prototype-matching approach (e.g., Franks & Bransford, 1971). The proto-
type model seems to explain perception of configurations. Examples include arrays of
dots, a triangle, a diamond, an F, an M, or a random array (Posner, Goldsmith, &
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Template matching will distinguish between different bar codes but will not recognize that different ver-
sions of the letter A written in different scripts are mdeed both As.

Welton, 1967; Posner & Keele, 1968) and highly simplified line drawings of faces
(Reed, 1972). Prototypes even include rather well-defined faces created by the police
with Identikits, which are often used for witness identification (Solso & McCarthy,
1981; Figure 3.21).

Surprisingly, we seem to be able to form prototypes even when we have never
seen an exemplar that exactly matches the prototype. That is, the prototypes we form
seem to integrate all the most typical features of a pattern. This occurs even when we
have never seen a single instance in which all the typical features are integrated at
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(a) These dot configurations are similar to those used m the experiment by Michael Posner and his colleagues. Michael I. Posner, Ralph
Goldsmith, and Kenneth E. Welton, Jr. (1967), “Perceived Distance and the Classification of Distorted Patterns,” from Journal of Ex-
perimental Psychology, 73(1):28-38. Copyright © 1967 by the American Psychological Association. Reprinted with permission.

(b) These highly simplified drawings of faces are similar to those used by Stephen Reed. Stephen K. Reed (1972), “Pattern Recognition
and Categorization,” Cognitive Psychology, July 1972, 3(3):382—407. Reprinted by permission of Elsevier. (c) These faces are similar
to those created in the experiment by Robert Solso and John McCarthy (1981). Robert Solso and Judith McCarthy (1981), “Prototype
Formation of Faces: A Case of Pseudomemory,” British Journal of Psychology, November 1981, Vol. 72, No. 4, pp. 499-503. Re-
printed by permission of The British Psychological Society. (d) This graph illustrates Solso and McCarthy’s findings, indicating the confi-
dence rating for perceived recognition of each face, including the recognition of a prototypical face never observed by the subjects.

one time (Neumann, 1977). Consider an illustration of this point. Some researchers
generated various series of patterns, such as the patterns in Figure 3.21 a and ¢, based
on a prototype. They then showed participants the series of generated patterns. They
did not show the prototype on which the patterns were based. Later, they again
showed participants the series of generated patterns. They also showed some addi-
tional patterns, including both distracters and the prototype pattern. Under these
conditions, participants not only identified the prototype pattern as being one they
had seen previously (e.g., Posner & Keele, 1968). They also gave particularly high
ratings of their confidence in having seen the prototype previously (Solso & McCar-
thy, 1981).
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Feature Theories

Yet another alternative explanation of pattern and form perception may be found in
feature-matching theories. According to these theories, we attempt to match features of
a pattern to features stored in memory, rather than to match a whole pattern to a
template or a prototype (Stankiewicz, 2003). One such feature-matching model has
been called pandemonium. In it, metaphorical “demons” with specific duties receive
and analyze the features of a stimulus (Selfridge, 1959). Figure 3.22 shows this
model.

Oliver Selfridge’s pandemonium model describes “image demons.” They pass on
a retinal image to “feature demons.” Each feature demon calls out when there are
matches between the stimulus and the given feature. These matches are yelled out at
demons at the next level of the hierarchy, the “cognitive (thinking) demons.” They
shout out possible patterns stored in memory that conform to one or more of the
features noticed by the feature demons. A “decision demon” listens to the pandemo-
nium of the cognitive demons. It decides on what has been seen, based on which
cognitive demon is shouting the most frequently (i.e., which has the most matching
features).

Although Selfridge’s model is one of the most widely known, other feature models
have been proposed. Most also distinguish not only different features but also different
kinds of features, such as global versus local features. Local features constitute the small-
scale or detailed aspects of a given pattern. There is no consensus as to what exactly
constitutes a local feature. Nevertheless, we generally can distinguish such features from
global features, the features that give a form its overall shape. Consider, for example, the
stimuli depicted in Figure 3.23 a and b. These are of the type used in some research on
pattern perception (Navon, 1977). Globally, the stimuli in panels a and b form the let-
ter H. In panel g, the local features (small Hs) correspond to the global ones. In panel
b, comprising many local letter Ss, they do not.

In one study, participants identified the stimuli at either the global or the local
level (Navon, 1977). Consider what happened when the local letters were small and
positioned close together. Participants could identify stimuli at the global level more
quickly than at the local level. Moreover, when participants were required to identify
stimuli at the global level, whether the local features matched the global ones did not
matter. They responded equally rapidly whether the global H was made up of local Hs
or of local Ss. However, now consider what happened when participants were asked
to respond at the local level. They responded more quickly if the global features
agreed with the local ones. In other words, they were slowed down if they had to
identify local Ss combining to form a global H instead of identifying local Hs combin-
ing to form a global H. This pattern of results is called the global precedence effect.

In contrast, when letters are more widely spaced, as in panels a and b of Figure
3.24, the effect is reversed. Then a local-precedence effect appears. That is, the partici-
pants more quickly identify the local features of the individual letters than the global
ones, and the local features interfere with the global recognition in cases of contradic-
tory stimuli (Martin, 1979). Other limitations (e.g., the size of the stimuli) hold as
well, and other kinds of features also influence perception.

Some support for feature theories comes from neurological and physiological re-
search. Researchers used single-cell recording techniques with animals (Hubel &

Wiesel, 1963, 1968, 1979). They carefully measured the responses of individual neu-
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According to Oliver Selfridge's feature-matching model, we recognize patterns by matching observed features to features already stored in
memory. We recognize the patterns for which we have found the greatest number of matches.
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Compare panel a (global Hs made of local Hs) with panel b (global Hs made of local Ss). All the local
letters are tightly spaced. From D. Navon, “Forest Before Trees: The Precedence to Global Features in
Visual Perception,” Cognitive Psychology, July 1977, Vol. 9, No. 3, pp. 353-382. Reprinted by per-
mussion of Elsevier.
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(a) (b)

Compare panels a and b, in which the local letters are widely spaced. In which figure (Figure 3.22 or Fig-
ure 3.23) do you note the global-precedence effect, and in which figure do you note the local-precedence
effect? D Nawvon, “Forest Before Trees: The Precedence to Global Features in Visual Perception,” Cog-
nitive Psychology, July 1977, Vol. 9, No. 3, p. 353-382. Reprinted by permission of Elsevier.

rons in the visual cortex. Then they mapped those neurons to corresponding visual
stimuli for particular locations in the visual field (see Chapter 2). Their research
showed that specific neurons of the visual cortex in the brain respond to varying
stimuli presented to specific regions of the retina corresponding to these neurons.
Each individual cortical neuron, therefore, can be mapped to a specific receptive field
on the retina. A disproportionately large amount of the visual cortex is devoted to
neurons mapped to receptive fields in the foveal region of the retina.
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David Hubel and Torsten Wiesel discovered that cells in our wisual cortex become activated only when they detect the sensation of line
segments of particular orientations. From In Search of the Human Mind by Robert J. Sternberg, copyright © 1995 by Harcourt Brace

& Company. Reproduced by permission of the publisher.

Most of the cells in the cortex do not respond simply to spots of light. Rather,
they respond to “specifically oriented line segments” (Hubel & Wiesel, 1979, p. 9).
What's more, these cells seem to show a hierarchical structure in the degree of com-
plexity of the stimuli to which they respond, somewhat in line with the ideas behind
the Pandemonium model. Consider what happens as the stimulus proceeds through
the visual system to higher levels in the cortex. In general, the size of the receptive
field increases, as does the complexity of the stimulus required to prompt a response.
As evidence of this hierarchy, there were once believed to be just two kinds of visual
cortex neurons (Figure 3.25), simple cells and complex cells (Hubel & Wiesel, 1979),
which were believed to differ in the complexity of the information about stimuli they
processed. This view proved to be oversimplified.

Based on Hubel and Wiesel’s work, other investigators have found feature detec-
tors that respond to corners and angles (DeValois & DeValois, 1980; Shapley & Len-
nie, 1985). In some areas of the cortex, highly sophisticated complex cells fire maxi-
mally only in response to very specific shapes, regardless of the size of the given
stimulus. Examples would be a hand or a face. As the stimulus decreasingly resembles
the optimal shape, these cells are decreasingly likely to fire.

We now know the picture is rather more complex than Hubel and Wiesel imag-
ined. Multiple kinds of cells serve multiple functions. These cells operate partially in
parallel, although we are not conscious of their operation. For example, spatial infor-
mation about locations of perceived objects was found to be processed simultaneously
with information about how contours of the objects are integrated. In other words,
quite complex judgments about what is perceived are made quite early in information
processing, and in parallel (Dakin & Hess, 1999).

Other work on visual perception has identified separate neural pathways in the
cerebral cortex for processing different aspects of the same stimuli (De Yoe & Van
Essen, 1988; Kohler & associates, 1995). They are termed the “what” and “where”
pathways. The “what” pathway descends from the primary visual cortex in the oc-
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cipital lobe (see Chapter 2) toward the temporal lobes. It is mainly responsible for
processing the color, shape, and identity of visual stimuli. The “where” pathway as-
cends from the occipital lobe toward the parietal lobe. It is responsible for processing
location and motion information. Thus, feature information feeds into at least two
different systems for identifying objects and events in the environment.

Once discrete features have been analyzed according to their orientations, how
are they integrated into a form we can recognize as particular objects’

Structural-Description Theory

Consider a means by which we may form stable 3-1) mental representations of objects,
based on the manipulation of a few simple geometric shapes (Biederman, 1987). This
means is a set of 3-D geons (for geometrical ions). They include objects such as bricks,
cylinders, wedges, cones, and their curved axis counterparts (Biederman, 1990/1993b).
According to Biederman’s recognition-by-components (RBC) theory, we quickly
recognize objects by observing the edges of them and then decomposing the objects
into geons. The geons also can be recomposed into alternative arrangements. You
know that a small set of letters can be manipulated to compose countless words and
sentences. Similarly, a small number of geons can be used to build up many basic
shapes and then myriad basic objects (Figure 3.26).

The geons are simple and are viewpoint-invariant (i.e., discernible from various
viewpoints). The objects constructed from geons thus are recognized easily from
many perspectives, despite visual noise. According to Biederman (1993a), his RBC
theory parsimoniously explains how we are able to recognize the general classification
for multitudinous objects quickly, automatically, and accurately. This recognition oc-
curs despite changes in viewpoint. It occurs even under many situations in which the
stimulus object is degraded in some way. Biederman’s RBC theory explains how we
may recognize general instances of chairs, lamps, and faces, but it does not adequately
explain how we recognize particular chairs or particular faces. An example would be
your own face or your best friend’s face.

Biederman himself has recognized that aspects of his theory require further work,
such as how the relations among the parts of an object can be described (Biederman,
1990/1993b). Another problem with Biederman’s approach, and the bottom-up ap-
proach in general, is how to account for the effects of prior expectations and environ-
mental context on some phenomena of pattern perception.

Top-Down Approaches

In contrast to the bottom-up approach to perception is the top-down, constructive
approach (Bruner, 1957; Gregory, 1980; Rock, 1983; von Helmholtz, 1909/1962). In
constructive perception, the perceiver builds (constructs) a cognitive understanding
(perception) of a stimulus. He or she uses sensory information as the foundation for
the structure but also using other sources of information to build the perception. This
viewpoint also is known as intelligent perception because it states that higher-order
thinking plays an important role in perception. It also emphasizes the role of learning
in perception (Fahle, 2003). Some investigators have pointed out that not only does
the world affect our perception but also the world we experience is actually formed
by our perception (Goldstone, 2003). These ideas go back to the philosophy of Im-
manuel Kant. In other words, perception is reciprocal with the world we experience.
Perception both affects and is affected by the world as we experience it.
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Irving Biederman amplified feature-matching theory by proposing a set of elementary components of pat-
terns (a), which he based on wvariations in three-dimensional shapes derived in large part from a cone (b).

For example, picture yourself driving down a road you have never traveled before.
As you approach a blind intersection, you see an octagonal red sign with white let-
tering. [t bears the letters “ST_P.” An overgrown vine cuts between the T and the P.
Chances are, you will construct from your sensations a perception of a stop sign. You
thus will respond appropriately. Similarly, constructivists would suggest that our per-
ceptions of size and shape constancy indicate that high-level constructive processes
are at work during perception. Another type of perceptual constancy can be viewed
as illustrating top-down construction of perception. In color constancy, we perceive
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that the color of an object remains the same despite changes in lighting that alter the
hue. Consider lighting that becomes so dim that color sensations are virtually absent.
We still perceive bananas as yellow, plums as purple, and so on.

According to constructivists, during perception we quickly form and test vari-
ous hypotheses regarding percepts. The percepts are based on three things. The first
is what we sense (the sensory data). The second is what we know (knowledge stored
in memory). The third is what we can infer (using high-level cognitive processes).
In perception, we consider prior expectations. An example would be expecting to
see an approaching friend whom we had arranged to meet. We also use what we
know about the context. Here, an example would be that trains often ride on rail-
road tracks, but airplanes and automobiles usually do not. And we also may use
what we reasonably can infer, based both on what the data are and on what we
know about the data. According to constructivists, we usually make the correct at-
tributions regarding our visual sensations. The reason is that we perform uncon-
scious inference, the process by which we unconsciously assimilate information
from a number of sources to create a perception (Snow & Mattingley, 2003). In
other words, using more than one source of information, we make judgments that
we are not even aware of making.

In the stop-sign example, sensory information implies that the sign is a meaning-
less assortment of oddly spaced consonants. However, your prior learning tells you
something important—that a sign of this shape and color posted at an intersection of
roadways and containing these three letters in this sequence probably means that you
should stop thinking about the odd letters. Instead, you should start slamming on the
brakes. Successful constructive perception requires intelligence and thought in com-
bining sensory information with knowledge gained from previous experience.

One reason for favoring the constructive approach is that bottom-up (data-
driven) theories of perception do not fully explain context effects. Context effects
are the influences of the surrounding environment on perception (e.g., our perception
of “THE CAT” in Figure 3.18). Fairly dramatic context effects can be demonstrated
experimentally (Biederman, 1972; Biederman & associates, 1974; Biederman, Glass,
& Stacy, 1973; De Graef, Christiaens, & D’Ydewalle, 1990). In one study, people
were asked to identify objects after they had viewed the objects in either an appropri-
ate or an inappropriate context for the items (Palmer, 1975). For example, partici-
pants might see a scene of a kitchen followed by stimuli such as a loaf of bread, a
mailbox, and a drum. Objects that were appropriate to the established context, such
as the loaf of bread in this example, were recognized more rapidly than were objects
that were inappropriate to the established context. The strength of the context also
plays a role in object recognition (Bar, 2004).

Perhaps even more striking is a context effect known as the configural-superiority
effect (Bar, 2004; Pomerantz, 1981), by which objects presented in certain configura-
tions are easier to recognize than the objects presented in isolation, even if the objects
in the configurations are more complex than those in isolation. Suppose you show a
participant four stimuli, all of them diagonal lines. Three of the lines are slanting one
way, and one line is slanting the other way. The participant’s task is to identify which
stimulus is unlike the others (Figure 3.27 a). Now suppose that you show participants
four stimuli. All of them comprise three lines (Figure 3.27 ¢). Three of the stimuli are
shaped like triangles. One is not. In each case, the stimulus is a diagonal line (see
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(a) (b)

Subjects more readily perceive differences among integrated configurations comprising multiple lines (c) than they do solitary lines (a). In

this figure, the lines in panel b are added to the lines in panel a to form shapes in panel c, thereby making panel c more complex than

panel a.

Figure 3.27 a) plus other lines (Figure 3.27 b). Thus, the stimuli in this second condi-
tion are more complex variations of the stimuli in the first condition. Participants can
more quickly spot which of the three-sided figures is different from the others than
they can spot which of the lines is different from the others.

In a similar vein, there is an object-superiority effect, in which a target line that
forms a part of a drawing of a 3-D object is identified more accurately than a target
that forms a part of a disconnected 2-D pattern (Lanze, Weisstein, & Harris, 1982;
Weisstein & Harris, 1974). These findings parallel findings in the study of letter and
word recognition.

The viewpoint of constructive or intelligent perception shows the central rela-
tion between perception and intelligence. According to this viewpoint, intelligence
is an integral part of our perceptual processing. We do not perceive simply in terms of
what is “out there in the world.” Rather, we perceive in terms of the expectations and
other cognitions we bring to our interaction with the world. In this view, intelligence
and perceptual processes interact in the formation of our beliefs about what it is that
we are encountering in our everyday contacts with the world at large.

An extreme top-down position would drastically underestimate the importance
of sensory data. If it were correct, we would be susceptible to gross inaccuracies of
perception. We frequently would form hypotheses and expectancies that inadequately
evaluated the sensory data available. For example, if we expected to see a friend and
someone else came into view, we might inadequately consider the perceptible differ-
ences between the friend and a stranger. Thus, an extreme constructivist view of
perception would be highly error-prone and inefficient. However, an extreme bottom-
up position would not allow for any influence of past experience or knowledge on
perception. Why store knowledge that has no use for the perceiver? Neither extreme



114

Chapter 3 ® Perception

is ideal for explaining perception. It is more fruitful to consider ways in which
bottom-up and top-down processes interact to form meaningful percepts.

Synthesizing Bottom-Up and Top-Down Approaches

Both theoretical approaches have been able to garner empirical support (cf. Cutting
& Kozlowski, 1977, vs. Palmer, 1975). So how do we decide between the two? On one
level, the constructive-perception theory, which is more top-down, seems to contra-
dict direct-perception theory, which is more bottom-up. Constructivists emphasize
the importance of prior knowledge in combination with relatively simple and am-
biguous information from the sensory receptors. In contrast, direct-perception theo-
rists emphasize the completeness of the information in the receptors themselves.
They suggest that perception occurs simply and directly. Thus, there is little need for
complex information processing.

Instead of viewing these theoretical approaches as incompatible, we may gain
deeper insight into perception by considering the approaches to be complementary.
Sensory information may be more richly informative and less ambiguous in interpret-
ing experiences than the constructivists would suggest. But it may be less informative
than the direct-perception theorists would assert. Similarly, perceptual processes may
be more complex than hypothesized by Gibsonian theorists. This would be particu-
larly true under conditions in which the sensory stimuli appear only briefly or are
degraded. Degraded stimuli are less informative for various reasons. For example, the
stimuli may be partially obscured or weakened by poor lighting. Or they may be in-
complete, or distorted by illusory cues or other visual “noise” (distracting visual
stimulation analogous to audible noise). We likely use a combination of information
from the sensory receptors and our past knowledge to make sense of what we perceive.
Some experimental evidence supports this integrated view (Treue, 2003; van Zoest &
Donk, 2004; Wolfe & associates, 2003 ).

Recent work suggests that, whereas the very first stage of the visual pathway rep-
resent only what is in the retinal image of an object, very soon, color, orientation,
motion, depth, spatial frequency, and temporal frequency are represented. Later-stage
representations emphasize the viewer’s current interest or attention. In other words,
the later-stage representations are not independent of our attentional focus. On the
contrary, they are directly affected by it (Maunsell, 1995). Moreover, vision for differ-
ent things can take different forms. Visual control of action is mediated by cortical
pathways that are different from those involved in visual control of perception
(Ganel & Goodale, 2003). In other words, when we merely see an object, such as a
cell phone, we process it differently than if we intend also to pick up the object. In
general, according to Ganel and Goodale (2003), we perceive objects holistically. But
if we plan to act on them, we perceive them more analytically so that we can act in
an effective way.

To summarize, current theories concerning the ways we perceive patterns explain
some, but not all, of the phenomena we encounter in the study of form and pattern
perception. Given the complexity of the process, it is impressive that we understand
as much as we do. At the same time, clearly a comprehensive theory is still some way
off. Such a theory would need to account fully for the kinds of context effects de-
scribed here.
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Deficits in Perception

Agnosias and Ataxias

In general, what are the visual pathways in the brain? One hypothesis is that there
are two distinct visual pathways, one for identifying objects, the other for pinpointing
where objects are located in space (Ungerleider & Haxby, 1994; Ungerleider & Mish-
kin, 1982). The investigators referred to this as the what/where hypothesis. This divi-
sion is based on research that was carried out with monkeys. In particular, a group of
monkeys with lesions in the temporal lobe were able to indicate where things were
but seemed unable to recognize what they were. In contrast, monkeys with lesions in
the parietal lobe were able to recognize what things were but not where they were.

An alternative interpretation of the visual pathways has suggested that the two
pathways refer not to what things are and to where they are, but rather to what they
are and how they function. This is known as the what/how hypothesis (Goodale &
Milner, 2004; Goodale & Westwood, 2004). This hypothesis argues that spatial infor-
mation about where something is located in space is always present in visual informa-
tion processing. What differs between the two pathways is whether the emphasis is
on identifying what an object is or, instead, on how we can situate ourselves so as to
grasp the objects. Thus, the question here is whether it is more important to know
what the object is or how to reach for it.

Two kinds of processing deficits support the what/how hypothesis. Consider first the
“what.” Clearly, cognitive psychologists learn a great deal about normal perceptual
processes by studying perception in normal participants. In addition, however, we also
often gain understanding of perception by studying people whose perceptual processes
differ from the norm (Farah, 1990; Weiskrantz, 1994). An example would be people
who suffer from an agnosia, a severe deficit in the ability to perceive sensory informa-
tion (Moscovitch, Winocur, & Behrmann, 1997). There are many kinds of agnosias.
Not all of them are visual. Here we focus on a few specific inabilities to see forms and
patterns in space. People with visual agnosia have normal sensations of what is in front
of them, but they cannot recognize what they see. Agnosias often are caused by brain
lesions (Farah, 1990, 1999). Another major cause of agnosia is restricted oxygen to ar-
eas of the brain. Oxygen depravation is frequently the result of traumatic brain injury
(Zoltan, 1996). Agnosias are associated with damage to the border of the temporal and
occipital lobes. People with these deficits have trouble with the “what” pathway.

Sigmund Freud (1953), who specialized in neurology in his medical practice be-
fore he developed his psychodynamic theory of personality, observed that some of his
patients were unable to identify familiar objects. Nevertheless, they seemed to have
no particular psychological disturbance or discernible damage to their visual abilities.
In fact, people who suffer from visual-object agnosia can sense all parts of the visual
field, but the objects they see do not mean anything to them (Kolb & Whishaw,
1985). For example, one agnosic patient, on seeing a pair of eyeglasses, noted first that
there was a circle, then that there was another circle, then that there was a crossbar,
and finally guessed that he was looking at a bicycle. A bicycle does, indeed, comprise
two circles and a crossbar (Luria, 1973). Lesions in particular visual areas of the cor-
tex may be responsible for visual-object agnosia.
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Disturbance in the temporal region of the cortex can lead to simultagnosia. In
simultagnosia, an individual is unable to pay attention to more than one object at a
time. For instance, if you were simultagnosic and you were to look at Figure 3.28 a,
you would not be able to see each of the objects depicted. Rather, you might report
seeing the hammer but not the other objects (Williams, 1970). In spatial agnosia, a
person has severe difficulty in negotiating the everyday environment. For example, a
spatial agnosic can get lost at home, make wrong turns en route to familiar locations,
and fail to recognize even the most familiar landmarks. Such individuals also seem to
have great difficulty drawing the symmetrical features of symmetrical objects (Hea-
ton, 1968). This disorder seems to stem from lesions in the parietal lobe of the brain.
Prosopagnosia, mentioned earlier, results in a severely impaired ability to recognize
human faces (Farah & associates, 1995; Feinberg & associates, 1994; McNeil & War-
rington, 1993; Young, 2003). A prosopagnosic, for example, might not even be able
to recognize her or his own face in the mirror. Furthermore, there are even extremely
rare cases of prosopagnosics who cannot recognize human faces but who can recognize
the faces of their farm animals. The problem thus appears to be extremely specific to
human faces (McNeil & Warrington, 1993). This fascinating disorder has spawned
much research on face identification. It has become the latest “hot topic” in visual
perception (Damasio, 1985; Farah & associates, 1995; Farah, Levinson, & Klein,
1995; Haxby & associates, 1996). The functioning of the right-hemisphere fusiform
gyrus is strongly implicated in prosopagnosia. In particular, the disorder is associated
with damage to the right temporal lobe of the brain. To complicate things, prosopag-
nosia can take different forms. Sometimes, other domains of expertise, such as names
of familiar animals, are affected, rather than human faces. So the disorder may not be
exclusively in failure of face recognition, as once was thought. Prosopagnosia in par-
ticular and agnosia in general are obstacles that persist over time. In one particular

When you view this figure, you see various objects overlapping. People with simultagnosia cannot see
more than one of these objects at any one time. From Sensation and Perception by Stanley Coren and
Lawrence M. Ward, copyrght © 1989 by Harcourt Brace & Company. Reproduced by permission of
the publisher.
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case, a woman who sustained carbon-monoxide toxicity began to suffer from agnosia,
including prosopagnosia. After 40 years, this woman was reevaluated and still dem-
onstrated these deficits. These findings reveal the lasting nature of agnosia (Sparr &
associates, 1991).

There are other types of agnosias as well. One type is auditory agnosia, which is
an impairment in the ability to recognize certain sounds. One patient, C.N., was re-
ported to be unable to distinguish different types of music. She could not recognize
melodies from her own collection of records and also could not tell whether two
melodies were the same or different (Peretz & associates, 1994).

Recent research has suggested that auditory agnosia may be neurologically differ-
ent from music agnosia (Ayotte & associates, 2000; Peretz, 1996). Behaviorally, audi-
tory and music agnosia can be dissociated (Vignolo, 2003). In some patients, the
ability to recognize known music is impaired. In others, the ability to recognize spe-
cific nonmusical sounds is impaired.

Two other kinds of agnosias pertain to object recognition (Gazzaniga, Ivry, &
Mangun, 2002). Apperceptive agnosia is a failure in object recognition that is linked to
a failure in perceptual processing. Associative agnosia is the ability to represent objects
visually but not to be able to use this information to recognize things. Thus, in asso-
ciative agnosia, the problem is not in perceptual processing but rather in associative
cognitive processes operating on perceptual representations (Anaki & associates,
2007). A final type of agnosia to be described here is color agnosia. Color agnosia is
the inability to name colors without a corresponding loss in the ability to perceive the
colors (Nijboer & associates, 2007; Nijboer, van Zandvoort, & de Haan, 2007; Wood-
ward & associates, 1999).

A different kind of perceptual deficit is associated with damage to the “how”
pathway. This deficit is optic ataxia, which is an impairment in the ability to use the
visual system to guide movement (Himmelbach & Karnath, 2005). People with this
deficit have trouble reaching for things. All of us have had the experience of trying
to grab something in the dark. For example, I dread leaving off the lights on my house
because then when I get home, I cannot see the keyhole and have to grope with my
key for the keyhole, often taking quite a while to find it. Someone with optic ataxia
has this problem even with a fully lit visual field. The “how” pathway is impaired.

This kind of extreme specificity of deficits leads to questions about specialization.
Specifically, are there distinct processing centers or modules for particular perceptual
tasks? This question goes beyond the separation of perceptual processes along differ-
ent sensory modalities (e.g., the differences between visual and auditory perception).
Modular processes are those that are specialized for particular tasks. They may involve
only visual processes (as in color perception), or they may involve an integration of
visual and auditory processes (as in certain aspects of speech perception that are dis-
cussed in Chapter 10).

Jerry Fodor, an influential modern philosopher, has written a book entirely de-
voted to the delineation of the necessary characteristics of modular processes. For
some processes to be truly modular, the following properties must exist. First, the
modules must work fast and their operation must be mandatory. Second, modules
have characteristically shallow outputs (i.e., yielding basic categorizations). Central
access to the module’s computations is limited. It is not subject to conscious atten-
tional influences. Third, modules are domain specific. They are fine-tuned with re-
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spect to the kinds of information used. Information does not necessarily flow freely
across various modules. It is sometimes referred to as “encapsulated.” Finally, modules
are supported by fixed neural architectures and therefore suffer characteristic break-
down patterns. Thus, for face perception to be considered a truly modular process, we
would need to have further evidence of domain specificity and informational encap-
sulation. That is, other perceptual processes should not contribute to, interfere with,
or share information with face perception. Moreover, the neurological basis of prosop-
agnosia 1s not well understood.

Although cognitive psychologists are intrigued by the fact that a few people are
prosopagnosic, they are even more fascinated by the fact that most of us are not. Just
how do you recognize your mother or your best friend? In addition, how do you rec-
ognize the much simpler and less dynamic forms and patterns of the letters and words
in this sentence? This chapter has considered just a few of the many aspects of percep-
tion that interest cognitive psychologists. Of particular note are the cognitive pro-
cesses by which we form mental representations of what we sense. These representa-
tions use prior knowledge, inferences, and specialized cognitive operations to make
sense of our sensations.

Anomalies in Color Perception

Another kind of deficit in perception is a deficit in color perception. This deficit is
much more common in men than in women. It is genetically linked. This deficit is
different than color agnosia. In color agnosia, previously discussed, the person can
still perceive a color; however, he or she cannot name it. When a deficit in color
perception exists, one cannot detect differences in colors. Deficits in color perception
are generally lifelong and do not, as color agnosia does, develop as a result of injury.
There are several kinds of color deficiency, which are sometimes referred to as
kinds of “color blindness.” However, only one kind represents true color blindness—
that in which people cannot see any color at all. People suffering from this most se-
vere difficulty have what is referred to as monochromacy. Persons who suffer from
deficits in color perception to a lesser degree than monochromacy have what is re-
ferred to as dichromacy. In dichromacy, one of the mechanisms for color perception is
malfunctioning. The result of this malfunction is one of the following color percep-
tion deficits. The most common is red-green color blindness. People with this form of
color-blindness have difficulty in distinguishing red from green, although they may be
able to distinguish, say, dark red from light green. People with this form of color blind-
ness experience either of two syndromes (Visual disabilities: Color-blindness, 2004).
One kind is protanopia, which is the extreme form of red-green color blindness.
People with this syndrome have trouble seeing the very long wavelengths—namely,
reds. These reds appear to them more as beiges, but darker than they really are. The
greens look similar to the reds. Protanomaly is a less extreme form of red-green color
blindness. The second kind of red-green color blindness is deuteranopia. People with this
syndrome have trouble seeing medium wavelengths—namely, greens. Deuteranomaly is
a less serious form of this condition. Although people with deuteranomaly do not see
reds and greens the way normal people do, they still usually can distinguish them.
Much less common than red-green color blindness is blue-yellow color blindness.
People with this form of color blindness have difficulty distinguishing between blues



and yellows. Tritanopia is insensitivity to short wavelengths—the blues. Blues and
greens can be confused, but yellows also can seem to disappear or to appear as light
shades of reds.

Least common of all is rod monochromacy, also called achromacy. People with this
condition have no color vision at all. It is thus the only true form of pure color blind-
ness. People with this condition have cones that are nonfunctional. They see only
shades of gray, as a function of their vision through the rods of the eye.

Akinetopsia and Achromatopsia

Alinetopsia is a selective loss of motion perception (Gazzaniga, Ivry, & Mangun,
2002). In this disorder, an individual is unable to perceive motion. Rather, motion
appears instead as a series of snapshots. The deficit appears to be extremely rare (Zihl,
von Cramon, & Mai, 1983). The deficit appears to occur only in cases of severe bi-
lateral damage to the temporoparietal cortices. It is a result of a lesion in the prestri-
ate cortex.

Achromatopsia is a hereditary disorder that results in the absence of cones in the
retina. People with this syndrome rely on rods for their vision. They lack color vision
and have trouble seeing details. The incidence is estimated at roughly 1 in 33,000
people (What is achromatopsia? 2007).

Key Themes

Several key themes, as outlined in Chapter 1, emerge in our study of perception. The
first theme is that of rationalism versus empiricism. How much of the way we perceive
can be understood as due to some kind of order in the environment that is relatively
independent of our perceptual mechanisms? In the Gibsonian view, much of what we
perceive derives from the structure of the stimulus, independent of our experience
with it. In contrast, in the view of constructive perception, we construct what we
perceive. We build up mechanisms for perceiving based on our experience with the
environment. As a result, our perception is influenced at least as much by our intel-
ligence as it is by the structure of the stimuli we perceive.

The second important theme is that of basic versus applied research. Research on
perception has many applications, such as in understanding how we can construct
machines that perceive. The United States Postal Service, for example, relies heavily
on machines that read zip codes on mailed items. To the extent that the machines are
inaccurate, mail risks going astray. These machines cannot rely on strict template
matching because people write numbers in different ways. So the machines must do
at least some feature analysis. A second example of an application of perception re-
search is in human factors. Human-factors researchers design machines and user in-
terfaces to be user-friendly. An automobile driver or airplane pilot sometimes needs
to make split-second decisions. The cockpits thus must have instrument panels that
are well lighted, easy to read, and accessible for quick action.

The third theme is that of domain generality versus domain specificity. Perhaps
nowhere is this theme better illustrated than in research on face recognition. Is there

Key Themes
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something special about face recognition? It appears so. Yet many of the mechanisms
that are used for face recognition are used for other kinds of perception as well. Thus,
it appears that perceptual mechanisms may be mixed—some general across domains,
others specific to domains such as face recognition.

Stand at one end of a room and hold your thumb up to your eye so that it is the
same size as the door on the opposite side of the room. Do you really think that your
thumb is as large as a door? No. You know that your thumb is close to you, so it just
looks as large as the door. There are numerous cues in the room to tell you that the
door is farther away from you than your thumb is. In your mind, you make the door
much larger to compensate for the distance away from you. Consistent with a theme
mentioned at the beginning of the chapter, knowledge is a key to perception. You
know that your thumb and the door are not the same size, so you are able to use this
knowledge to correct for what you know is not so.

Summary

1.

How do we perceive stable objects in the envi-
ronment, given variable stimulation? Percep-
tual experience involves four elements: distal ob-
ject, informational medium, proximal stimulation,
and perceptual object. Proximal stimulation is
constantly changing because of the variable na-
ture of the environment and physiological pro-
cesses designed to overcome sensory adaptation.
Perception therefore must address the fundamen-
tal question of constancy.

Perceptual constancies (e.g., size and shape
constancy) result when our perceptions of objects
tend to remain constant. That is, we see constan-
cies even as the stimuli registered by our senses
change. Some perceptual constancies may be gov-
erned by what we know about the world. For ex-
ample, we have expectations regarding how recti-
linear structures usually appear. But constancies
also are influenced by invariant relationships
among objects in their environmental context.

One reason we can perceive 3-D space is the
use of binocular depth cues. Two such cues are
binocular disparity and binocular convergence.
Binocular disparity is based on the fact that each of
two eyes receives a slightly different image of the
same object as it is being viewed. Binocular con-
vergence is based on the degree to which our two
eyes must turn inward toward each other as objects
get closer to us. We also are aided in perceiving

depth by monocular depth cues. These cues in-
clude texture gradients, relative size, interposition,
linear perspective, aerial perspective, height in the
picture plane, and motion parallax. One of the
earliest approaches to form and pattern perception
is the Gestalt approach to form perception. The
Gestalt law of Prignanz has led to the explication
of several principles of form perception. These
principles include figure-ground, proximity, simi-
larity, closure, continuity, and symmetry. They
characterize how we perceptually group together
various objects and parts of objects.

What are two fundamental approaches to ex-
plaining perception? Perception is the set of
processes by which we recognize, organize, and
make sense of stimuli in our environment. It
may be viewed from either of two basic theoreti-
cal approaches: top-down, constructive percep-
tion, or bottom-up, direct perception. The view-
point of constructive (or intelligent) perception
asserts that the perceiver essentially constructs
or builds up the stimulus that is perceived. He or
she does so by using prior knowledge, contextual
information, and sensory information. In con-
trast, the viewpoint of direct perception asserts
that all the information we need to perceive is in
the sensory input (such as from the retina) that
we receive.



Thinking about Thinking: Factual, Analytical, Creative, and Practical Questions

Three of the main bottom-up theoretical ap-
proaches to pattern perception include template-
matching theories, prototype-matching theories,
and feature-matching theories. Some support for
feature-matching theories comes from neurophys-
iological studies identifying what are called “fea-
ture detectors” in the brain. It appears that vari-
ous cortical neurons can be mapped to specific
receptive fields on the retina. Differing cortical
neurons respond to different features. Examples of
such features are line segments or edges in various
spatial orientations. Visual perception seems to
depend on three levels of complexity in the corti-
cal neurons. Each level of complexity seems to be
further removed from the incoming information
from the sensory receptors. Another bottom-up
approach, the recognition-by-components (RBC)
theory, more specifically delineates a set of fea-
tures involved in form and pattern perception.

Bottom-up approaches explain some aspects
of form and pattern perception. Other aspects re-
quire approaches that suggest at least some degree of
top-down processing of perceptual information. For
example, top-down approaches better but incom-
pletely explain such phenomena as context effects,
including the object-superiority effect and the word-
superiority effect.

An alternative to both these approaches inte-
grates features of each. [t suggests that perception
may be more complex than direct-perception
theorists have suggested, yet perception also may
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involve more efficient use of sensory data than
constructive-perception theorists have suggested.
Specifically, a computational approach to percep-
tion suggests that our brains compute 3-D percep-
tual models of the environment based on infor-
mation from the 2-D sensory receptors in our
retinas.

What happens when people with normal visual
sensations cannot perceive visual stimuli? Ag-
nosias, which are usually associated with brain le-
sions, are deficits of form and pattern perception.

They cause afflicted people to be insuffi-
ciently able to recognize objects that are in their
visual fields, despite normal sensory abilities. Peo-
ple who suffer from visual-object agnosia can
sense all parts of the visual field. But the objects
they see do not mean anything to them. Individu-
als with simultagnosia are unable to pay attention
to more than one object at a time. People with
spatial agnosia have severe difficulty in compre-
hending and handling the relationship between
their bodies and the spatial configurations of the
world around them. People with prosopagnosia
have severe impairment in their ability to recog-
nize human faces, including their own. These
deficits lead to the question of whether specific
perceptual processes are modular—specialized for
particular tasks. Other perception deficits include
various types of color blindness and the inability
to perceive motion (akinetopsia).

Thinking about Thinking: Factual, Analytical,
Creative, and Practical Questions

1.

Briefly describe each of the monocular and bin-
ocular depth cues listed in this chapter.

Describe bottom-up and top-down approaches to
perception.

How might deficits of perception, such as agnosia,
offer insight into normal perceptual processes’

Compare and contrast the Gestalt approach to form
perception and the theory of direct perception.

5s

Design a demonstration that would illustrate the
phenomenon of perceptual constancy.

Design an experiment to test either the prototype-
matching theory of pattern perception or the
feature-matching theory.

To what extent does perception involve learning?

Why?
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EXPLORING COGNITIVE PSYCHOLOGY

1. Can we actively process information even if we are not aware of doing so! If
so, what do we do, and how do we do it?
2. What are some of the functions of attention?

3. What are some theories cognitive psychologists have developed to explain
what they have observed about attentional processes?

4. What have cognitive psychologists learned about attention by studying the
human brain?

The Nature of Attention and Consciousness

[ Autention] is the taking possession of the mind, in clear and vivid form, of
one out of what seem several simultaneously possible objects or trains of
thoughts. . . . It implies withdrawal from some things in order to deal effec-
tively with others.

—William James. Principles of Psychology

mation from the enormous amount of information available through our

senses, our stored memories, and our other cognitive processes (De Weerd,
2003a; Duncan, 1999; Motter, 1999; Posner & Fernandez-Duque, 1999; Rao, 2003).
[t includes both conscious and unconscious processes. Conscious processes are rela-
tively easy to study in many cases. Unconscious processes are harder to study simply
because you are not conscious of them (Jacoby, Lindsay, & Toth, 1992; Merikle,
2000). For example, you always have avaitable to you your memory of where you slept
when you were 10 years old, but you probably do not often process that information
actively. Similarly, you usually have available a wealth of sensory information (e.g.,
in your body and in your peripheral vision at this very moment). But you attend to
only a limited amount of the available sensory information at a given time (Figure
4.1). Moreover, you have very little reliable information about what happens when
you sleep. Additionally, the contents of attention can reside either within or outside
of awareness {Davies, 1999; Davies & Humphreys, 1993: Metzinger, 1995).

There are many advantages to having attentional processes of some sort. There
seem to be at least some limits to our mental resources. There are limits as well to the
amount of information on which we can focus those mental resources at any one
time. The psychological phenomenon of attention allows us to use our limited mental
resources judiciously. By dimming the lights on many stimuli from outside (sensa-
tions) and inside (thoughts and memories), we can highlight the stimuli that interest
us. This heightened focus increases the likelihood that we can respond speedily and
accurately to interesting stimuli. Heightened attention also paves the way for memory

ﬁ ttention is the means by which we actively process a limited amount of infor-
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FIGURE 4.1
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Attentton acts as a means of direcumg mental vesources toward the information and cognitive processes that are most saliene at a given
moment,

processes. We are more likely to remember information to which we paid attention
than information we ignored.

Consciousness includes both the feeling of awareness and the content of aware-
ness, some of which may be under the focus of attention (Block, Flanagan, & Giizel-
dere, 1997; Bourguignon, 2000; Chalmers, 1995, 1996; Cohen & Schooler, 1997;
Farthing, 1992, 2000; Marcel & Bisiach, 1988; Nelkin, 1996; Peacacke, 1998; Taylor,
2002; Velmans, 1996). Therefore, attention and consciousness form two partially
overlapping sets (DiGirolamo & Griffin, 2003). At one time, psychologists believed
that attention was the same thing as consciousness. Now, however, they acknowledge
that some active attentional processing of sensory information, and the remembered
information, proceeds without our conscious awareness (Shear, 1997; Tye, 1995). For
example, at this time in your life, writing your own name requires no conscious aware-
ness. You may write it while consciously engaged in other activities—although not if
you are completely unconscious. In contrast, writing a name that you have never
encountered requires attention to the sequence of letters.

The benefits of attention are particularly salient when we refer to conscious at-
tentional processes. In addition to the overall value of attention, conscious attention
serves three purposes in playing a causal role for cognition. First, it helps in monitor-
ing our interactions with the environment. Through such monitoring, we maintain
our awareness of how well we are adapting to the situation in which we find ourselves.
Second, it assists us in linking our past (memories) and our present (sensations) to
give us a sense of continuity of experience. Such continuity may even serve as the
basis for personal identity. Third, it helps us in controlling and planning for our future
actions. We can do so based on the information from monitoring and from the links
between past memories and present sensations.

Preconscious Processing

Some information that currently is outside our conscious awareness still may be avail-
able to consciousness or at least to cognitive processes. Information that is available
for cognitive processing but that currently lies outside conscious awareness exists at
the preconscious level of awareness. Preconscious information includes scored memo-
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ries that we are not using at a given time but that we could summon when needed.
For example, when prompted, you can remember what your hedroom looks like. Bur
obviously you are not always consciously thinking abour your hedroom (unless, per-
haps, you are extremely tired). Sensations, too, may be pulled from preconscious to
conscious awareness. For example, before you read this sentence, were you highly
aware of the sensations in your right foot? Probably not. However, those sensations
were available to you.

How can we study things that currentty lie outside conscious awareness? Psy-
chologists have solved this problem by studying a phenomenon known as priming.
Priming occurs when recognition of certain stimuli is affected
of the same or similar stimuli (Neely, 2003). Suppose, for example, someone is talking
to you about how much he has enjoyed watching television since buying a satellite
dish. He speaks at length about the virtues of satellite dishes. Later, you hear the word
dish. You are probably more likely to think of a satellite dish, as opposed to a dish
served at dinner, than is someone who did not hear the prior conversation about
satellite dishes. Most priming is positive. Prior presentation of stimuli facilitates later
recognition. But priming on occasion may be negative. [t may impede later recogni-
tion. Sometimes we are aware of the priming stimuli. For example, you are now
primed to read descriptions of studies involving priming. However, priming occurs
even when the priming stimulus is presented in a way that does not permit its enrry
into conscious awareness. In such a case, it is presented at too lowan intensity, in too
“noisy” a background (i.e., too many other stimuli divert conscious attention from it),
or too briefly to be registered in conscious awareness.

For example, in a set of studies Marcel observed processing of stimuli that were
presented too briefly to be detected in conscious awareness (Marcel, 1983a, 1983b). In
these studies, words were presented to participants very briefly (as measured in millisec-
onds, or thousandths of a second). After presentation, each word was replaced by a vi-
sual mask. The mask blocks the image of the word from remaining on the retina (the
rear surface of the eye, comprising the sensory receptors of vision). Marcel timed the
presentations to be very brief (20-110 milliseconds). In this way, he was sure that par-
ticipants could not detect their presence consciously. When participants were asked to
guess the word they had seen, their guesses were no hetter than chance.

In one such study, Marcel presented participants with a series of words to be clas-
sified into various categories. Examples would be leg—body part and pine—plant. In
this study, the priming stimuli were words having more than one meaning. For ex-
ample, a palm can be either a tree or a part of the hand. In one condition, participants
consciously were aware of seeing a priming word that had twoe meanings. For these
participants, the mental pathway for only one of the two meanings seemed to become
activated. In other words, one of the two meanings of the word showed the priming
effect. It facilitated (speeded up) the classification of a subsequent related word. How-
ever, the other of the two meanings showed a sort of negarive priming effect. It actu-
ally inhibited (slowed down) the classification of a suhsequent unrelated word. For
example, if the word palm was presented long enough so that the participant was
consciously aware of seeing it, the word either facilitated or inhibited the classifica-
tion of the word wrist, which it did depending on whether the participant associated
palm with hand or with tree. Apparently, if the participant was consciously aware of
seeing the word palm, the mental pathway for only one meaning was activated. The
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mental pathway for the other meaning was inhibited. In contrast, if the word paim
was presented so briefly that the person was unaware of seeing the word, both mean-
ings of the word appeared to be activated. This procedure facilitated subsequent clas-
sification of the new words, such as wrist.

Marcel’s results were controversial and in need of replication by independent
investigators using stringent controls. Such a replication was indeed performed
(Cheesman & Merikie, 1984). The investigators used a color-identification task.
They found that the occurrence of subliminal perception depended on how one de-
fined the threshold of awareness. If one defined the threshold below which perception
is subliminal in tertns of the level at which participants report a word occurring half
the time, then subliminal perception could be said to occur. If, however, one defined
subliminal perception in terms of an objective threshold that applies for everyone,
then subliminal perception did not oceur. This study points out the importance of a
precise definition in any cognitive-psychological investigation. Whether a phenom-
enon occurs sometimes depends on exactly how that phenomenon is defined.

Another example of possible priming effects and preconscious processing can be
found in a study described as a test of intuition. This study used a “dyad of triads” task
(Bowers & associates, 1990). Participants were presented with pairs (dyads) of three-
word groups (triads). One of the triads in each dyad was a potentially coherent group-
ing. The other triad contained random and unrelated words. For example, the words
in Group A, a coherent triad, might have been playing, credit, and report. The words
in Group B, an incoherent triad, might have been still, pages, and music.
sentation of the dyad of triads, participants were shown various possible choices for a
fourth word related to one of the two triads. The participants then were asked to
identify two things. The first was which of the two triads was coherent and related to
a fourth word. The second was which fourth word linked the coherent triad. In the
preceding example, the words in Group A can be meaningfully paired with a fourth
word--~card (playing card, credit card, report card). The words in Group B bear no
such relationship.

Some participants could not figure out the unifying fourth word for a given pair
of triads. They were nevertheless asked to indicate which of the two triads was coher-
ent. When participants could not ascertain the unifying word, they still were able to
identify the coherent triad at a level well above chance. They seemed to have some
preconscious information available to them. This information led them to select one
triad over the other. They did so even though they did not consciously know what
word unified that triad.

The examples described above involve visual priming. Priming, however, does not
have to be visual. Priming effects
Experiments exploring auditory priming reveal the same behavioral effects as visual
priming. Using neuroimaging methods, investigators have discovered that similar brain
areas are involved in both types of priming (Badgaiyan, Schacter, & Alpert, 1999;
Bergerbest, Ghahremani, & Gabrieli, 2004; Schacter & Church, 1992).

An interesting application of auditory priming was used with patients under an-
esthesia. While under anesthesia, these patients were presented lists of words. After
awakening from anesthesia, the patients were asked yes/no questions and word-stem
completion questions about the words they heard. The patients performed at chance
on the yes/no questions. They reported no conscious knowledge of the words. How-
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ever, on the word-stem completion task, patients showed evidence of priming. The
patients frequently completed the word-stems with the items they were presented
while they were under anesthesia. These findings reveal that, even when the patient
has absolutely no recollection of an aural event, it can still affect performance (Dee-
prose & associates, 2005).

Unfortunately, sometimes pulling preconscious inforination into conscious aware-
ness is not easy. For example, most of us have experienced the tip-of-the-tongue phe-
nomenon, in which we try to remember something that is known to be stored in
memory but that cannot readily be retrieved. Psychologists have tried to come up with
experiments that measure this phenomenon. For example, they have sought to find out
how much people can draw from infonnation that seems to be stuck at the preconscious
level. in one study (Brown & McNeill, 1966), participants were read a large number of
dictionary definitions. They then were asked to identify the corresponding words hav-
ing these meanings. This procedure constituted a game similar to the television show
Jeapardy. For example, they might have been given the clue, “an instrument used by
navigators to measure the angle between a heavenly body and a horizon.”

In the study, some participants could not come up with the word but thought
they knew it. They then were asked various questions about the word. For example,
they might be asked to identify the first lerier, indicate the number of syllables, or
approximate the word's sounds. The participants often answered these questions ac-
curately. They might have been able to indicate some properties of the appropriate
word for the aforementioned instrument. For example, it begins with an s, has two
syllables, and sounds like sextet. Eventually, some participants realized that the
sought-after word was sextant. These results indicate that particular preconscious in-
formation, although not fully accessible to conscious thinking, is still available to
attentional processes.

The tip-of-the-tongue phenomenon is apparently universal. It is seen in speakers of
many different
(Brennen, Vikan, & Dybdahl, 2007). The tip-of-the-tongue phenomenon is affected by
the person’s age and the difficulty of the question. Older adults have more tip-of-the-
tongue experiences compared with younger adults {Gollan & Brown, 2006). The ante-
rior cingualate-prefrontal cortices are involved when one is experiencing the tip-of-the-
tongue phenomenon. This is likely due to high-level cognitive mechanisms being
activated in order to resolve the retrieval failure (Maril, Wagner, & Schacter, 2001).

Preconscious perception also has been observed in people who have lesions in
some areas of the visual cortex (Ro & Rafal, 2006). Typically, the patients are blind
in areas of the visual field that correspond to the lesioned areas of the cortex. Some
of these patients, however, seem to show blindsight—traces of visual perceptual abii-
ity in blind areas (Kentridge, 2003). When forced to guess about a stimulus in the
“blind” region, they correctly guess locations and orientations of objects at above-
chance levels (Weiskrantz, 1994). Similarly, when forced to reach for objects in the
blind area, “cortically blind participants . . . will nonetheless preadjust their hands
appropriately to size, shape, orientation and 3-D location of that object in the blind
field” (Marcel, 1986, p. 41). Yet they fail to show voluntary behavior, such as reaching
for a glass of water in the blind region, even when they are thirsty. Some visual pro-
cessing seems to occur even when participants have no conscious awareness of visual
sensations.
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An interesting example of blindsight can be found in a case study of a patient called
D. B. (Weiskrantz, 1986). The patient was blind on the left side of his visual field as an
unfortunate result of an operation. That is, each eye had a blind spot on the left side of
its visual field. Consistent with this damage, D. B. reported no awareness of any objects
placed on his left side or of any events that took place on this side. But despite his un-
awareness of vision on this side, there was evidence of vision. The investigator would
present objects to the left side of the visual field and then present D. B. with a forced-
choice test in which the patient had to indicate which of two objects had been pre-
sented to this side. D. B. performed ar levels that were significantly better than chance.
In other words, he “saw” despite his unawareness of seeing.

Another study was completed on a patient who had, as a result of a stroke, suf-
fered damage to his visual cortex. The experimenters repeatedly paired a visual
stimulus with an electric shock. After multiple pairings, the patient began to experi-
ence fear when the visual stimulus was presented, even though he could not explain
why he was afraid. Thus, the patient was processing visual information, although he
could not see (Hamm & associates, 2003).

The preceding examples show that at least some cognitive functions can occur
outside of conscious awareness. We appear able to sense, perceive, and even respond
to many stimuli that never enter our conscious awareness (Marcel, 1983a). Just what
kinds of processes do or do not require conscious awareness?

Repeatedly write your name on a piece of paper while you picture everything you
can remember about the room in which you slept when you were 10 years old. While
continuing to write your name and picturing your old bedroom, take a mental jour-
ney of awareness to notice your bodily sensations, starting from one of your big toes
and proceeding up your leg, across your torso, to the opposite shoulder, and down
your arm. What sensations do you feel—pressure from the ground, your shoes, or
your clothing or even pain anywhere! Are you still managing to write your name
while retrieving remembered images from memory and continuing to pay attention
to your current sensations’

INVESTIGATING
COGNITIVE
PSYCHOLOGY

Controlled versus Automatic Processes

Many cognitive processes also may be differentiated
not require conscious control (Schneider & Shiffrin, 1977; Shiffrin
1977). Automatic processes involve no conscious control {see Palmeri, 2003). For the
most part, they are performed without conscious awareness. Nevertheless, you may be
aware that you are performing them. They demand little or no effort or even intention.
Multiple automaric processes may occur at once, or ar least very quickly, and in no
particular sequence. Thus, they are tenned parallel processes. In contrast, controlled
processes are accessible to conscious control and even require it. Such processes are
perforined serially. In other words, they occur sequentially, one step at a time. They take
a relatively long time to execute, at least as compared with automatic processes.
Three attributes characterize automatic processes { Posner & Snyder, 1975). First,
they are concealed from consciousness. Second, they are unintentional. Third, they
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IN THE LAB OF JOHN F. KIHLSTROM

John Kihlstrom is a professor in the
Department of Psychology at the
University of California, Berkeley.
He is also a member of two interdis-
ciplinary groups, the Institute for
Cognitive and Brain Sciences and
the Institute for Personality and
Social Research. He currently di-
rects the interdisciplinary undergraduate program in cogni-
tive science. His article in Science magazine on “The
Cognitive Unconscious” (Kihistrom, 1987) is widely
credited with sparking renewed scientific intevest in uncon-
scious mental life after almost a century of Freudianism.,

A major goal of my research is to use the methods
of cognitive psychology to understand the phenomena
of hypnosis, a special state of consciousness in which
subjects may see things that aren’t there, fail to see
things that are there, and respond to posthypnotic sug-
gestions without knowing what they are doing or why.
Afterward, they may be unable to remember the things
they did while they were hypnotized—the phenome-
non of posthypnotic amnesia, which has been a major
focus of my research (Kihlstrom, 2007).

First, however, we have to find the right subjects.
There are big individual differences in hypnotizabil-
ity, or the ability to experience hypnosis. Although
hypnotizable individuals have a proclivity for other
sorts of imaginative and absorbing experiences, there
is no personality questionnaire that can predict reli-
ably who can experience hypnosis and who cannot.
The only way to find out who is hypnotizable is to ery
hypnosis and see if it works. For this purpose, we rely
on a set of standardized scales of hypnotic susceptibil-
ity, which are performance-based tests much like tests
of intelligence. Each scale begins with an induction of
hypnosis in which the subjects are asked to relax, fo-
cus their eyes, and pay close artention to the voice of
the hypnotist. Then the subjects receive a series of
suggestions for various hypnotic experiences. Their
response to each of these suggestions is evaluated ac-
cording to standardized, behavioral criteria, yielding a
total score representing the person’s ability to experi-
ence hypnosis.

Courtesy of Yate Umvarsity

From this point on, however, our experiments on
cognition look just like anyone else's-—except that
our subjects are hypnotized. In one study using a fa-
miliar verbal-leaming paradigm (Kihlstrom, 1980},
the subjects memorized a list of 15 familiar words,
such as girl or chair, and then received a suggestion for
posthypnotic amnesia: “You will not be able to re-
member that you learned any words while you were
hypnotized....You will have no memory that | told
you these words, or what the words were.” As part of
this suggestion, we set up a “reversibility cue” (“Now
you can remember everything") to cancel the amne-
sia suggestion. After coming out of hypnosis, highly
hypnotizable subjects remembered virtually none of
the list, whereas insusceptible subjects, who had gone
through the same procedures, remembered the list
almost perfectly. This shows that the occurrence of
posthypnotic amnesia is highly correlated with hyp-
notizability.

Then we gave all subjects a word-association
test, in which they were presented with cues and
asked to report the first word that came to mind.
Some of these cues were words like boy and table,
which were known to have a high probability of pro-
ducing the "“crirical targets” on the study list. Others
were control cues, like lamp and dogs, which had an
equally high probability of producing neutral targets
like light and cats, which had not been studied. De-
spite their inability to remember the words they had
just studied, the hypnotizable, amnesic suhjects pro-
duced critical targets as free associates at the same
rate as the insusceptible, nonamnesic subjects. This
shows that posthypnotic amnesia is a disruption of
episodic, but not semantic, memory. In fact, Endel
Tulving (1983) cited this experiment as one of the
few convincing studies of the difference between
these two kinds of memory.

Even more important, the subjects were more
likely to generate critical rather than neutral targes on
the free-association test. This is a phenomenon of se-
mantic priminig, in which a previous experience, such
as studying a list of words, facilitates performiance on a
subsequent task, such as generating words on a free-
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association test (Meyer & Schvaneveldt, 1971). The
magnitude of the priming effect was the same in the
hypnotizable, amnesic subjects as it was in the insus-
ceptible, nonamnesic subjects. In other words, post-
hypnotic amnesia entails a dissociation between ex-
plicit and implicit memory (Schacter, 1987).

While explicit and implicit memory is dissociated
in other forms of amnesia, the dissociation observed in
posthypnotic amnesia has some features that make it
special. Most studies of implicit memory in neurologi-
cally intact subjects employ highly degraded encoding
conditions, such as shallow processing, to impair ex-
plicit memory. But in posthypnotic amnesia, encoding
is not by any means degraded: The subjects deliberately
memorized the list to a strict criterion of leaming be-
fore the amnesia suggestion was given, and they re-
membered the list perfectly well after the amnesia
suggestion was reversed. Thus, the phenomenon shows
that implicit memory can be dissociated from explicit
memory even under deep processing conditions, More
important, most studies of implicit memory in amnesia
(and normal memory, too) concem repetition priming,
as exemplified by stem-completion and fragment-
completion tests. Repetition priming can be mediated
by a perception-based representation of the prime—
and, accordingly, the most popular theories of implicit
memory focus on perceptual representation systems in
the brain. But in this study, the priming is semantic in

nature and must be mediated by a meaning-based rep-
resentation of the prime. In this way, studies of hypno-
sis remind us that a comprehensive theory of implicit
memory is going to have to go beyond repetition prim-
ing and beyond perceptual representation systems.
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consume few attentional resources. An alternative view of attention suggests a con-
tinuum of processes between fully automatic processes and fully controlled processes.
For one thing, the range of controlled processes is so wide and diverse that it would
be difficult to characterize all the controlled processes in the same way (Logan, 1988).
Similar difficulties arise with characterizing automatic processes. Some automatic
processes truly cannot be retrieved into conscious awareness, despite any amount of
effort to do so. Examples are preconscious processing and priming. Other automatic
processes, such as tying your shoes, can be controlled intentionally. But they rarely
are handled in this way. For example, you scldom may think about all the steps in-
volved in executing many automatic behaviors. Automatic behaviors, regardless of
whether they can be called into consciousness, require no conscious decisions regard-
ing which muscles to move or which actions to take. For example, when you dial a
familiar telephone number or drive a car to a familiar place, you do not think about
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TABLE 4.1 Controlled versus Automatic Processes

There is probably a continuum of cognitive processes from fully controlled processes to fully automatic
ones; these features characterize the polar extremes of each.

CHARACTERISTICS

ConTROLLED PROCESSES Auromartic PROCESSES

Amount of intentional
effort

Reguire little or no intention or effort (and
intentional effort may even be required to avoid
automatic behaviors)

Require intentional effort

Degree of conscious
awareness

Generally occur outside of conscious awareness,
although some automatic processes may be
available to consciousness

Require full conscious awareness

Use of actentional
resources

Consume many attentional resouzces Consume negligible atrentional resources

Type of processing

Performed by parallel processing (i.e., with many
operations occurring simultaneously or at least 1n
no particular sequential order)

Performed serially (one step at a time)

Speed of processing

Relatively time-consuming execution. as Relatively fast

compared with automatic processes

Relative novelty of tasks

Familiar and highly practiced tasks, with largely
stable task characteristics

Novel and unpracticed tasks or tasks with
many variahle features

Level of processing

Relatively low levels of cognitive processing
(mmimal analysis or synthesis)

Relatively high levels of cognirive
processing (requiring analysis or synthesis}

Difficulty of tasks

Usually relatively easy tasks, but even relatively
complex tasks may be automatized, given
sufficient practice

Usually difficult tasks

Process of acquisition

With sufficient practice, many routine and relatively stable procedures may become
automatized, such that highly controlled processes may become partly or even wholly
automatic; naturally, the amount of practice required for automatization increases
dramatically for highly complex tasks

the muscles you move to do so. However, their identities can be pulled into conscious
awareness and controlled relatively easily. (Table 4.1 summarizes the characteristics
of controlled versus automatic processes.)

In fact, many tasks that start off as controlled processes eventually become auto-
matic ones. For example, driving a car is initially a controlled process. Once we
master driving, however, it becomes automatic under nonnal driving conditions.
Such conditions involve familiar roads, fair weather, and little or no traffic. Similarly,
when you first learn to speak a foreign language, you need to translate word-for-word
from your native tongue. Eventually, however, you begin to think in the second lan-
guage. This thinking enables you to bypass the intermediate-translation stage. It also
allows the process of speaking to become automatic. Your conscious attention can
revert to the content, rather than the process, of speaking. A similar shift from con-
scious control to automatic processing occurs when acquiring the skill of reading.
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However, when conditions change, the same activity may again require conscious
control. In the driving example, if the roads become icy, you will likely need to pay
attention to when you need to brake or accelerate. Both tasks usually are automatic
when driving.

You may notice that the procedures you learned early in life often are more highly
automatic and less accessible to conscious awareness than are procedures acquired later.
Examples are tying your shoes, riding a bicycle, or even reading. In general, more re-
cently acquired routine processes and procedures are less fully automatic. At the same
time, they are more accessible to conscious control. Automatization (also termed pro-
ceduralization) is the process by which a procedure changes from being highly conscious
10 being relatively automatic. As you may have guessed based on your own experience,
automatization occurs as a result of practice. Highly practiced activities can be automa-
tized (LaBerge, 1973, 1976, 1990; LaBerge & Samuels, 1974).

How does automatization occur? A widely accepted view has been that during
the course of practice, implementation of the various steps becomes more efficient.
The individual gradually combines individual effortful steps into integrated compo-
nents. These components then are further integrated. Eventually the entire process is
a single highly integrated procedure, rather than an assemblage of individual steps
{Anderson, 1983; LaBerge & Samuels, 1974). According to this view, people con-
solidate various discrete steps into a single operation. This operation requires few or
no cognitive resources, such as attention. This view of automatization seems to be
supported by one of the earliest studies of automatization (Bryan & Harter, 1899).
This study investigated how telegraph operators gradually automatized the task of
sending and receiving messages. [nitially, new operators automatized the transmission
of individual letters. However, once the operators had made the transmission of tet-
ters automatic, they automatized the transmission of words, phrases, and then other
groups of words.

An alternative explanation, called “instance theory," has been proposed. Logan
(1988) suggested that automatization occurs because we gradually accumulate knowl-
edge about specific responses to specific stimuli. For example, when a child first learns
to add or subtract, he or she applies a general procedure—counting—for handling
each pair of numbers. Following repeated practice, the child gradually stores knowl-
edge about particular pairs of particular numbers. Eventually, the child can retrieve
from memory the specific answers to specific combinations of numbers. Nevertheless,
he or she still can fall back on the general procedure (counting) as needed. Similarly,
when leamning to drive, the person can draw on an accumulated wealth of specific
experiences. These experiences form a knowledge base from which the person quickly
can retrieve specific procedures for responding to speciftc stimuli, such as oncoming
cars or stoplights. Preliminary findings suggest that Logan’s instance theory may bet-
ter explain specific responses to specific stimuli, such as calculating arithmetic com-
binations. The prevailing view may better explain more general responses involving
automatization (Logan, 1988).

The effects of practice on automatization show a negatively accelerated curve. In
such a curve, early practice effects are great. A graph of improvement in performance
would show a steeply rising curve early on. Later practice effects make less and less
difference in the degree of automatization. On a graph showing improvement, the
curve would eventually level off (Figure 4.2). Clearly, automatic processes generally
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FIGURE 4.2
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govern familiar, well-practiced tasks. Controlled processes govern relatively novel
tasks. In addition, most automatic processes govern relatively easy tasks. Most diffi-
cult tasks require controlled processing. With sufficient practice, however, even many
extremely complex tasks, such as reading, can become automatized. Because highly
automatized behaviors require little effort or conscious control, we often can engage
in multiple automatic behaviors. But we rarely can engage in more than one labor-
intensive controlled behavior. Although automatic processes do not require conscious
control, they are subject ro such control. For example, skilled articulation (speaking)
and skilled typing can be stopped almost immediately on signal or in response to
detection of an error. However, skilled performance of automatic behaviors often is
impaired by conscious control. Try riding a bicycle while consciously monitoring your
every movement. [t will be extremely difficult to succeed.

Automatization of tasks like reading is not guaranteed, even with practice. Much
research has indicated that, in cases of dyslexia, automatization is impaired. More
specifically, persons who have dyslexia frequently have difficulty completing tasks, in
addition to reading, that are normally automated (Brambati & associates, 2006; Ra-
mus & associates, 2003; van der Leij, de Jong, & Rijswijk-Prins, 2001; Yap & van der
Leij, 1994). It is not necessary that all tasks that involve automatization are impaired
in people with dyslexia. In some studies, some degree of automatization has been

noted in persons with dyslexia (Kelly, Griffths, & Frith, 2002).
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It is important to automate various safety practices (Norman, 1976). This is par-
ticularly true for people engaging in high-risk occupations, such as pilots, undersea
divers, and firefighters. For example, novice divers of ten complain about the frequent
repetition of various safety procedures within the confines of a swimming pool. An
example would be releasing a cumbersome weight belt. However, the practice is im-
portant, as the novices will learn later. Experienced divers recognize the value of
being able to rely on automatic processes in the face of potential panic should they
confront a life-threatening deep-sea emergency.

In some situations, automatic processes may be life saving. But in others, they
may be life threatening (Langer, 1997). Consider an example of what Langer (1989)
calls “mindlessness.” In 1982, a pilot and copilot went through a routine checklist
prior to takeoff. They mindlessly noted that the anti-icer was “off,” as it should be
under most circumstances. But it should not have been off under the icy conditions
in which they were preparing to fly. The tlight ended in a crash that killed 74 pas-
sengers. Typically, our absentminded implementation of automatic processes has far
less lethal consequences. For example, when driving, we may end up routinely driving
home instead of stopping by the store, as we had intended to do. Or we may pour a
glass of milk and then start to put the carton of milk in the cupboard rather than in
the refrigerator.

An extensive analysis of human error notes that errors can be classified either as
mistakes or as slips (Reason, 1990). Mistakes are errors in choosing an objective or in
specifying a means of achieving it. Slips are errors in carrying out an intended means
for reaching an objective. Suppose, for example, you decided that you did not need to
study for an examination. Thus, you purposely left your textbook behind when leaving
for a long weekend. But then you discovered at the time of the exam that you should
have studied. In Reason's terms, you made a mistake. However, suppose instead you fully
intended to bring your textbook with you. You had planned to study extensively over
the long weekend, but in your haste to leave, you accidentally left the textbook behind.
That would be a slip. in sum, mistakes involve errors in intentional, controlled pro-
cesses. Slips often involve etrors in automatic processes (Reason, 1990).

There are several kinds of slips (Norman, 1988; Reason, 1990; see Table 4.2). In
general, slips are most likely to occur when two circumstances occur. First, when we
must deviate from a routine and automatic processes inappropriately override inten-
tional, controlled processes. Second, when our automatic processes are interrupted.
Such interruptions are usually a result of external events or data, but sometimes they
are a result of internal events, such as highly distracting thoughts. Imagine that you
are typing a paper after an argument with a friend. You may find yourself pausing in
your typing as thoughts about what you should have said interrupt your normally
automatic process of typing. Automatic processes are helpful to us under many cir-
cumstances. They save us from needlessly focusing attention on routine tasks, such as
tying our shoes or dialing a familiar phone number. We are thus unlikely to forgo
them just to avoid occasional slips. Instead, we should attempt to minimize the costs
of these slips.

How can we minim'ize the potential for negative consequences of slips! In every-
day situations, we are less likely to slip when we receive appropriate feedback from
the environment. For example, the milk carton may be too tall for the cupboard shelf,
or a passenger may say, ‘| thought you were stopping at the store bef ore going home.”

135



136

TABLE 4.2 Slips Associated with Automatic Processes

Occasionally, when we are distracted or interrupted during implementation of an automatic process,
slips occur. However, in proportion to the number of times we engage in automatic processes each day,
slips are relatively rare events (Reason, 1990).
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Tvee or ErroOR

DescripTion OF ERROR

Exampie oF ERROR

Capture errors

We intend to deviate from a routine activity we
are implementing in familiar surroundings, but at
a point where we should depart from the routine
we fail to pay attention and to regain control of
the process; hence, the automatic process
captures our behavior, and we fail to deviate
from the routine.

Psychologist William James (1890/1970, cited 1n
Langer, 1989) gave an example in which he auto-
matically followed his usual routine, undressing
from his work clothes, then putting on his paja-
mas and climbing into bed—only to realize that
he had intended to remove his work clothes to
dress to go out to dinner.

Omissions™

An interruption of a routine activity may cause
us to skip a step or twa in implementing the re-
maining portion of the routine.

When going to another room to retrieve
something, if a distraction {e.g., a phone call)
mterrupts you, you may return to the first room
without having retrieved the item.

Perseverations*

After an automatic procedure has been
completed, one or more steps of the procedure
may be repeated.

If, after staring a car, vou become distracted, you
may turn the ignition switch again.

Description errors

An internal descriprion of the intended behavior
leads to performing the correct action on the
wrong object.

When putting away groceries, you may end up
puttmg the ice cream m the cupboard and a can
of soup in the freezer.

Data-driven
errocis

Incoming sensory information may end up over-
riding the intended variables in an autonvatic
action sequence.

While intending to dial a familiar phone number,
if you overhear someone call out another series of
numbers, you may end up dialing some of those

numbers instead of the ones you intended to dial.

Associative-
activation errors

Strong assoctations may trigger the wrong auto-
matic routine.

When expecting someone to arrive at the door, if
the phone rmgs, you may call out, "Come in!”

Loss-of -acnivation
errors

The activation of a rourine may be insufficient to
carry it through to compleuton.

All too often, each of us has experienced the
feeling of going to another reom to do something
and getting there only to ask ourselves. “What
am | doing here?” Perhaps even worse 1s the
nagging feclmg, “l know [ should be doing
something, hut I can’t remember whar.” Until
something in the environment triggers our
recollection, we mayfeel exrremely frustrated.

*Omisstons and perseverations may be considered examples of errors i the sequencing of automanc processes. Relared ercors include mappro-
priarely sequencing the steps, as 1n trying to remove socks before takmg off shoes.

If we can find ways to obtain useful feedback, we may be able to reduce the likelihood
that harmful consequences will result from slips. A particularly helpful kind of feed-
back involves forcing function. These are physical constraints that make it difficult
or impossible to carry out an automatic behavior that may lead to a slip (Norman,
1988). As an example of a forcing function, some modern cars make it difficult or
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impossible to drive the car without wearing a seatbelt. You can devise your own forc-
ing functions. You may post a small sign on your steering wheel as a reminder to run
an errand on the way home. Or you may put items in front of the door. In rhis way,
you block your exit so that you cannot leave without the items you want.

Over a lifetime, we automatize countless everyday tasks. However, one of the
most helpful pairs of automatic processes first appears within hours after birth: ha-
bituation and its complementary opposite, dishabituation.

Habituation and Adaptation

Habituation involves our becoming accustomed to a stimulus so that we gradually pay
less and less atrention to it. The counterpart to habituation is dishabituation. In dis-
habituation, a change in a familiar stimulus prompts us to start noticing the stimulus
again. Both processes occur automatically. They involve no conscious effort. The
relative stabiliry and familiarity of the stimulus govern these processes. Any aspects
of the stimulus that seem different or novel (unfamiliar) either prompt dishabituation
or make habituation less likely to occur in the first place. For example, suppose that
a radio is playing instrumental music while you study your cognitive psychology text-
book. At first the sound might distract you. But after a while you become habituated
to the sound and scarcely notice it. If the loudness of the noise were suddenly to
change drastically, however, immediately you would dishabituate to it. The once fa-
miliar sound to which you had been habituated would become unfamiliar. It thus
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Habituation is not without faults. Becoming bored during a lecture or while reading a
textbook is a sign of habituation. Your attention may start to wander to the back-
ground noises, or you may find that you have read a paragraph or two with no recol-
lection of the content. Fortunately, you can dishabituate yourself with very little effort.
Here are a few tips on how tc overcome the negative effects of boredom.

I. Take a break or alternate between different tasks if possible. If you do not re-
member the last few paragraphs of the text, it is time to stop for a few minutes.
Go back and mark the last place in the text you do remember and put the book
down. If you feel like a break is a waste of valuable time, do some other work for
a while.

2. Take notes while reading or listening. Most people already do so. Note-taking
focuses attention on the material more than does simply listening or reading. If
necessary, try switching from script ro printed handwriting to make the task
more interesting.

3. Adjust your attentional focus to increase stimulus variability. Is the instructor’s
voice droning on endlessly so that you cannot take a break during lecture? Try
noticing other aspects of your instructor, like hand gestures or body movements,
while still paying attention to the content. Create a break in the flow by asking
a question---even just raising your hand can make a change in a lecturer’s speak-
ing pattern. Change your arousal level. If all else fails, you may have to force
yourself to be interested in the material. Think about how you can use the mate-
rial in your everyday life. Also, sometimes just taking a few deep breaths or clos-
ing your eyes for a few seconds can change your internal arousal levels.

PRACTICAL

APPLICATIONS
OF COGNITIVE
PSYCHOLOGY
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TABLE 4.3 Differences between Sensory Adaptation and Habituation

Responses involving physiological adaptation take place mostly in our sense organs, whereas responses
involving cognitive habituation take place mostly in our brains (and relate to learning).

ADAPTATION

Hasnuation

Not accessible to conscious control (Example: You cannot
decide how quickly to adapt to a particular smell or a partic-
ular change in light intensity.)

Accessible to conscious control (Example: You can decide to
become aware of background conversations to which you

had become habituated.)

Tied closely to stimulus intensity (Example: The more the
intensity of a bright light increases, the more strongly your
senses will adapt to the light.)

Not tied very closely to stimulus intensity (Example: Your
level of habituation will not differ much in your response to
the sound of a loud fan and to that of a quiet air condi-
tioner.)

Unrelated to the number, length, and recency of prior expo-
sures (Example: The sense receptors in your skin will re-
spond to changes in temperature in basically the same way
no matter how many times you have been expesed to such
changes and no matter how recently you have experienced

Tied very closely to the number, length, and recency of prior
exposures (Example: You will become more quickly habitu-
ated ta the sound of a chiming clock when you have been
exposed to the sound more often, for longer times, and on
more recent occasions.)

such changes.)

would enter your awareness. Habituation is not limited to humans. It is found in or-
ganisms as simple as the mollusk Aplysia (Castellucci & Kandel, 1976).

We usually exert no effort whatsoever to become habituated to our sensations of
stimuli in the environment. Nonetheless, although we usually do not consciously
control habituation, we can do so. In this way, habituation is an artentional phenom-
enon that differs from the physiological phenomenon of sensory adaptation. Sensory
adaptation is a lessening of attention to a stimulus that is not subject to conscious
control. It occurs directly in the sense organ, not in the brain. We can exert some
conscious control over whether we notice something to which we have become ha-
bituated, but we have no conscious control over sensory adaptation. For example, we
cannot consciously force ourselves to smell an odor to which our senses have become
adapted. Nor can we consciously force our pupils to adapt—or not adapt—to differing
degrees of brightness or darkness. In conrrast, if someone asked us, “Who’s the lead
guitarist in that song!” we can once again notice background music. Table 4.3 pro-
vides some of the other distinctions between sensory adaptation and habituation.

Two facrors that influence habituation are stimulus internal variation and subjec-
tive arousal. Some stimuli involve more intemal variation than do others. For ex-
ample, background music contains more intemal variation than does the steady
drone of an air conditioner. The relative complexity of the stimulus (e.g., an omnate,
intricate Oriental rug versus a gray carpet) does not seem to be important to habitu-
ation. Rather, what matters is the amount of change within the stimulus over time.
For example, a mobile involves more change than does an ornate but rigid sculpture.
Thus, it is relatively difficult to remain continually habituated to the frequently
changing noises coming from a television. But it is relatively easy to become habitu-
ated to a constantly running fan. The reason is that the voices typically speak anima-
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tedly and with great inflectional expression. They are constantly changing, whereas
the sound a fan makes remains constant with littie to no variation.

Psychologists can observe habituation occurring at the physiological level by
measuring our degree of arousal. Arousal is a degree of physiological excitation, re-
sponsivity, and readiness for action, relative to a baseline. Arousal often is measured
in terms of heart rate, blood pressure, electroencephalograph (EEG) patterns, and
other physiological signs. Consider what happens, for example, when an unchanging
visual stimulus remains in our visual field for a long time. Our neural activity (as
shown on an EEQG) in response to that stimulus decreases (see Chapter 2). Both neu-
ral activity and other physiological responses (e.g., heart rate) can be measured.
These measurements detect heightened arousal in response to perceived novelty or
diminished arousal in response to perceived familiarity. In fact, psychologists in many
fields use physiological indications of habituation to study a wide array of psycho-
logical phenomena in people who cannot provide verbal reports of their responses.
Examples of such people are infants and comatose patients. Physiological indicators
of habituation tell the researcher whether the person notices changes in the stimulus.
Such changes might occur in the color, pattern, size, or form of a stimulus. These
indicators signal whether the person notices the changes at all, as well as what specific
changes the person notices in the stimulus.

Among other phenomena, psychologists have used habituation to study visual
discrimination (detection of differences among stimuli) in infants. First, they habitu-
ate the infant to a particular visual pattern. They do so by presenting it until the in-
fant no longer pays attention to it. Then they introduce a visual pattern that only
slightly differs from the one to which the infant has become habituated. If the infant
is able to discriminate the difference, the infant will not habituate to (i.e., will no-
tice) the new pattern. If the infant cannot discriminate the difference, however, the
infant will appear to be habituated to the new pattern as well.

Habituation definitely gives much more to our attentional system than it receives.
That is, habituation itself requires no conscious effort and few attentional resources.
Despite its negligible use of attentional resources, it offers a great deal of support to at-
tentional processes. It allows us easily to tum our attention away from familiar and
relatively stable stimuli and toward novel and changing stimuli. We might conjecture
about the evolutionary value of habituation. Without habituation, our attentional sys-
tem would be much more greatly taxed. How easily would we function in our highly
stimulating environments if we could not habituate to familiar stimuli’ Imagine trying
to listen to a lecture if you could not habituate to the sounds of your own breathing, the
rustling of papers and books, or the faint buzzing of fluorescent lights.

An example of the failure to habituate can be seen in persons who suffer from
tinnitus. Tinnitus is a ringing in the ears. People who complain of having tinnitus
seem to have problems habituating to auditory stimuli. Many people have ringing in
their ears,and if they are placed in a quiet room, will report a buzzing or other sounds.
However, people who chronically suffer from tinnitus have difficulty adapting to the
noise (Walpurger & associates, 2003). Evidence also indicates that people with atten-
tion deficit hyperactivity disorder (ADHD), which will be discussed later in this
chapter, have difficulty habituating to many types of stimuli. This difficulty helps to
explain why ordinary stimuli, such as the buzzing of fluorescent lights, can be distract-
ing to a person with ADHD (Jansiewicz & associates, 2004).
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Attention

Signal Detection

Habituation supports our attentional system, but this system performs many funcrions
other than merely tuning out familiar stimuli and tuning into novel ones. Conscious
attenrion has four main functions. First, in signal detection, we detect the appearance
of a particular stimulus. We try to detect a signal, through vigilance, even after we
begin to feel fatigue as a result of long-term absence of a signal. Second, in selective
attention, we choose to attend to some stimuli and to ignore others (Cohen, 2003;
Duncan, 1999). Third, in divided attention, we prudently allocate our available at-
tentional resources to coordinate our performance of more than one task at a time.
Fourth, in search, we try to find a signal amidst distractors. These four functions are
summarized in Table 4.4.

First consider signal detection. What factors contribute to your ability to detect
important events in the world? How do people search the environment to detect
important stimuli? Understanding this function of artention has immediate practical
importance. A lifeguard at a busy beach must be ever vigilant. Similarly, an air-traffic
controller must be highly vigilant. Many other occupations require vigilance. Exam-
ples are those involving communications and warning systems and quality control in
almost any setting. Even the work of police detectives, physicians, and research psy-
chologists requires vigilance. We also must search out from among a diverse array of
items those that are more important. In each of these settings, people must remain
alert to detect the appearance of a stimulus. But each setting also involves the pres-
ence of distracters, as well as prolonged periods during which the stimulus is absent.

The Nature of Signal Detection

Signal-detection theory (SDT) involves four possible outcomes of the presence or
absence of a stimulusand our detection or nondetection of a stimulus. It characterizes
our attempts to detect a signal, a target stimulus (Table 4.5). First, in hits (also called
“true positives”), we correctly identify the presence of a target. Second, in false alarms
(also called “false positives”), we incorrectly identify the presence of a target that is
actually absent. Third, in misses (also called “false negatives”), we fail to observe the
presence of a target. Fourth, in correct rejections (also called “true negatives”), we cor-
rectly identify the absence of a target. Usually, the presence of a target is difficule to
detect. Thus, we make detection judgments based on inconclusive information with
some criteria for target detections. The number of hits is influenced by where you
place your criteria for considering something a hit. In other words, how willing are
you to make false alarms? For example, sometimes the consequences of making a miss
are so grave that we lower the criteria for considering something as a hic. In this way,
we increase the number of false alarms we make to boost hit detection. This trade-off
often occurs with medical diagnoses. For example, it might occur wich highly sensi-
tive screening tests where positive results lead to further tests. Thus, overall sensitiv-
ity to targets must reflect the placement of a flexible criterion and is measured in
terms of hits minus false alarms. SDT often is used to measure sensitivity to a target's



141

Artention

TABLE 4.4 Four Main Functions of Altention

Cognitive psychologists have been particularly inrerested in the study of divided attention, vigilance
and signal detection, search, and selective attention.

FuNcTiON

DescripTion

EXAMPLE

Vigilance and signal
detecrion

On many occasions, we vigilantly try to detect
whether we did or did not sense a signal, a par-
ticular target stimulus of interest. Through vigi-
lant attention to detecting signals, we are primed
to take speedy action when we do detect signal
stimuli.

In a research submarine, we may warch for un-
usual sonar blips; 1n a dark street. we may try to
detect unwelcome sights or sounds: or following
an earthquake, we may be wary of the smell of
teaking gas or of smoke.

Selective attention

We constantly are making choices regarding the
stimuli to which we will pay attention and the
stimuli that we will ignore. By ignoring or at least
deemphasizing some stimuli, we thereby highlight
particularly salient stimuli. The concentrated fo-
cus of attention on particular informational stim-
uli enhances our ability to manipulate those stim-
uli for other cognttive processes, such as verbal
comprehension or problem solving.

We may pay attention to reading a rextbook or
to listening to a lecture white ignoring such
stimul: as a nearby radio or television or late-
comers to the lecture.

Divided attention

We often manage to engage in more than one
task ar a time, and we shift our attentional re-
sources to allocate them prudently, as needed.

Experienced drivers easily can talk while driving
under most circumstances, but if another vehi-
cle seems to be swerving toward their car, they
quickly switch all their artention away from
talking and toward driving.

Search

We often engage in an active search for particu-
lar stimuli.

If we detect smoke {as a result of our wigilance),
we may engage in an acuve search for the
source of the smoke. In addition, some of us are
constantly in search of missing keys, sunglasses,
and other objects; my son often “searches” for
missing items tn the refrigerator (often without
much success—until someone else points them
out to him).

TABLE 4.5 Signal Detection Matrix Used in Signal-Detection Theory

Signal-detection theory was one of the fust theories to suggest an interaction between the physical sen-
sation of a stimulus and cognitive processes such as decision making.

SIGNAL Derecr A SiGNAL Do Nor Derecr A SicnaL
Present Hit Miss
Absent False alarm Correct rejection
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presence. Measurement can occur under conditions of both vigilance and the search
for targets. It also is used in memory research to control for effects of guessing.

Signal-detection theory can be covered in the context of attention, perception,
or memory. It is relevant in the context of attention in terms of whether one is paying
enough attention to perceive objects that are there. It is relevant in the context of
perception in terms of whether one is able to perceive faint signals that may or may
not be beyond one’s perceptual range (such as a very high-pitched tone). It is relevant
in the context of memory in terms of whether one indicates one has or has not been
exposed to a stimulus before, such as a word that may or may not have appeared on a
list that was to be memorized.

Consider a practical example of signal-detection theory relevant to attention—
detecting a box cutter in hand-carried luggage. Airport screeners generally are capable
of perceiving such objects. The question is whether they attend carefulty enough. A
hit would involve recognizing a box cutter in a passenger’s luggage. A miss would
involve failing to see a box cutter that is there. A false alarm would involve thinking
one sees a box cutter when there is none, and a correct rejection would be recognizing
that there is no box cutter when there is none.

In a disturbing finding, on September 11, 2001, the 9/11 hijackers were screened
at airports as they prepared to board their flights, and several of them were pulled
aside because they set off metal detectots. After further screening, they were let onto
their planes anyway, although they were carrying box cutters. The results of what
constituted a "miss” for the screeners were disastrous. As a result of this fiasco, the
rules for screening were tightened up considerably. But the tightening of rules created
many false alarms. Babies, grandmothers, and other relatively low-risk passengers
started to get second and sometimes even third screenings. So the rules were modified
to profile passengers by computer. For example, those who bought one-way tickets or
changed their flight plans at the last moment became more likely to be subjected to
extra screening. This procedure, in tum, has inconvenienced those travelers who
need to change their travel plans frequently, such as business travelers. The system for
screening passengers is constantly evolving in order to minimize both misses and false
alarms (Figure 4.3).

Vigilance

Vigilance refers to a person's ability to attend to a field of stimulation over a pro-
longed period, during which the person seeks to detect the appearance of a particular
target stimulus of interest. When being vigilant, the individual watchfully waits to
detect a signal stimulus that may appear at an unknown time. Typically, vigilance is
needed in settings where a given stimulus occurs only rarely but requires immediate
attention as soon as it does occur. Military officers watching for a sneak attack are
engaged in a high-stakes vigilance task.

In one study, participants watched a visual display that looked like the face of a
clock (Mackworth, 1948). A clock hand moved in continuous steps. Every once in
a while, the clock hand would take a double step. The participants’ task was to press
a button as soon as possible after observing a douhle step. Participants’ performance
began to deteriorate substantially after just half an hour of observation. Indeed, after
a half hour, participants were missing close to one fourth of the double steps. It ap-



FIGURE 4.3
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Screening hand luggage is an example of signal-detection theory at work in everyday life. Screeners learn
techniques to enuble them to maximize “hits” and “correct rejections” and to minimize “false alarms™ and
“misses.”

pears that decreases in vigilance are not primarily a result of participants' decreased
sensitivity. Rather, they are due to their increased doubtfulness about their perceived
observations (Broadbent & Gregory, 1965). To relate these findings to SDT, over time
it appears that participants become less willing torisk reporting false alarms. They err
instead by failing to report the presence of the signal stimulus when they are not sure
they detect it. They thereby show higher rates of misses. Training can help to increase
vigilance (Fisk & Schneider, 1981). But in tasks requiring sustained vigilance, fatigue
hinders performance. So there may be no substitute for frequent rest periods to en-
hance signal detection.

Attentional processes governing signal detection also appear to be highly local-
ized and strongly influenced by expectation (Motter, 1999; Posner, Snyder, & David-
son, 1980). Neurological studies show that signal detection of a visual stimulus is
greatest at the point where a signal is expected toappear. Accuracy of signal detection

Attention
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For some jobs, vigilance is a matter of life and death.

falls off sharply as the appearance of the stimulus occurs farther from the locus of at-
tention (l.aBerge & Brown, 1989; LaBerge, Catter, & Brown, 1992; Mangun & Hill-
yard, 1990, 1991). Thus, a busy lifeguard or air-traffic controller may respond quickly
to a signal within a narrow radius of where a signal is expected to appear. But signals
appearing outside the concentrated range of vigilant attention may not be detected
as quickly or as accurately.

In vigilance tasks, expectations regarding location strongly affect response effi-
ciency. In this case, efficiency involves the speed and accuracy of detecting a target
stimulus. However, expectations regarding the form of the stimulus do not {(Posner,
Snyder, & Davidson, 1980). Here, form refers to what shape or letter may appear in
a visual field. Suppose, now, that a participant is cued to look for a target stimulus in
two distant locations. This cueing does not enhance vigilance performance for both
locations. Various studies suggest that visual attention may be (very roughly) likened
to a spotlight. Stimuli within the region of the attentional spotlight arc detected read-
ily, but stimuli outside the spotlight are not detected as well (Eckstein, Shumozaki, &
Abbey, 2000; Nortnan, 1968; Palmer, 1990; Posner, Snyder, & Davidson, 1980). Fur-
thermore, like a spotlight, the beam of focused attention can be narrowly concen-
trated on a small area or widened to embrace a larger, more diffuse area (Palmer,
1990). However, the abrupt onset of a stimulus (i.e., the sudden appearance of a
stimulus) captures our attention. This effect occurs even when factors such as degree
of illuminance (brightness) are controlled (Yantis, 1993). Thus, we seem to be pre-
disposed to notice the sudden appearance of stimuli in our visual field. We might
speculate about the adaptive advantage this feature of attention may have offered to
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our ancestral hunter-gatherer forebears. They presumably needed to avoid various
predators. They also had to catch various prey.

Increased vigilance is seen in cases where emotional stimuli are used. The amyg-
dala plays a pivotal role in the recognition of emotional stimuli. Thus, the amygdala
appears to be an important brain structure in the regulation of vigilance (Phelps,
2004, 2006; Whalen, 1998).

Vigilance is extremely important in warding off terrorist attacks of various kinds.
For example, repeating announcements at airports often ask travelers to be vigilant
in looking for unattended baggage, which may contain explosives. Because luggage is
such a common site at airports, it is difficult to spot bags that are lying unattended,
not seeming to belong to anyone. Similarly, in many countries, pedestrians are asked
to be vigilant for cars or trucks that seem to be unattended and parked in odd places
because they may contain explosives that can be detonated at a distance. The costs
of failure of vigilance, in today's world, can be great loss of life as well as property.

Search

Whereas vigilance involves passively waiting for a signal stimulus to appear, search
involves actively and often skillfully seeking out a target (Pashler, 1998; Posner &
DiGirolamo, 1998; Posner, DiGirolamo, & Femandez-Duque, 1997; Wolfe, 1994).
Specifically, search refers to a scan of the environment for particular features—
actively looking for something when you are not sure where it will appear. Trying to
locate a particular brand of cereal in a crowded aisle at the grocery store—or a par-
ticular key term in a crowded textbook—is an example of search. As with vigilance,
when we are searching for something, we may respond by making false alarms. Air-
port screeners look at X-rays of hand luggage, trying to determine whether there are
any sharp objects in the baggage that might pose a danger in flight. Search is made
more difficult by distracters, nontarget stimuli that divert our attention away from
the target stimulus. In the case of search, false alarms usually arise when we encounter
such distracters while searching for the target stimulus. For instance, consider search-
ing for a product in the grocery store. We often see several distracting items that look
something like the item we hope to find. Package designers take advantage of the
effectiveness of distracters when creating packaging for products. For example, if a
container looks like a box of Cheerios, you may pick it up without realizing that it’s
really Tastee-Oh's.

As you may have expectecd, the number of targets and distracters affects the dif-
ficulty of the task. For example, try to find the T in panel a of Figure 4.4 a. Then try
to find the T in panel b of Figure 4.4 a. Display size is the number of items in a given
visual array. (It does not refer to the size of the items or even the size of the field on
which the array is displayed.) The display-size effect is the degree to which the num-
ber of items in a display hinders (slows down) the search process. When studying
visual-search phenomena, investigators often manipulate the display size. They then
observe how various contributing factors increase or decrease the display-size effect.

Distracters cause more trouble under some conditions than under others. Suppose
we look for some distinctive features. Examples might be color, size, proximity to like
items, distance from unlike items, or orientation, such as vertical, horizontal, or
oblique. We are able to conduct a feature search, in which we simply scan the envi-
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Cempare the relatwe difficidty in finding the T in panels a and b. T he display size affects your ease of performmg the task.

Anne Trasman is a professor
of psychology at Prmceson
Unwwersity. She @ well known
for her work in a variety of
areas of atwneonr and pevcep-
tion. espécually her theory thar
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ronment for that feature or those features {(Treisman, 1986, 1992, 1993). Distracters
play little role in slowing our search in that case. For example, try to find the O in
panel ¢ of Figure 4.4 b. The O has some distinctive features, as compared with the L
distracters in the display. The O thus seems to pop out of the display. Featural single-
tons, which are items with distinctive features, stand out in the display (Yantis,
1993). When featural singletons are targets, they seem to grab our attention. They
make search virtually impossible to avoid. Unfortunately, any featural singletons grab
our attention. This includes featural singletons that are distracters. When we are
searching for a featural-singleton target stimulus, a featural-singleton distracter stimu-
lus seems to distract us from finding the target (Theeuwes, 1992). For example, find
the T in panel d of Figure 4.4 b. The T is a featural singleton. But the presence of the
black (filled) circle prebably slows you down in your search.

A problem arises, however, when the target stimulus has no unique or even dis-
tinctive features. An example might be a particular boxed or canned item in a grocery
aisle. In these situations, the only way we can find it is to conduct a conjunction
search (Treisman, 1991). In a conjunction search, we look for a particular combina-
tion (conjunction—joining together) of features. For example, the only difference
between a T and an L is the particular integration {conjunction) of the line segments.
The difference is not a preperty of any single distinctive fearure of either letter. Both
letters comprise a horizontal line and a vertical line. So a search looking for either of
these features would provide no distinguishing information. In Figure 4.4 a, you had
to perform a conjunction search to find the T. So it probably took you longer to find

it than to find the O in Figure 4.4 b.
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In panel ¢, find the O. and in panel d, find the T.

As we age, our ability to perform an efficient visual search declines. Researchers
have noted that this decline is associated with areas that are responsible for process-
ing visual information (Madden & associates, 2007). These findings highlight the
importance of the visual system in search.

Feature-Integration Theory

According to Anne Treisman, feature-integration theory explains the relative ease
of conducting feature searches and the relative difficulty of conducting conjunction
searches. Consider Treisman's (1986) model of how our minds conduct visual
searches. For each possible feature of a stimulus, each of us has a mental map for rep-
resenting the given feature across the visual field. For example, there is a map for
every color, size, shape, or orientation (e.g., p, q, b, d} of each stimulus in our visual
field. For every stimulus, the features are represented in the feature maps immediately.
There is no added time required for additional cognitive processing. Thus, during
feature searches, we monitor the relevant feature map for the presence of any activa-
tion anywhere in the visual field. This process can be done in parallel {all at once).
It therefore shows no display-size effects. However, during conjunction searches, an
additional stage of processing is needed. During this stage, we must use our atten-
tional resources as a sort of mental “glue.” Ft conjoins two or more features into an
object representation at a particular location. This attentional process can only con-
join the features one object at a time. This stage must be carried out sequentially,
conjoining each object one by one. Effects of display size (i.e., a larger number of
objects with features to be conjoined) therefore appear.
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Sometimes people search for information quite effectively, although their atten-
tion is divided. How can they do this? One way is through a feature inhibition
mechanism (Treisman & Sato, 1990). Here, inhibition or suppression occurs of ir-
relevant features that might distract an individual from being able to search for a
target. There is some neuropsychological support for Treisman’s model. For example,
Nobel laureates David Hubel and Torsten Wiesel (1979) have identified specific neu-
ral feature detectors. These are cortical neurons that respond differentially to visual
stimuli of particular orientations. Examples of such orientations would be vertical,
horizontal, or diagonal. More recently, investigators have identified additional corti-
cal processes involved in the various distinct steps of feature integration required for
a variety of tasks {Bachevalier & Mishkin, 1986; Mishkin & Appenzeller, 1987;
Mishkin, Ungerleider, & Macko, 1983). These tasks include object recognition and
visual discrimination. The researchers observed that during wvisual search, differing
neural activity appears to be involved in the relatively low-level identification of
features. This is in contrast to the neural activity during relatively high-level featural
integration and synthesis. Today we know that processing is more complex than
Hubel and Wiesel originally thought. There is parallel processing of color, orienta-
tion, motion, depth, and ather features (Maunsell, 1995).

Similarity Theory

Not everyone agrees with Treisman’s model, however. According to similarity theory,
Treisman's data can be reinterpreted. In this view, the data are a result of the fact that
as the similarity between target and distracter stimuli increases, so does the difficulty
in detecting the target stimuli (Duncan & Humphreys, 1989, 1992). Thus, targets
that are highly similar to distracters are hard to detect. Targets that are highly dispa-
rate from distracters are easy to detect. For example, try to find the black (filled) circle
in Figure 4.4 c. The rarget is highly similar to the distracters (black squares or white
circles). It is therefore very difficult to find.

According to this theory, another factor thar facilitates the search for target
stimuli is similarity (uniformity) among the distracters (Duncan & Humphreys,
1989). Searching for target stimuli against a background of relatively uniform (highly
similar) distracters is fairly easy. But searching for target stimuli against a background
of highly diverse distracters is quite difficult. Furthennore, the difficulty of search
tasks depends on the degree of similarity between the targets and the distracters and
on the degree of disparity among the distracters. But it does not depend on the num-
ber of features to be integrated. For instance, onc reason that it is easier to read long
strings of text written in lowercase letters than text written in capital letters is that
capital letters tend to be more similar to one another in appearance. Lowercase let-
ters, in contrast, have more distinguishing features. However, as in the initial letter
of a sentence or of a word in a title, capital letters are quite distinctive from lowercase
letters. You can get an idea of how highly dissimilar distracters impede visual search.
Try to find the capital letter R in panels f and g of Figure 4.4 d.

In addition, some findings do not fit well with Treisman's theory. For example,
some features (e.g., size and color) may be conjoined easily even without attentional
processes. Search for these integrated features appears to occur about as rapidly as
does search for some discrete features (He & Nakayama, 1992; Nakayama, 1990). It
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would be about as easy to search for objects with conjoined features of size and color
as it would be to search for objects of a distinctive color alone. For instance, it would
be as easy to search for large red circles (target stimuli) versus small red circles, large
blue circles, and small blue circles (distracters) as it would be to search for red circles
(rarget stimuli) versus blue circles (distracters). Thus, the difficulty of visual search
depends not only on whether discrete features must be integrated. k also depends on
which features must be integrated in a given search.

Guided Search Theory

In response to these and other findings, investigators have proposed an alternative to
Treisman's model. They call it guided search (Cave & Wolfe, 1990). According to
these researchers, the guided-search model suggests that all searches, whether feature
searches or conjunction searches, involve two consecutive stages. The first is a paral-
lel stage. In it, the individual simultaneously activates a mental representation of al!
the potential targets. The representation is based on the simultaneous activation of
each of the features of the target. In a subsequent serial stage, the individual sequen-
tially evaluates each of the activated elements, according to the degree of activation.
He or she then chooses the true targets from the activated elements. According to
this model, the activation process of the parallel initial stage helps to guide the
evaluation and selection process of the serial second stage of the search.

Let’s see how guided search might work. Try to find the white circles in panel h
of Figure 4.4 ¢. In this case, the targets are all white circles. The distracters are all
black squares. Thus, we have a feature search. So the parallel stage will activate all
the circles, but it will activate none of the squares. Therefore, the serial stage quickly
will be able to select all the targets. However, look at panel i of Figure 4.4 e. Try to
find the black circle. The distracters include white squares, white circles, and black
squares. Hence, the parallel stage will activate a mental map for the target black cir-
cle. This is the top-priority activation because of the conjunction of features. For the
distracter, it will activate black squaresand white circles. During the serial stage, you
first will evaluate the black circle, which was highly activated. But then you will
evaluate the black squares and the white circles, which were less highly activated.
You then will dismiss them as distracters.

Cave and Wolfe’s guided-search model predicts that some conjunction searches
are easier than others. In particular, those involving more items with features similar
to those of the target are easier than those involving fewer items with features similar
to those of the target. These researchers found support for their model by creating
computer simulations. They then compared the performance of the simulations with
the actual performance of participants carrying out searches. Under most circum-
stances, the simulations of their model produced results that were very similar to
those of the actual participants.

Final Considerations

Suppose we know in advance the general area in which to expect a stimulus to be
located. We then can find the stimulus much more readily (Posner, Snyder, & David-
son, 1980). For example, consider panel j of Figure 4.4 f. Once we detect the spatial
pattern regarding where to expect the target stimulus, our search becomes easier. Prior
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knowledge also influences our ability to use variousstrategies for conjunctive searches.
For example, for most people over age 7 years, it will be relatively easy to find the
instances of the letters a and p in panel k of Figure 4.4 f. Similarly, anyone who is
experienced at touch-typing can readily tind the instances of those letters in panel !
of Figure 4.4 f. In both cases, prior knowledge may facilitate visual search.

Selective and

Divided Attention

Basic Paradigms for Studying Selective Attention

Suppose you are at a dinner party. It is just your luck that you are sitting next to a
salesman. He sells I 10 brands of vacuum cleaners. He describes to you in excruciating
detail the relative merits of each brand. As you are listening to this blatherer, who
happens to be on your right, you become aware of the conversation of the two diners
sitting on your left. Their exchange is much more interesting. It contains juicy infor-
mation you had not known about one of your acquaintances. You find yourself trying
to keep up the semblance of a conversation with the blabbermouth on your right, but
you are also tuning in to the dialogue on your left.

The preceding vignette describes a naturalistic experiment in selective attention.
It was inspired by the research of Colin Cherry (1953). Cherry referred to this phenom-
enon as the cocktail party problem, the process of trackingone conversation in the face
of the distraction of other conversations. He observed that cocktail parties are often
settings in which selective attention is salient. The preceding is a good example.

Cherry did not actually hang out at numerous cocktail parties to study conversa-
tions. He studied selective attentiuon in a more carefully controlled experimental
setting. He devised a task known as shadowing. In shadowing, you listen to two differ-
ent messages. You are required to repeat back only one of the messages as soon as
possible after you hear it. In other words, you are to follow one message (think of a
detective “shadowing” a suspect) but ignore the other. Forsome participants, he used
binaural presentation, presenting the same two messages or sometimes just one mes-
sage to both ears simultaneously. For other participants, he used dichotic presenta-
tion, presenting a different message to each ear. (Figure 4.5 illustrates how these lis-
tening tasks might be presented.)

Cherry's participants found it virtually impossible to track only one message dur-
ing simultaneous binaural presentation of two distinct messages. It is as though in
attending to one thing, we divert attention from another (Desimone & Duncan,
1995; Duncan, 1996). His participants much more effectively shadowed distinct mes-
sages in dichotic-listeningtasks. In such tasks they generally shadowed messages fairly
accurately. During dichotic listening, participants also were able to notice physical,
sensory changes in the unattended message—for example, when the message was
changed to a tone or the voice changed from a male to a female speaker. However,
they did not notice semantic changes in the unattended message. They failed to no-
tice even when the unattended message shifted to English or German or was played
backward. Conversely, about one third of people, when their name is presented dur-
ing these situations, will switch their attention to their name. Some researchers have
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In a picnic basket, she had pearnut butter
sandwiches and chocolate brownies..

In the picnic basket,
she had peanut butter
book, leaf. roof. sample
always .

Shadowed ear

cat, large. day, apple,
fnend, every, select.
sandwiches and chocolate
brownies ....

Unattended ear

Colin Cheny discovered that selectwe ateenrion was much easier during dichotic presentanon than during bnaural presentation of differ-

ing messages.

noted that those who hear their name in the unattended message tend to have lim-
ited working-memory capacity. As a result, they are easily distracted (Conway,
Cowan, & Bunting, 2001). Infants will also shift their attention to one of two mes-
sages if their name is said (Newman, 2005).

Think of being at a cocktail party or in a noisy restaurant. Three factors help you
to selectively attend only to the message of the target speaker to whom you wish to
listen. The first is distinctive sensory characteristics of the target’s speech. Examples
of such characteristics are high versus low pitch, pacing, and rhythmicity. A second
is sound intensity (loudness), and a third is location of the sound source (Brungard &
Simpson, 2007). Attending to the physical properties of the target speaker’s voice has
its advantages. You can avoid being distracted by the semantic content of messages
from nontarget speakers in the area. Clearly, the sound intensity of the target also
helps. In addition, you probably intuitively can use a strategy for locating sounds. This
changes a binaural task into a dichotic one. You turn one ear toward and the other
ear away from the target speaker. Note that this method offers no greater total sound
intensity. The reason is that with one ear closer to the speaker, the other is farther
away. The key advantage is the difference in volume. It allows you to locate the
source of the target sound.

Filter and Bottleneck Theories of Selective Attention

Models of selective attention can be of several different kinds (Bundesen, 1996, 2000;
Logan, 1996). The models differ in two ways. First, do they have a distinct “filter” for
incoming information? Second, if they do, where in the processing of information

does the filter occur (Pashler, 1998)?
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Broadbent’'s Model

According to one of the earliest theories of attention, we filter information right after
it is registered at the sensory level (Broadbent, 1958; Figure 4.6). In Broadbent’s view,
multiple channels of sensory input reach an attentional filter. It permits only one
channel of sensory information to proceed through the filter toreach the processes of
perception. We thereby assign meaning to our sensations. In addition to the target
stimuli, stimuli with distinctive sensory characteristics may pass through the atten-
tional system. Examples would be differences in pitch or in loudness. They thereby
reach higher levels of processing, such as perception. However, other stimuli will be
filtered out at the sensory level. They may never pass through the attentional filter to
reach the level of perception. Broadbent's theory was supported by Colin Cherry's
findings that sensory information may be noticed by an unattended ear. Examples of
such material would be male versus female voices or tones versus words. But informa-
tion requiring higher perceptual processes is not noticed in an unattended ear. Ex-
amples would be German versus English words or even words played backward instead

of forward.

Sensory Selective Perceptual Short-Term
register filter processes memory R
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Various mechanisms have been preposed suggesting a means by which incoming sensory information passes through the attentional systerm
to reach high-level perceptual processes.
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Moray’s Selective Filter Model

Nort long after Broadbent's theory, evidence began to suggest that Broadbent’s model
must be wrong (e.g., Gray & Wedderbum, 1960). First, an investigator found that
even when participants ignore most other high-level (e.g., semantic) aspects of an
unattended message, they frequently still recognize their names in an unattended ear
(Moray, 1959). He suggested that the reason for this effect is that powerful, highly
salient messages may break through the filter of selective attention. But other mes-
sages may not. To modify Broadbent’s metaphor, one could say that, according to
Moray, the selective filter blocks out most information at the sensory level. But some
highly salient, or personally important, messages are so powerful that they burst
through the filtering mechanism.

Treisman’s Attenuation Model

While a participant is shadowing a coherent message in one ear and ignoring a message
in the other ear, something interesting occurs. If the message in the attended ear sud-
denly is switched to the unattended ear, participants will pick up the first few words of
the old message in the new ear (Treisman, 1960). This finding suggests that context
briefly will lead the participants to shadow a message that should be ignored.

Moreover, if the unattended message was identical to the attended one, all par-
ticipants noticed ir. They noticed even if one of the messages was slightly out of
temporal synchronizarion with the other (Treisman, 1964a, [964b). Participants
typically recognized the two messages to be the same when the shadowed message was
as much as 4.3 seconds ahead of the unattended one. They also recognized it if it was
as far as 1.5 seconds behind the unattended one. Treisman also observed fluently bi-
lingual participants. Some of them noticed the identity of messages if the unattended
message was a translated version of the atrended one.

Moray’s modification of Broadbent's filtering mechanism was clearly not sufficient
to explain Treisman’s (1960, 1964a, 1964b) findings. Her findings suggested to Treisman
that at least some information about unattended signals is being analyzed. Treisman also
interpreted Moray’s findings as indicating that some higher-level processing of the in-
formation reaching the supposedly unattended ear must be taking place. Otherwise,
participants would not recognize the familiar sounds to realize that they were salient.
That is. the incoming information cannot be filtered out at the level of sensation. If it
were, we would never perceive the message to recognize its salience.

Based on these findings, Treisman proposed a theory of selective attention. It
involves a different kind of filtering mechanism. Recall that in Broadbent'’s theory the
filter acts to block stimuli other than the target stimulus. In Treisman’s theory, how-
ever, the mechanism merely attenuates (weakens the sttength of) stimuli other than
the target stimulus. For particularly potent stimuli, the effects of the attenuation are
not great enough to prevent the stimuli from penetrating the signal-weakening
mechanism. Figure 4.6 illustrates Treisman's signal-atctenuaring mechanism.

According to Treisman, selective attention involves three stages. In the first stage,
we preattentively analyze the physical properties of a stimulus. Examples would be loud-
ness {sound intensity) and pitch (related to the “frequency” of the sound waves. This
preattentive process is conducted in parallel (simultaneously) for all incoming sensory
stimuli. For stimuli that show the target properties, we pass the signal on to the next
stage. For stimuli that do not show these properties, we pass on only a weakened version
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FIGURE 4.7

of the stimulus. In the second stage, we analyze whether a given stimulus has a pattem,
such as speech or music. For stimuli thatshow the target pattern, we pass the signal on
to the next stage. For stimuli that do not show the target pattern, we pass on only a
weakened version of the stimulus. In the third stage we focus attention on the stimuli
that make it to this ssage. We sequentially evaluate the incoming messages. We assign
appropriate meanings to the selected stimulus messages.

Deutsch and Deutsch’s Late Filter Model

Consider an alternative to Treisman's artenuation theory. It simply moves the location
of the signal-blocking filter to follow, rather than precede, at least some of the percep-
tual processing needed for recognition of meaning in the stimuli. In this view, the
signal-blocking filter occurs later in the process. It has its effects after sensory analysis.
Thus, it occurs after some perceptual and conceptual analysis has occurred (Deutsch &
Deutsch, 1963; Norman, 1968; Figure 4.7). This later filtering would allow people to
recognize information entering the unattended ear. For example, they might recognize
the sound of their own names or a translation of attended input (for bilinguals). If the
information does not perceptually strike some sort of chord, people will throw it out at
the filtering mechanism shown in Figure 4.7. If it does, however, as with the sound of
an important name, people will pay artention to it. Note that proponents of both the
early and the late filtering mechanisms propose that there is an atrentional bottleneck
through which only a single source of infortnation can pass. The two models differ only
in terms of where they hypothesize the bottleneck to be positioned.

The Multimode Theory

Multimode theory (Johnston & Heinz, 1978) proposes that attention is flexible. Se-
lection of one message over another message can be made at any of various different
points in the coutse of information processing. According to this theory, processing
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occurs in three stages. In Stage 1, the individual constructs sensory representations of
stimuli. In Stage 2, the individual constructs semantic representations. Neither of
these stages is fully conscious. In Stage 3, the representations of Stages 1 and 2 be-
come conscious. Early selection (Broadbent) would be associated with Stage I,
whereas late selection would be associated with Stage 3. The difficulty of a task re-
quiring selection depends, in part, upon when selection takes place. More effort is
required in later than in earlier stages.

Neisser’s Synthesis

In 1967, Ulric Neisser synthesized the early-filter and the late-filter models in a way
different from Johnston and Heinz {1978). He proposed that there are two processes
governing attention: preattentive and attentive processes. Preattentive, automatic
processes are rapid and occur in parallel. They can be used to notice only physical
sensory characteristics of the unattended message. But they do not discem meaning
or relationships. Attentive, controlled processes occur later. They are executed seri-
ally and consume time and attentional resources, such as working memory. They also
can be used to observe relationships among features. They serve to synthesize frag-
ments into a mental representation of an object. More recent work in attention builds
on Neisser's distinction between preattentive and attentive processes. It focuses only
on the consciously controlled aspects of attention (Cowan, 1995).

Consider a different view of the two processes (McCann & Johnston, 1992). Ac-
cording to these researchers, physical analysis of sensoty data occurs continually, but se-
mantic analysis of stimuli occurs only when cognitive capacity (in the fonn of working
memory) is not already overtaxed; the capacity also must be sufficient to pennit such
analysis. Supportive evidence is that people show much faster reaction times when re-
sponding to physically discriminable stimuli than to semantically discriminable stimuli.

A two-step model of some sort could account for Cherry'’s, Moray's, and Treisman’s
data. Evidence of fully automatic versus tully controlled processes also seems to support
this model. Automatic processes may be governed only by the first step of attentional
processing. Controlled processes additionally may be governed by the second of the two
steps. The model also nicely incorporates aspects of Treisman's signal-attenuation the-
oty and of her subsequent feature-integration theory. According to this latter theory,
discrete processes for feature detection and for feature integration occur during searches.
Again, Treisman’s feature-detection process may be linked to the fortner of the two
processes (i.e., speedy, automatic processing). Her feature-integration process may be
linked to the latter of the two processes (i.e., slower, controlled processing). Unfortu-
nately, however, the two-step model does not do a good job of explaining the contin-
uum of processes from fully automatic ones to fully controlled ones. Recall, for example,
that fully controlled processes appear to be at least partially automatized (Spelke, Hirst,
& Neisser, 1976). How does the two-process model explain the automatization of pro-
cesses in divided-attention phenomena? For example, how can one read for comprehen-
sion while writing dictated, categorized words?

Attentional-Resource Theories of Selective Attention

More recent theories have moved away from the notion of signal-blocking or signal-
attenuating filters. They have instead moved toward the notion of apportionment of
limited attentional resources. Attentional-resource theories help to explain how we
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FIGURE 4.8
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can perform more than one attention-demanding task at a time. They posit that
people have a fixed amount of attention that they can choose to allocate according
to what the task requires. Figure 4.8 shows two examples of such a theory. In panel a,
the system has a single pool of resources that can be divided up, say, among multiple
tasks (Kahneman, 1973).

However, it now appears that such a model represents an oversimplification.
People are much better at dividing their attention when competing tasks are in dif-
ferent modalities. At least some attentional resources may be specific to the modality
in which a task is presented. For example, most people easily can simultaneously lis-
ten to music and concentrate on writing. But it is harder to listen to the news station
and concentrate on writing at the same time. The reason is that both are verbal tasks.
The words from the news interfere with the words you are thinking about. Similarly,
two visual tasks are more likely to interfere with each other than are a visual task
coupled with an auditory one. Panel b of Figure 4.8 shows a model that allows for
attentional resources to be specific to a given modality (Navon & Gopher, 1979). For
someone trying to write while listening to music, the use of two distinctive modality-
specific attentional resources probably would not pose serious attentional difficulties.
An example would be auditory for music, writing for visual.

Attentional-resources theory has been criticized severely as overly broad and
vague (e.g., S. Yantis, personal communication, December 1994). Indeed, it may not
stand alone in explaining all aspects of attention, but it complements filter theories
quite well. Filter and bottleneck theories of attention seem to be more suitable meta-
phors for competing tasks that appear to be attentionally incompatible. Examples
would be selective-attention tasks or simple divided-attention tasks involving the
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psychological refractory period (PRP) effect (Pashler, 1994). For these kinds of tasks,
it appears that some preattentive processes may occur simultaneously, but processes
requiring attention must be handled sequentially, as if passing one-by-one through an
attentional bottleneck.

Resource theory seems to be a better metaphor for explaining phenomena of di-
vided attention on complex tasks. In these tasks, practice effects may be observed.
According to this metaphor, as each of the complex tasks becomes increasingly au-
tomatized, performance of each task makes fewer demands on the limited-capacity
attentional resources. Additionally, for explaining search-related phenomena, theo-
ries specific to visual search (e.g., models proposing guided search [Cave & Wolfe,
1990] or similarity [Duncan & Humphreys, 1989]) seem to have stronger explanatory
power than do filter or resource theories. However, these two kinds of theories are not
altogether incompatible. Although the findings from research on visual search do not
conflict with filter or resource theories, the task-specific theories more specifically
describe the processes at work during visual search.

Additional Considerations in Selective AHention

The Role of Task, Situation, and Person Variables

The existing theoretical models of attention may be too simplistic and mechanistic
to explain the complexities of attention. For example, both trait-based anxiety (a
personality characteristic) and situation-related anxiety have been found to affect
attention (Eysenck & Byrne, 1992; Eysenck & Calvo, 1992; Eysenck & Graydon,
1989). Both types of anxiety tend to place constraints on attention. Other consid-
erations enter in as well. The first is overall arousal. One may be tired, drowsy, or
drugged, which may limit attention. Being excited sometimes enhances it. A sec-
ond consideration is specific interest in a target task and stimuli, compared with
interest in distracters. A third is the nature of the task. For example, it may be
highly difficult, complex, or novel. Such tasks require more attentional resources
than do easy, simple, or highly familiar tasks. Task difficulty particularly influences
performance during divided attention. A fourth consideration is amount of practice
in performing a given task or set of tasks. Related to this is the skill of utilizing at-
tentional resources for a task or tasks. Increased practice and skill enhance atten-
tion (Spelke, Hirst, & Neisser, 1976). A fifth consideration is the stage of process-
ing at which attentional demands are needed. This stage may be before, during, or
after some degree of perceptual processing.

In sum, certain attentional processes occur outside our conscious awareness.
Others are subject to conscious control. The psychological study of attention has
included diverse phenomena, such as vigilance, search, selective attention, and
divided attention during the simultaneous performance of multiple tasks. To ex-
plain this diversity of attentional phenomena, current theories emphasize that a
filtering mechanism appears to govern some aspects of attention. Limited modality-
specific attentional resources appear to influence other aspects of attention. Clearly,
findings from cognitive research have yielded many insights into attention, but ad-
ditional understanding also has been gained through the study of attentional pro-
cesses in the brain.
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The Stroop Effect

Much of the research on selective attention has focused on auditory processing, but
selective attention also can be studied through visual processing. One of the tasks
most frequently used for this purpose was first formulated by John Ridley Stroop
(1935). The Stroop effect is named after him. The task works as follows:

Quickly read aloud the following words: brown, blue, green, red, purple. Easy,
isn’t it? Now quickly name aloud the colors shown in part a of the top figure on the
back endpaper of this book. In this figure, the colored ink matches the name of
the color word. This task, too, is easy. Now, look at part ¢ of the same figure. Here,
the colors of the inks differ from the color names that are printed with them. Again,
name the ink colors you see, out loud, as quickly as possible.

You probably will find the task very difficult: Each of the written words interferes
with your naming the color of the ink. The Stroop effect demonstrates the psycho-
logical difficuley in selectively attending to the color of the ink and trying to ignore
the word that is printed with the ink of that color. One explanation of why the Stroop
test may be particularly difficule is chat, for you and most other adults, reading is now
an automatic process. It is not readily subject to your conscious control (MacLeod,
1991, 1996). For that reason, you find it difficult intentionally to refrain from reading
and instead to concentrate on identifying the color of the ink, disregarding the word
printed in that ink color. An altemnative explanation is that the output of a response
occurs when the mental pathways for producing the response are activated sufficiently
{MacLeod, 1991). In the Stroop test, the color word activates a cortical pathway for
saying the word. In contrast, the ink-color name activates a pathway for naming the
color. But the former pathway interferes with the lacter. In this situation, it takes
longer to gather sufficient strength of activation to produce the color-naming re-
sponse and not the word-reading response.

A number of variations of the Stroop effect exist. including the number Stroop,
the directional Stroop, the animal Stroop, and the emotional Stroop. Theses tasks are
very stmilar to the standard Stroop. For example, in the number Stroop, number
words are used. Thus, the word two might be written three times, two two (o, and
the participant be asked to count the number of words. As with the standard Stroop
task, reading sometimes interferes with the counting task {Girelli & associates, 200i;
Kaufmann & Nuerk, 2006). One of the most extensively used Stroop variations is the
emotional Stroop. In this task, the standard task is modifted so that the color words
are replaced with either emotional or neutral words. Participants are asked to name
the colors of the words. Researchers find that there is a longer delay in color naming
for emotional words as compared with neutral words. These findings suggest that the
automatic reading of emotional words causes more interference than reading of neu-
tral words (Borkenau & Mauer, 2006; Larsen, Mercer, & Balota, 2006; Phaf & Kan,
2007; Thomas, Johnstone, & Gonsalvez, 2007).

Divided Attention

In signal detection and selective attention, the attentional system must coordinate a
search for the simultaneous presence of many features. This is a relatively simple, if
not easy, task. At times, however, the attentional system must perform two or more
discrete tasks at the same time. Early work in this area was done by Ulric Neisser and
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Robert Becklen (1975). They had participants view a videotape in which the display
of one activity was superimposed on the display of another activity. The first activity
was a three-person basketball gamne; the second, two people playing a hand-slapping
game. Initially, the task was simply to watch one activity and ignore the other. The
participant pressed a button whenever key events occurred in the attended activity.
Essentially, this first task required only selective attention.

However, the two researchers then asked participants to attend to both activities
simultaneously. They were to signal key events in each of the two activities. Even
when the researchers presented the two activities dichoptically (i.e., not in a single
visual field, but rather with one activity observed by one eye and the other activity
observed by the other eye), participants had great difficulty performing both tasks
simultaneously. Neisser and Becklen hypothesized that improvements in performance
would have occurred eventually as a result of practice. They also hypothesized that
the performance of multiple tasks was based on skill resulting from practice. They
believed it not to be based on special cognitive mechanisms.

The following year, investigators used a dual-task paradigm to study divided at-
tention during the simultaneous performance of two activities (Spelke, Hirst, & Neis-
ser, 1976). The dual-task paradigm involves two tasks (Task A and Task B) and three
conditions (Task A only, Task B only, and both Tasks A and B). The idea was that
the researchers would compare and contrast the latency (response time) and accuracy
of performance in each of the three conditions. Of course, higher latencies mean
slower responses. Previous research had shown that the speed and accuracy of simul-
taneous performance of two tasks was quite poor for the simultaneous performance of
two controlled processes. There arc rare instances in which people demonstrate high
levels of speed and accuracy for the simultaneous performance of two tasks. In those
instances, at least one of the tasks generally involves automatic processing, and usu-
ally both tasks involve such processing.

As expected, initial performance was indeed quite poor for the two controlled
tasks they chose. These two tasks were reading for detailed comprehension and writ-
ing down dictated words. However, Spelke and her colleagues continued to have the
two participants in their study perform these two tasks 5 days a week for many weeks
(85 sessions in all). To the surprise of many, given enough practice, the participants’
performance improved on both tasks. They showed improvements in their speed of
readingand accuracy of reading comprehension, as measured by comprehension tests.
They also showed increases in their recognition memory for words they had written
during dictation. Eventually, participants’ performance on both tasks reached the
same levels that the participants previously had shown for each rask alone.

The authors then introduced sublists of related words within the full word-
dictation lists. Examples would be sublists of words that formed a sentence or rhymed.
They asked the participants to report any of the words that had been dictated. or any
general properties of the particular list that they remembered. The participants ini-
tially recalled very few words and no relationships among any of the words. After
repeated practice, however, they noticed words related in various ways. One was by
superordinate categories. A second was by rhyming sounds. A third was by strings of
words that formed sentences. And a fourth was by parts of speech. They included
grammatical classes, such as verbs and plural nouns. Furthermore, simultaneous per-
formance of the more complex dictation task initially led to a dip in performance on
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the reading-comprehension task. With continued practice, performance on that task
soon returned to previous high levels.

Next, the authors modified the word-dictation task. Now, the participants some-
times wrote the dictated words and sometimes wraote the correct one of two categories
(e.g., animals versus furniture) to which the dictated words belonged. At the same
time, they still engaged in the reading-comprehension task. As with previous modifi-
cations, initial performance on the two tasks dropped. But petformance retumned to
high levels after practice. Spelke and her colleagues suggested that these findings
showed that controlled tasks can be automatized so that they consume fewer atten-
tional resources. Further, two discrete controlled tasks may be automatized to func-
tion together as a unit. These authors were quick to point out that the tasks do not,
however, become fully automatic. For one thing, they continue to be intentional and
conscious. For another, they involve relatively high levels of cognitive processing.

An entirely different approach to studying divided attention has focused on ex-
tremely simple tasks that require speedy responses. When people try to performn two
overlapping speeded tasks, the responses for one or both tasks are almost always slower
(Pashler, 1994). When a second task begins scon after the first task has started, speed
of performance usually suffers. The slowing resulting from simultaneous engagement in
speeded tasks, as mentioned earlier in the chapter, is the PRP effect. Findings from PRDP
studies indicate that people can accommodate fairly easily perceptual processing of the
physical properties of sensory stimuli while engaged in a second speeded task (Pashler,
1994). However, they cannot readily accommodate more than one cognitive task re-
quiring them to choose a response, retrieve information from memory, or engage in
various other cognitive operations. When both tasks requirc performance of any of
these cognitive operations, one or both tasks will show the PRP effect.

Consider driving a car, for example. You need constantly to be aware of threats
to your safety. Suppose you fail to select one such threat, such as a car that runs a red
light and is headed directly at you as you enter an intersection. The result is that you
may become an innocent victim of a horrible car accident. Moreover, if you are un-
successful in dividing your attention, you may cause an accident. Most automobile
accidents are caused by failures in divided attention. A study of 2700 crashes in the
state of Virginia between June and November of 2002 investigated causes of accidents
(Warner, 2004). According to the study, rubbemecking (viewing accidents that have
already occurred) was the cause of 16% of accidents, followed by driver fatigue (12%);
looking at scenery or landmarks (10%); distractions caused by passengers or children
(9%); adjusting a radio, tape, or CD player {7%); and cell phone use (5%). On aver-
age, distractions occurring inside the vehicle accounted for 62% of the distractions
reported. Distractions outside the vehicle accounted for 35%. The other 3% were of
undetermined cause. The causes of accidents differed somewhat for rural versus urban
areas. Accidents in rural areas were more likely to be due to driver fatigue, insects
entering or striking the vehicle, or pet distractions. In urban areas, crashes were more
likely to result from rubbemecking, traftic, or cell-phone use. Overall, this study and
others suggested that cell phones are somewhat less responsible for accidents than
some people had expected (Cohen & Graham, 2003; Figure 4.9).

As many as 21 % of accidents and near-accidents involve at least one driver talk-
ing on a cell phone, although the conversation mayor may not have been the cause
of the accident (Seo & Torabi, 2004). Other research has indicated that, when rime
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lllustrating a failure of dwided anention, drivers who rubberneck at the scene of an accident are a major
cause of further accidents.

on task and driving conditions are controlled for, the effects of talking on a cell phone
can be as detrimental to driving as intoxication {Strayer, Drews, & Crouch, 2006).
Still other research has found that, compared with people not on a ceil phone, people
talking on a cell phone exhibit more anger, through honking and facial expressions,
when presented with a frustrating situation (McGarva, Ramsey, & Shear, 2006). In-
creased aggression has been linked with increased accidents {Deftenbacher & associ-
ates, 2003). Therefore, it is likely that people who talk on the phone while driving
are more prone to anger and, as a result, more accidents. These findings, combined
with those on the effects of divided attention, help to explain why an increase in ac-
cidents is seen when cell phones are involved.

There are many ways to study divided attention (Egeth, 2000; Luck & associates,
1996; Moore & Egeth, 1997; Pashler, 1998; Pashler & Johnston, 1998; Van der
Heijden, 1992). One of the simplest starts with our own set of everyday experiences.
One widely used paradigm makes use of a simulation of the driving situation (Strayer
& Johnston, 2001). Researchers had participants perform a tracking task. The par-
ticipants had control of a joystick, which moved a cursor on a computer screen. The
participants needed to keep the cursor in position on a moving target. At various
times, the target would flash either green or red. If the color was green, the partici-
pants were to ignore the signal. If the color was red, however, the participants were
to push a simulated brake. The simulated brake was a button on the joystick.

In one condition, participants did the task singly—that is, by itself. In another
condition, participants were involved in a second task. This procedure created a dual-
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task situation. The participants either listened to a radio broadcast while doing the
task or talked on a cell phone to an experimental confederate. Participants talked
roughly half the time and also listened roughly half the time. Two different topics
were used to ensure that the results were not due to the topic of conversation. The
results of the study are shown in Figure 4.10.

As shown in Figure 4.10, the probability of a miss in the face of the red signal
increased substantially in the cell-phone dual-task condition relative to the single-
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task condition. Reaction times were also substantially slower in this condition than
in the single-task condition. In contrast, there was no significant difference be-
tween probabilities of a miss in the single-task and radio dual-task condition, nor
was there a significant difference in reaction time in this condition. Thus, use of
cell phones appears to be substantially more risky than listening to the radio while
driving.

Consciousness of Complex Mental Processes

No serious investigator of cognition believes that people have conscious access to
very simple mental processes. For example, none of us has a good idea of the means
by which we recognize whether a printed letter such as A is an uppercase or lowercase
one. But now consider more complex processing. How conscious are we of our com-
plex mental processcs? Cognitive psychologists have differing views on how this ques-
tion is best answered.

One view (Ericsson & Simon, 1984) is that people have quite good access to
their complex mental processes. Simon and his colleagues, for example, have used
protocol analysis in analyzing people’s solving of problems, such as chess problems and
so-called cryptarithmetic problems, in which one has to figure out what numbers
substitute for letters in a mathematical computation problem. These investigations
have suggested to Simon and his colleagues that people have quite good conscious
access to their complex information processes.

A second view is that people’s access to their complex mental processes is not
very good (e.g., Nisbett & Wilson, 1977). In this view, people may think they know
how they solve complex ptoblems, but their thoughts are frequently erroneous. Ac-
cording to Nisbett and Wilson, we typically are conscious of the products of our
thinking, but only vaguely conscious, if at all, of the processes of thinking. For ex-
ample, suppose you decide to buy one model of bicycle over another. You certainly
will know the product of the decision—which model you bought. But you may have
only a vague idea of how you arrived at that decision. Indeed, according to this
view, you may believe you know why you made the decision, but that belief is likely
to be flawed. Advertisers depend on this second view. They try to manipulate your
thoughts and feelings toward a product so that, whatever your conscious thoughts
may be, your unconscious ones will lead you to buy their product over that of a
competitor.

The essence of the second view is that people’s conscious access to theit thought
processes, and even their control over their thought processes, is quite minimal (Weg-
ner, 2002; Wilson, 2002). Consider the problem of getting over someone who has
terminated an intimate relationship with you. One technique that is sometimes used
to get over someone is thought suppression. As soon as you think of the person, you
try to put the individual out of your mind. There is one problem with this technigue,
but it is a major one: It often does not work. Indeed, the more you try not to think
about the person. the more you may end up thinking about him or her and having
trouble getting the person off your mind. Research has actually shown that trying not
to think about something usually does not work (Wegner, 1997a, [997b). lronically,
the more you try not to think about someone or something, the more “obsessed” you
may become with the person or object.
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Change Blindness

Adaptive behavior requires us to be attentive to changes in our environment be-
cause changes cue us to both opportunities and dangers. Evolutionarily, the ability
to spot predators suddenly appearing in the visual field would have been a great
advantage for the survival of organisms and, ultimately, their genes. It thus may be
surprising to discover that people can show remarkable levels of change blindness,
the inability to detect changes in objects or scenes that are being viewed (O'Regan,
2003; Simons, 2000).

In one study, a stranger asks a bystander for directions. As the interaction proceeds,
two workers carrying a wooden door walk between the stranger and the bystander.
When the workers have passed by, the original stranger has been replaced by a different
stranger (one of the workers). The interaction then continues as before. How likely do
you think it is that the bystander would notice that the person to whom he or she is
talking is no longer the same person’ Oddly enough, only about half of the bystanders
notice that a switch has been made. Many do not even notice the change when they
are explicitly told that the person to whom they are talking is not the one with whom
they originally were conversing (Simons & Levin, 1997, 1998).

In another paradigm, participants see pairs of pictures, separated by brief inter-
vals. Changes are made in the pictures in the interval. For the most part, people have
difficulty recognizing the changes. They are more likely to recognize them when they
are important to the scene than when they are unimportant. Even when told explic-
itly to look for changes, people have trouble finding them (Levin & Simons, 1997;
Rensink, O'Regan, & Clark, 1997; Shore & Klein, 2000; Simons, 2000; Simons &
Ambinder, 2009).

There do seem to be cultural differences in the areas that we observe changes. In
American participants, central items are recognized more readily than peripheral
changes. However, in East Asian participants, changes in peripheral information are
more promptly identified compared with central changes (Masuda & Nisbett, 2006).
The rightparietal cortex plays a significantrole in change blindness. Electrical stimu-
lation to this area increases the time it takes to identify a change in a scene (Beck &
associates, 2006).

Change blindness is not limited to visual information. The inability to detect a
change can be observed in auditory and tactile stimuli (Gallace & associates, 2006;
Vitevitch, 2003). However, as in visual stimuli, a brief delay must be present between
the original and changed stimuli.

These results suggest that people are much less astute in recognizing changes in
their environments than we might expect. Even fairly blatant changes, such as the
identity of a person to whom we speak, may pass us by. When we admire Sherlock
Holmes for his astuteness, we probably give him too little credit. In the fictional de-
tective stories in which he plays a role, he notices extremely unobvious things. Often
we tend not to notice even things that are obvious.

Attention Deficit Hyperactivity Disorder

Most of us take for granted our ability to pay attention and to divide our attention
in adaptive ways. But not everyone can do so. People with attenaon deficit hyperac-
tivity diserder (ADHD) have difficulties in focusing their attention in ways that
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enable them to adapt in optimal ways to their environment (Attention deficit hyper-
activity disorder, 2004, upon which this section is largely based; see also Swanson &
associates, 2003). This condition typically first displays itself during the preschool
or early school years. It is estimated that 3% to 5% of children have the disorder,
meaning that in the United States roughly 2 million children exhibit symptoms.
Some studies have suggested that the rate of ADHD is much higher, affecting up to
12% of children worldwide (Biederman & Faraone, 2005). The disorder does not
typically end in adulthood, although it may vary in its severity, becoming either
mare or less severe.

The condition was first described by Dr. Heinrich Hoffman in 1845. Today, it has
been widely investigated. No one knows for sure the cause of ADHD. It may be a
partially heritable condition. There is some evidence of a link to matemnal smoking
and drinking of alcohol during pregnancy (Hausknecht & associates, 2005; Rodriguez
& Bohlin, 2005). Lead exposure on the part of the child may also be associated with
ADHD. Brain injury is another possible cause, as are food additives-—in particular,
sugar and certain dyes (Cruz & Bahna, 2006). There are noted differences in the
frontal-subcortical cerebellar catecholaminergic circuits and in dopamine regulation
in people with ADHD (Biederman & Faraone, 2005).

There is some evidence that the incidence of ADHD has increased in recent
years. During the period from 2000 to 2005, the prevalence of medicinal treatment
increased by more than 11% each year (Castle & associates, 2007). The reasons for
this increase are not clear. Various hypotheses have been put forward, including in-
creascd watching of fast-paced television shows, use of fast-paced video games, addi-
tives in foods, and increases in unknown toxins in the environment.

The three primary characteristics of ADHD are inattention, hyperactivity
(i.e., levels of activity that exceed what is normally shown by children of a given age),
and impulsiveness. There are three main types. One is predominantly hyperactive-
impulsive. The second is predominantly inattentive, The third combines inattentive-
ness with hyperactivity and impulsiveness. [ describe the inattentive type here
because it is most relevant to the topic of this chapter.

Children with the inattentive type of ADHD show several distinctive symptoms.
First, they are easily distracted by irrelevant sights and sounds. Second, they often fail
to pay attention to details. Third, they are susceptible to making careless mistakes in
their work. Fourth, they often fail to read instructions completely or carefully. Fifth,
they are susceptible to forgetting or losing things they need for tasks, such as pencils
or books. Finally, they tend to jump from one incompleted task to another.

ADHD is most often treated with a combination of psychotherapy and drugs.
Some of the drugs currently used to treat ADHD are Ritalin (methylphenidate),
Metadate (methylphenidate), and Strattera (atomoxetine). This last drug differs from
orher drugs used to treat ADHD in that it is not a stimulant. Rather, it affects the
neurotransmitter norepinephrine. The stimulants, in contrast, affect the neurotrans-
mitter dopamine. Interestingly, in children, the rate of boys who are given medication
for rreatment of ADHD is more than double that of girls. However, in adults, the use
of ADHD medication is approximately equal for both sexes (Castle & associates,
2007). A number of studies have noted that, although medication is a useful tool in
the treatment of ADHD, it is best used in combination with behavioral interventions
(Corcoran & Dattalo, 2006; Rostain & Tamsay, 2006).
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Cognitive Neuroscientific Approaches to Attention
and Consciousness

The neuroscience of attention has an ever-growing body of literature. Consider an
attempt to synthesize diverse studies investigating attentional processes in the brain
(Posner, 1992; Posner & Dehaene, 1994; Posner & Raichle, 1994). Is attention a
function of the entire brain, or is it a function of discrete attention-governing mod-
ules in the brain? According to Posner, the attentional system in the brain “is nei-
ther a property of a single brain area nor of the entire brain" {Posner & Dehaene,
1994, p. 75).

Posner and Rothbart (2007) completed a review of neuroimaging studies in the
area of attention. What at frst seemed like an unclear pattemn of activation can
be effectively organized into areas associated with the three subfunctions of attention.
The researchers define these functions as alerting, orienting, and executive attention.
The researchers organized the findings to describe each of these functions in terms
of the brain areas involved, the neurotransmitters that modulate the changes, and the
results of dysfunction within this system. The following section is closely based on the
comprehensive review by Posner and Rothbart (2007).

Alerting is defined as being prepared to artend to some incoming event. Alerting
also includes the process of getting to this state of preparedness. The brain areas in-
volved in alerting are the superior parietal, temporal parietal junction, frontal eye
field, and superior colliculus. The neurotransmitter that modulates alerting is acetyl-
choline. Dysfunction of the alerting system is related to attentional changes as we age
and to ADHD.

The second function of attention is orienting. Orienting is defined as the sclec-
tion of stimuli to attend to. The brain areas involved in the orienting function are
the locus coeruleus, right frontal, and parietal cortex. The modulating neurotrans-
mitter for orienting is norephinephrinc. Dysfunction within this system is rclated
to autism.

The final function defined within attention is executive attention. Executive at-
tention includes processes for monitoring and resolving contlicts that arise among
internal processes. These processes include thoughts, feelings, and responses. The
brain areas involved in this final and highest order of attentional process are anterior
cingulated, lateral ventral, prefrontal, and basal ganglia. The neurotransmitter most
involved in the executive attention process is dopamine. Dysfunction within this
system is associated with Alzheimer's disease, borderline personality disorder, and
schizophrenia.

Spatial Neglect

Spatial neglect or just neglect is an attentional dysfunction in which participants
ignore the half of their visual field that is contralateral, on the opposite side, to the
hemisphere of the brain that has a lesion. It is due mainly to unilateral lesions in
the parietal lobes. Research reveals that the problem may be a result of the interac-
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tion of systems that mutually inhibit one another. When only one of the pair in-
volved in the system is damaged, as is the case with neglect patients, patients be-
come locked in to one side of the visual field. The reason is that the inhibition
normally provided by the other half of the system is no longer working. Spatial
neglect has been examined by a number of experimenters (Luaute & associates,
2006; Schindler & associates, 2006).

One way to test for neglect is to give patients whoare suspected of suffering from
neglect a sheet of paper with a number of horizontal lines. Patients are then asked to
bisect the lines precisely in the middle of each. Patients with lesions in the right
hemisphere tend to bisect the lines to the right of the midline. Patients with lesions
in the left hemisphere tend to bisect the lines to the left of the midline. The reason
is that the former group of patients does not see all of the lines to the left, whereas
the latter group does not see all of the lines to the right. Sometimes patients miss the
lines altogether (patients who neglect the entire visual field).

Attentional Systems

Posner (1995) has identified an anterior (frontward) attention system (attentional
network) within the frontal lobe and a posterior (toward the rear) attention system
within the parietal lobe. The anterior attention system becomes increasingly acti-
vated during tasks requiring awareness. An example would be tasks in which partici-
pants mustattend to the meanings of words. This system also is involved in “attention
for action.” Here, the participant is planning or selecting an action from among al-
ternative courses of action. In contrast, the posterior attention system involves the
parietal lobe of the cortex, a portion of the thalamus, and some areas of the midbrain
related to eye movements. This system becomes highly activated during tasks involv-
ing visuospatial attention. In these tasks, the participant must disengage and shift
attention (e.g., visual search or vigilance tasks) (Posner & Raichle, 1994). Attention
also involves neural activity in the relevant visual, auditory, motor, and association
areas of the cortex involved in particular visual, auditory, motor, or higher order tasks
(Posner & associates, 1988). The anterior and posterior attention systems appear to
enhance attention across various tasks. This suggests that they may be involved in
regulating the activation of relevant cortical areas for specific tasks (Posner &
Dehaene, 1994).

Another question has arisen regarding the activity of the attentional system. This
activity occurs as a result of enhanced activation of attended items, inhibition or sup-
pressed activation of unattended items, or both processes. Apparently, it depends on
the particular task and on the area of the brain under investigation (Posner &
Dehaene, 1994). The task at hand is to determine which processes occur in which
areas of the brain during the performance of which tasks. For mapping the areas of the
brain involved in various tasks, cognitive neuropsychologists often use positron emis-
sion tomography (PET). This technique maps regional cerebral blood flow (see Chap-
ter 2 for a more in-depth discussion of this technique). In one such PET study
(Corbetta & associates, 1993), researchers found increased activation in areas respon-
sible for each of the distinct attributes of various search tasks. These include features
such as motion, color, and shape and selected versus divided attentional conditions.
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Using Event-Related Potentials to Measure Attention

An alternative way of studying attention in the brain is to focus on studying event-
related potentials (ERPs; see Chapter 2). They indicate minute changes in electri-
cal activity in response to various stimuli. Both the PET and ERP techniques offer
information on the geography (localization) of cerebral activity and on the chro-
nology of cerebral events. However, the PET technique provides higher resolution
for spatial localization of cerebral function. The ERP provides much more sensitive
indications of the chronology of responses (within milliseconds; Naitinen, 1988a,
1988b, 1990, 1992). Thus, through ERP studies, even extremely brief responses to
stimuli may be noticed.

The ERP's sensitivity to very brief responses has allowed Nairanen and his col-
leagues (e.g., Cowan & associates, 1993; Niitanen, 1988a, 1988b; Paavilainen &
associates, 1993) to examine rhe speciftic conditions in which target versus dis-
tracter stimuli do or do not prompt attentional responses. For example, Ndatdnen
has found that at least some response to infrequent, deviant auditory stimuli (e.g.,
peculiar changes in pitch) seems to be automatic. It occurs even when the partici-
pant is focusing attention on a primary task and is not consciously aware of the
deviant stimuli. These automatic, preconscious responses to deviant stimuli occur
whether the stimuli are targets or distracters. The responses occur whether the de-
viants are widely different from the standard stimuli or are only slightly different
from the standard stimuli (Cowan & associates, 1993; Paavilainen & associates,
1993). There is no performance decrement in the controlled task as a result of the
automatic response to deviant stimuli (N&itinen, 1990). So it seems that some
automatic superficial analysis and selection of stimuli may occur without taxing at-
tentional resources.

Many of the foregoing studies have involved normal participants. But cognitive
neuropsychologists also have learned a great deal about attentional processes in the
brain by studying people who do not show normal attentional processes, such as
people who show specific attentional deficits and who are found to have either le-
sions or inadequate blood flow in key areas of the brain. Overall attention deficits
have been linked to lesions in the frontal lobe and in the basal ganglia (Lou, Hen-
riksen, & Bruhn, 1984); visual attentional deficits have been linked to the posterior
parietal cortex and the thalamus, as well as to areas of the midbrain related to eye
movements (Posner & Petersen, 1990; Posner & associates, 1988). Work with split-
brain patients (e.g., Ladavas & associates, 1994; Luck & associates, 1989) also has
led to some interesting findings regarding attention and brain function, such as the
observation that the right hemisphere seems to be dominant for maintaining alert-
ness and that the attentional systems involved in visual search seem to be distinct
from otheraspects of visual attention. Using the variety of methods described here
enables researchers to study attention in a way that any one method would not
permit (Stuss & associates, [995).

Another neuroimaging technique that has been used to examine attention is
functional magnetic resonance imaging (fMRI[; see Chapter 2 for more informa-
tion). As with other methods, both patient and nonpatient populations have
been examined through these methods (Madden & associates, 2007; Weaver &
Stevens, 2007).



A Psychopharmacological Approach

Another approach to understanding attenrional processes is psychopharmacologi-
cal research, which evaluates changes in artention and consciousness associated
with various chemicals (c.g., neurotransmitters such as acetylcholine or GABA
[see Chapter 2], hormones, and even central nervous system stimulants [“uppers"]
or depressants [“downers”]; Wolkowitz, Tinklenberg, & Weingartner, 1985). In
addition, researchers study physiological aspects of attenrional processes at a
global level of analysis. For example, overall arousal can be observed through such
responses as pupiltlary dilation, changes in the autonomic (self-regulating) nervous
system (see Chapter 2), and distinctive EEG patterns. An area that has long been
recognized as crucial to overall arousal is the reticular activating system (RAS; see
Chapter 2). Changes in the RAS and in specific measures of arousal have been
linked to habituation and dishabituation, as well as to the orienting reflex, in
which an individual reflexively responds to sudden changes by reorienting the
position of the body toward the source of the sudden change (e.g., sudden noise or

a flash of light).

Key Themes
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Key Themes

Consider one psychologist’'s view of how consciousness and perception interact.
Anthony Marcel (1983a) has proposed a model for describing how sensations and
cognitive processes that occur outside our conscious awareness may influence our
conscious perceptions and cognitions. According to Marcel, our conscious repre-
sentations of what we perceive often differ qualitatively from our nonconscious
representations of sensory stimuli. Outside of conscious awareness, we continually
try to make sense of a constant flow of sensory information. Also outside of aware-
ness are perceptual hypotheses regarding how the current sensory information
matches with various properties and objects we have encountered previously in our
environment. These hypotheses are inferences based on knowledge stored in long-
term memory. During the matching process, information from differing sensory
modalities is incegrated.

According to Marcel's model, once there is a suitable match between the sensory
data and the perceptual hypotheses regarding various properties and objects, the
match is reported to conscious awareness as “being” particular properties and objects.
Consciously, we are aware only of the reported objects or properties; we are not aware
of the sensory data, the perceptual hypotheses that do not lead to a match, or even
the processes that govern the reported match. Thus, before a given object or property
is detected consciously (i.e., is reported to conscious awareness by the nonconscious
matching process), we will have chosen a satisfactory perceptual hypothesis and ex-
cluded various possibilities that less satisfactorily matched the incoming sensory data
to what we already know or can infer.

According to Marcel’s model, the sensory data and the perceptual hypotheses are
available to and used by various nonconscious cognitive processes in addition to the
matching process. Sensory data and cognitive processes that do not reach awareness
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still exert influence on how we think and how we perforin ether cognitive tasks. It is
widely held that we have limited attentiona!l capacity (e.g., see Norman, 1976). Ac-
cording to Marcel, we accommodate these limitations by making use of nonconscious
information and processes as much as possible, while limiting the information and
processing that enter our conscious awareness. In this way, our limited attentional
capacity is not constantly overtaxed. Hence, our processes of attention are intimately
intertwined with our processes of perception. In this chapter, we have described many
functions and processes of attention. In the following chapter, we focus on various
aspects of perception.

The study of attention and consciousness highlights several key themes in cogni-
tive psychology, as described in Chapter 1.

The first theme is the respective roles of structures and processes. The brain con-
tains various structures and systems of structures, such as the reticular activating sys-
tem, that generate the processes that contribute to attention. Sometimes, the rela-
tionship between structure and process is not entirely clear, and it is the job of
cognitive psychologists to better understand it. For example, blindsight is a phenom-
enon in which a process occurs—sight—in the absence of the structures in the brain
that would seem to be necessary for the sight to take place.

A second theme is the relation between biology and behavior. Blindsight is a
case of a curious and as yet poorly understood link. The biology does not appear to
be there to generate the behavior. Another interesting example is attention defcit
hyperactivity disorder. Physicians now have available a number of drugs that treat
ADHD. These treatments enable children as well as adults better to focus on tasks
that they need to get done. But the mechanisms by which the drugs work are still
poorly understood. Indeed. somewhat paradoxically, most of the drugs used to treat
ADHD are stimulants, which, when given to children with ADHD, appear to calm
them down.

A third theme is validity of causal inference versus ecological validity. Where
should one study, say, vigilance! One can study it in a laboratory, of course, to
achicve careful experimental control. But if one is studying high-stakes vigilance
situations, such as those in which military officers are examining radar screens for
possible attacks against the country, one must insist on having a high degree of
ecological validity to ensure that the results apply to the actual situation in which
the military of ficers find themselves. The stakes are too high to allow slippage. Yet,
when one studies vigilance in the actual-life situation, one cannot and would not
want to make attacks against the country happen. So one needs simulations that
are as realistic as possible. In this way, one tries to ensure ecological validity of
conclusions drawn.

Get two friends to help you with this demonstration. Ask one friend to read
something very softly into your other friend's ear (it can be anything—a joke, a greet-
ing card, or a cognitive psychology textbook), and have your other friend try to
“shadow™” what the other friend is saying. (Shadowing is repeating all the words that
another person is saying.} In your friend’s other ear, say “animal” very softly. Later, ask
your friend what you said. Most likely, your friend will not be able to identify what
you said. Try this again, but this rime say your friend's name. Your friend will most
likely be able to recall that you said his or her name. This demonstrates Triesman’s
attenuarion model.



Summary

1. Can we actively process information even if we

are not aware of doing so? If so, what do we do,
and how do we do it? \Whereas attention em-
braces all the information that an individual is
manipulating (a portion of the information avail-
able from memory, sensation, and other cognitive
processes), consciousness comprises only the nar-
rower range of information that the individual is
aware of manipulating. Attention allows us to use
our limited active cognitive resources (e.g., be-
cause of the limits of working memory) judi-
ciously, to respond quickly and accurately to in-
teresting stimuli, and to remember salient
information.

Conscious awareness allows us to monitor our
interactions with the environment, to link our
past and present experiences and thereby sense a
continuous thread of experience, and to conrtrol
and plan for future actions.

We actively can process information at the
preconscious level without being aware of doing
so. For example, researchers have stwudied the
phenomenon of priming, in which a given stimu-
lus increases the likelihood that a subsequent re-
lated (or identical) stimulus will be readily pro-
cessed (e.g., retrieval trom long-term memory). In
contrast, in the tip-of-the-tongue phenomenon,
another example of preconscious processing, re-
trieval of desired information from memory does
not occur, despite an ability to retrieve related
information.

Cognitive psychologists also observe distinc-
tions in conscious versus preconsctous attention
by distinguishing between controlled and auto-
matic processing in task performance. Controlled
processes are relatively slow, sequential in na-
ture, intentional (requiring effort), and under
conscious control. Automatic processes are rela-
tively fast, parallel in nature, and for the most
part outside of conscious awareness. Actually, a
continuum of processing appears to exist, from
fully automatic to fully controlled processes. Two
automatic processes that support our attentional
systemare habituation and dishabituation, which
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affect our responses to familiar versus novel
stimuli.

What are some of the functions of attention?
One main function involved in attention is iden-
tif ying important objects and events in the envi-
ronment. Researchers use measures from signal-
detection theory to determine an observer's
sensitivity to targets in various tasks. For example,
vigilance refers to a petson's ability to attend to a
field of stimulation over a prolonged periad, usu-
ally with the stimulus to be detected occurring
only infrequently. Whereas vigilance involves
passively waiting for an event to occur, search
involves actively seeking out a stimulus.

People use selective attention to track one
message and simultaneously to ignore others. Au-
ditory selective attention (such as in the cocktail
party problem) may be observed by asking par-
ticipants to shadow information presented dichot-
ically. Visual selective attention may be observed
in tasks involving the Stroop effect. Attentional
processes also are involved during divided atten-
tion, when people attempt to handle mote than
one task at once; generally, the simultaneous per-
formance of more than one automatized task is
easier to handle than the simultaneous perfor-
mance of more than one controlled task. How-
ever, with practice, individuals appear to be ca-
pable of handling more than one controlled task
at a time, even engaging in tasks requiring com-
prehension and decision making.

What are some of the theories cognitive
psychologists have developed to explain what
they have observed about attentional processes?
Some theories of attention involve an attentional
filter or bottleneck, according to which informa-
tion is selectively blocked out or attenuated as it
passes from one level of processing to the next. Of
the bottleneck theories, some suggest that the
signal-blocking or signal-attenuating mechanism
occurs just after sensation and prior to any per-
ceptual processing: others propose a later mecha-
nism. after at least some perceptual processing has
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occurred. Attentional-resource theories offer an
altemative way of explaining attention; accord-
ing to these theories, people have a fixed amount
of attentional resources (perhaps modulated by
sensory modalities) that they allocate according
to the perceived task requirements. Resource the-
ories and bottleneck theories actualty may be
complementary. In addition to these general the-
ories of attention, some task-specific theories
(e.g., feature-integration theory, guided-search
theory, and similarity theory) have attempted to
explain search phenomena in particular.

What have cognitive psychologists learned about
attention by studying the human brain? Early
neuropsychological research led to the discovery
of feature detectors, and subsequent work has ex-
plored other aspects of feature detection and inte-
gration processes that may be involved in visual
search. In addition, extensive research on atten-
tional processes in the brain seems to suggest that
the attenrional system primarily involves two re-

gions of the cortex, as well as the thalamus and
some other subcortical structures; the attentional
system also governs various specific processes that
occur in many areas of the brain, particularly in
the cerebral cortex. Attentional processes may be
a result of heightened activation in some areas of
the brain, of inhibited activity in other areas of
the brain, or perhaps of some combination of ac-
tivation and inhibition. Studies of responsivity to
particular stimuli show that even when an indi-
vidual is focused on a primary task and is not
consciously aware of processing other stimuli, the
brain of the individual automatically responds to
infrequent, deviant stimuli {e.g., an odd tone). By
using various approaches to the study of the brain
(e.g. PET, ERD, lesion studies, and psychophar-
macological studies), researchers are gaining in-
sight into diverse aspects of the brain andalsoare
able to use converging operations to begin to ex-
plain some of the phenomena they observe.

Thinking about Thinking: Factual, Analytical,
Creative, and Practical Questions

I.

Describe some of the evidence regarding the phe-
nomena of priming and preconscious perception.

Why are habituation and dishabituation of par-
ticular interest to cognitive psychologists?

Compare and contrast the theories of visual search
described in this chapter.

Choose one of the theories of attention and ex-
plain how the evidence from signal detection,
selective attention, or divided attention supports
or challenges the theory you chose.

Design one task likely to activate the posterior
attentional system and another task likely to acti-
vate the anterior attentional system.

6.

Design an experiment for studying divided
attention.

Describe some practical ways in which you can
use forcing functions and other strategies for less-
ening the likelihood that automatic processes will
have negative consequences for you in some of
the situations you face.

How could advertisers use some of the principles
of visual search or selective attention to increase
the likelihood that people will notice their
messages!
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EXPLORING COGNITIVE PSYCHOLOGY

1. What are some of the tasks used for studying memory, and what do various
tasks indicate about the structure of memory?

2. What has been the prevailing traditional model for the structure of memory?
3. What are some of the main alternative models of the structure of memory?

4. What have psychologists learned about the structure of memory by studying
both exceptional memory and the physiology of the brain?

Who is the president of the United States? What is today’s date? What does your
best friend look like, and what does your friend’s voice sound like? What were some
of your experiences when you first started college? How do you tie your shoelaces?

INVESTIGATING
COGNITIVE
PSYCHOLOGY

matter! How do you remember any of the information you use every waking hour

of every day? Memory is the means by which we retain and draw on our past ex-
periences to use that information in the present (Tulving, 2000b; Tulving & Craik, 2000).
A's a process, memory refers to the dynamic mechanisms associated with storing, retain-
ing, and retrieving information about past experience (Bjorklund, Schneider, & Hernan-
dez Blasi, 2003; Crowder, 1976). Specifically, cognitive psychologists have identified three
common operations of memory: encoding, storage, and retrieval (Baddeley, 1998, 1999,
2000b; Brown & Craik, 2000). Each operation represents a stage in memory processing.
In encoding, you transform sensory data into a form of mental representation. In storage,
you keep encoded information in memory. In retrieval, you pull out or use information
stored in memory. These memory processes are discussed at length in Chapter 6.

This chapter introduces some of the tasks used for studying memory. It then dis-
cusses the traditional model of memory. This model includes the sensory, short-term,
and long-term storage systems. Although this model still influences current thinking
about memory, we consider some interesting alternative perspectives and models of
memory before moving on to discuss exceptional memory and insights provided by
neuropsychology.

I Iow do you know the answers to the preceding questions, or to any questions for that

Tasks Used for Measuring Memory

In studying memory, researchers have devised various tasks that require participants
to remember arbitrary information (e.g., numerals or letter strings) in different ways.
Because this chapter includes many references to these tasks, we begin this section
with an advance organizer—a basis for organizing the information to be given. In this
way, you will know how memory is studied. The tasks described in the following sec-
tion involve recall versus recognition memory and implicit versus explicit memory.
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Recall versus Recognition Tasks

In recall, you produce a fact, a word, or other item from memory. Fill-in-the-blank
and most essay tests require that you recall items from memory. In recognition, you
select or otherwise identify an item as being one that you learned previously. (See
Table 5.1 for examples and explanations of each type of task.) Multiple-choice and
true-false tests involve some degree of recognition. Three main types of recall tasks
are used in experiments (Lockhart, 2000). The first is serial recall, in which you recall
items in the exact order in which they were presented (Crowder & Green, 2000).
The second is free recall, in which you recall items in any order you choose. The third
is cued recall, in which you are first shown items in pairs, but during recall you are cued
with only one member of each pair and are asked to recall each mate. Cued recall is
also called “paired-associates recall” (Lockhart, 2000). Psychologists also can measure
relearning, which is the number of trials it takes to learn once again items that were
learned at some time in the past. Relearning has also been referred to as savings and
can be observed in adults, children, and animals (Bauer, 2005; Lynne, Yukako, &

TABLE 5.1

Some memory tasks involve recall or recognition of explicit memory for declarative knowledge. Other
tasks involve implicit memory and memory for procedural knowledge.

Types of Tasks Used for Measuring Memory

Tasks REQUIRING
Expuicit MEMORY FOR
DecLarATIVE KNOWLEDGE

DescriptioN ofF WHAT
THE TASKS REQUIRE EXAMPLE

Explicit-memory tasks

You must consciously recall partic- | Who wrote Hamlet?
ular information.

Declarative-knowledge tasks

You must recall facts. What is your first name?

Recall tasks

You must produce a fact, a word, or | Fill-in-the-blank tests require that you recall items
other item from memory. from memory. For example, “The term for persons
who suffer severe memory impairment is b=

Serial-recall task

You must repeat the items in a list | If you were shown the digits 2-8-7-1-6-4, you would be
in the exact order in which you expected to repeat “2-8-7-1-6-4,” in exactly that order.
heard or read them.

Free-recall task

You must repeat the items in a list If you were presented with the word list “dog, pencil,

in any order in which you can time, hair, monkey, restaurant,” you would receive full
recall them. credit if you repeated “monkey, restaurant, dog, pencil,
time, hair.”

Cued-recall task

You must memorize a list of paired | Suppose that you were given the following list of patrs:

items; then when you are given “time-city, mist-home, switch-paper, credit-day, fist-
one item in the pair, you must re- cloud, number-branch.” Later, when you were given
call the mate for that item. the stimulus “switch,” you would be expected to say

) »
paper,” and so on.




Tasks Used for Measuring Memory 179

McKinney, 2002; Monk & associates, 1996). The relearning effect was also observed
in fetal rats. These rats demonstrated shorter learning times for motor movements
they had previously learned (Robinson, 2005). This effect is clearly extensively gen-
eralizable to many situations and participants.

Recognition memory is usually much better than recall (although there are some
exceptions, which are discussed in Chapter 6). For example, in one study, participants
could recognize close to 2000 pictures in a recognition-memory task (Standing,
Conezio, & Haber, 1970). It is difficult to imagine anyone recalling 2000 items of any
kind they were just asked to memorize. As you will see later in the section on excep-
tional memory, even with extensive training the best measured recall performance is

around 80 items.

Informing participants of the type of future test can influence the amount of
learning that occurs. Specifically, recall tasks generally elicit deeper levels of informa-
tion processing than recognition ones. Imagine studying for an exam. You will likely,
when preparing for an essay exam, aim to relate concepts to one another. However,
when preparing for a multiple-choice exam, you will likely try to remember facts. It

TABLE 5.1 Types of Tasks Used for Measuring Memory (cont.)

Tasks REQUIRING
ExpLicit MEMORY FOR
DecLarATIVE KNOWLEDGE

DescripioN oF WHAT
THE TAsks REQUIRE

ExAmPLE

Recognition tasks

You must select or otherwise iden-
tify an item as being one that you
learned previously.

Multiple-choice and true-false tests involve recogni-
tion. For example, “The term for people with out-
standing memory ability is (1) amnesics, (2) semanti-
cists, (3) mnemonists, or (4) retrograders.”

Implicit-memory tasks

You must draw on information in
memory without consciously realiz-
ing that you are doing so.

Word-completion tasks tap implicit memory. You would
be presented with a word fragment, such as the first
three letters of a word; then you would be asked to com-
plete the word fragment with the first word that comes
to mind. For example, suppose that you were asked to
supply the missing three letters to fill in these blanks
and form a word: _e_or_. Because you had recently seen
the word memory, you would be more likely to provide
the three letters m-m-y for the blanks than would some-
one who had not recently been exposed to the word.

Tasks involving procedural
knowledge

You must remember learned skills
and automatic behaviors, rather
than facts.

If you were asked to demonstrate a “knowing-how”
skill, you might be given experience in solving puzzles
or in reading mirror writing, and then you would be
asked to show what you remember of how to use those
skills. Or you might be asked to master or to show
what you already remember about particular motor
skills (e.g., riding a bicycle or ice skating).
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is likely that, after studying for the essay exam, you would remember more dertails
about the information. As mentioned before, the essay exam resembles the recall task
and the multiple-choice exam resembles the recognition task, although of course they
are not identical. Some psychologists refer to recognition-memory tasks as tapping
receptive knowledge. Recall memory tasks, in which you have to produce an answer,
instead require expressive knowledge. Differences between receptive and expressive
knowledge also are observed in areas other than that of simple memory tasks (e.g.,
language, intelligence, and cognitive development).

Implicit versus Explicit Memory Tasks

Memory theorists distinguish between explicit memory and implicit memory (Mul-
ligan, 2003). Each of the tasks previously discussed involves explicit memory, in
which participants engage in conscious recollection. For example, they might recall
or recognize words, facts, or pictures from a particular prior set of items. A related
phenomenon is implicit memory, in which we use information but are not con-
sciously aware that we are doing so (McBride, 2007; Roediger & McDermott, 1993;
Schacter, 1995a, 2000; Schacter, Chiu, & Ochsner, 1993; Schacter & Graf, 1986a,
1986b). Every day you engage in many tasks that involve your unconscious recollec-
tion of information. Even as you read this book, you unconsciously are remembering
various things. They include the meanings of particular words, some of the cognitive-
psychological concepts you read about in earlier chapters, and even how to read.
These recollections are aided by implicit memory. There are differences in explicit
memory over the life span; however, implicit memory does not show the same
changes. Specifically, infants and older adults often tend to have relatively poor ex-
plicit memory but implicit memory that is comparable to that of young adults (Carver
& Bauer, 2001; Murphy, McKone, & Slee, 2003). In certain patient groups you also
see differences in explicit memory with spared implicit memory; these groups will be
discussed later in the chapter.

In the laboratory, implicit memory is sometimes examined by having people per-
form word-completion tasks. In a word-completion task, participants receive a word
fragment, such as the first three letters of a word. They then complete it with the first
word that comes to mind. For example, suppose that you are asked to fill in the blanks
with the five missing letters to form a word: imp_ _ _ _ _ . Because you recently have
seen the word implicit, you would be more likely to provide the five letters “l-i-c-i-t”
for the blanks than would someone who had not recently been exposed to the word.
You have been primed. Priming is the facilitation of your ability to utilize missing in-
formation. In general, participants perform better when they have seen the word on
a recently presented list, although they have not been explicitly instructed to remem-
ber words from that list (Tulving, 2000a). Priming even works in situations where you
are not aware that you have seen the word before—that is, if the word was presented
for a fraction of a second or in some other degraded form.

Procedural memory, or memory for processes, is a subtype of nondeclarative mem-
ory (Tulving, 1985). Examples of procedural memory include the procedures involved
in riding a bike or driving a car. Consider when you drive to the mall: You probably put
the car into gear, use your blinkers, and stay in your lane without actively thinking
about the task. Nor do you need consciously to remember what you should do at a red



Tasks Used for Measuring Memory

light. Many of the activities that we do every day fall under the purview of procedural
memory; these can range from brushing your teeth to writing a paper.

The cerebellum of the brain seems to be centrally involved in procedural mem-
ory. The neuropsychological and cognitive evidence supporting a discrete procedural
memory has been quite well documented (Cohen & associates, 1985; Cohen &
Squire, 1980; Rempel-Clower & associates, 1996; Squire, 1987; Squire, Knowlton, &
Musen, 1993). In the laboratory, procedural memory is frequently examined with the
rotary-pursuit task. The rotary-pursuit task requires participants to maintain contact
between an L-shaped stylus and a small rotating disk (Costello, 1967). The disk is
generally the size of a nickel, less than an inch in diameter. This disk is placed on a
quickly rotating platform. The participant must track the small disk with the wand as
it quickly spins around on a platform. After learning with a specific disk and speed of
rotation, participants are asked to complete the task again, either with the same disk
and the same speed or with a new disk or speed. Verdolini-Marston and Balota (1994)
noted that when a new disk or speed is used, participants do relatively poorly. But
with the same disk and speed, participants do as well as they had after learning the
task, even if they don’t remember previously completing the task.

Another task used to examine procedural memory is mirror tracing. In the
mirror-tracing task, a plate with the outline of a shape drawn on it is put behind a
barrier where it cannot be seen. Beyond the barrier in the participant’s line of sight is
a mirror. When the participant reaches around the barrier, his or her hand and the
plate with the shape are within view. Participants then take a stylus and trace the
outline of the shape drawn on the plate. When first learning this task, participants
have difficulty staying on the shape. Typically, there are many points at which the
stylus leaves the outline. Moreover, it takes a relatively long time to trace the entire
shape. With practice, however, participants become quite efficient and accurate with
this task. Participants’ retention of this skill gives us a way to study procedural mem-
ory (Gabrieli & associates, 1997; Rodrigue, Kennedy, & Raz, 2005).

The methods for measuring both implicit and explicit memory described here
and in Table 5.1 assume that implicit and explicit memory are separate and can be
measured by different tasks. Some researchers have challenged this assumption. In-
stead, they assume that implicit and explicit memory both play a role in every re-
sponse, even if the task at hand is intended to measure only one type of memory.
Thus, cognitive psychologists have developed models that assume that both implicit
and explicit memory influence almost all responses.

One of the first and most widely recognized models in this area is the process-
dissociation model (Jacoby, 1991). The model assumes that implicit and explicit
memory both have a role in virtually every response. Thus, only one task is needed to
measure both these processes. However, two different tasks can be used within the
process-dissociation framework.

In one of these tasks, participants learn a list of words and are then presented with
word fragments. At this point, they are given either inclusive instructions, in which
they are to use the information they previously learned to complete the words; or the
instructions are exclusive, in which the participant is told not to use the items from the
previous list to fill in the word fragments. By subtracting the number of times that a
word from the list is used in the exclusion condition from the same event in the inclu-
sion condition Jacoby was able to estimate the effect of explicit memory. A few more
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steps allowed Jacoby to estimate implicit memory on the same task. The process-
dissociation task has been used extensively (Memon, Holliday, & Hill, 2006; Yonelinas,
2001). However, this procedure is not without criticisms. These criticisms include that
process dissociation produces biased estimates when guessing occurs and when partici-
pants use a strategy that involves evaluating and second guessing their responses (Mc-

Bride & Dosher, 2002; McKenzie & Tiberghien, 2004; Yu & Bellezza, 2000).

Traditional Model of Memory

There are several different major models of memory (Murdock, 2003; Roediger,
1980b). In the mid-1960s, based on the data available at the time, researchers pro-
posed a model of memory distinguishing two structures of memory first proposed by
William James (1890/1970): primary memory, which holds temporary information
currently in use, and secondary memory, which holds information permanently or at
least for a very long time (Waugh & Norman, 1965). Three years later, Richard At-
kinson and Richard Shiffrin (1968) proposed an alternative model that conceptual-
ized memory in terms of three memory stores: (1) a sensory store, capable of storing
relatively limited amounts of information for very brief periods; (2) a short-term
store, capable of storing information for somewhat longer periods but also of rela-
tively limited capacity; and (3) a long-term store, of very large capacity, capable of
storing information for very long periods, perhaps even indefinitely (Richardson-
Klavehn & Bjork, 2003).

The model differentiates among structures for holding information, termed stores,
and the information stored in the structures, termed memory. Today, however, cognitive
psychologists commonly describe the three stores as sensory memory, short-term mem-
ory, and long-term memory. Also, Atkinson and Shiffrin were not suggesting that the
three stores are distinct physiological structures. Rather, the stores are hypothetical
constructs—concepts that are not themselves directly measurable or observable but
that serve as mental models for understanding how a psychological phenomenon works.
Figure 5.1 shows a simple information-processing model of these stores (Atkinson &
Shiftrin, 1971). As this figure shows, the Atkinson-Shiffrin model emphasizes the pas-
sive receptacles in which memories are stored. But it also alludes to some control pro-
cesses that govern the transfer of information from one store to another.

The three-store model is, however, not the only way to conceptualize memory.
The following sections first present what we know about memory in terms of the
three-store model. Then some alternative ways in which to conceptualize memory are
described. Let’s begin with the sensory store in the three-store model.

Sensory Store

The sensory store is the initial repository of much information that eventually enters
the short- and long-term stores. Strong (although not undisputed; see Haber, 1983)
evidence argues in favor of the existence of an iconic store. The iconic store is a
discrete visual sensory register that holds information for very short periods. Its name
derives from the fact that information is stored in the form of icons. These in turn are
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Richard Atkinson and Richard Shiffrin proposed a theoretical model for the flow of information through the human information processor.
Hllustration by Allen Beechel, adapted from “The Control of Short-Term Memory,” by Richard C. Atkinson and Richard M. Shriffin.
Copyright © 1971 by Scientific American, Inc. All rights reserved. Reprinted with permission.

visual images that represent something. Icons usually resemble whatever is being
represented.

If you have ever “written” your name with a lighted sparkler (or stick of incense)
against a dark background, you have experienced the persistence of a visual memory.
You briefly “see” your name, although the sparkler leaves no physical trace. This vi-
sual persistence is an example of the type of information held in the iconic store.

Sperling’s Discovery

The initial discovery regarding the existence of the iconic store came from a doctoral
dissertation by a graduate student at Harvard named George Sperling (1960). He ad-
dressed the question of how much information we can encode in a single, brief glance
at a set of stimuli. Sperling flashed an array of letters and numbers on a screen for a mere
50 milliseconds (thousandths of a second). Participants were asked to report the iden-
tity and location of as many of the symbols as they could recall. Sperling could be sure
that participants got only one glance because previous research had shown that 0.050
seconds is long enough for only a single glance at the presented stimulus.

Sperling found that when participants were asked to report on what they saw,
they remembered only about four symbols. The finding confirmed an earlier one
made by Brigden in 1933. The number of symbols recalled was pretty much the
same, without regard to how many symbols had been in the visual display. Some of
Sperling’s participants mentioned that they had seen all the stimuli clearly. But
while reporting what they saw, they forgot the other stimuli. Sperling then con-
ceived an ingenious idea for how to measure what the participants saw. The proce-
dure used by Brigden and in the first set of studies by Sperling is a whole-report
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procedure. In this procedure, participants report every symbol they have seen. Sper-
ling then introduced a partial-report procedure. Here, participants need to report
only part of what they see.

Sperling found a way to obtain a sample of his participants’ knowledge. He then
extrapolated from this sample to estimate their total knowledge. His logic was similar
to that of school examinations, which also are used as samples of an individual’s total
knowledge of course material. Sperling presented symbols in three rows of four sym-
bols each. Figure 5.2 shows a display similar to one that Sperling’s participants might
have seen. Sperling informed participants that they would have to recall only a single
row of the display. The row to be recalled was signaled by a tone of high, medium, or
low pitch. The pitches corresponded to the need to recall the top, middle, or bottom
row, respectively.

To estimate the duration of iconic memory, Sperling manipulated the interval
between the display and the tone. The range of the interval was from 0.10 seconds
before the onset of the display to 1.0 second after the offset of the display. The
partial-report procedure dramatically changed how much participants could recall.
Sperling then multiplied the number of symbols recalled with this procedure by
three. The reason was that participants had to recall only one third of the informa-
tion presented but did not know beforehand which of the three lines they would be
asked to report.

Using this partial-report procedure, Sperling found that participants had avail-
able roughly 9 of the 12 symbols if they were cued immediately before or immediately
after the appearance of the display. However, when they were cued 1 second later,
their recall was down to 4 or 5 of the 12 items. This level of recall was about the same
as that obtained through the whole-report procedure. These data suggest that the
iconic store can hold about 9 items. They also suggest that information in this store
decays very rapidly (Figure 5.3). Indeed, the advantage of the partial-report procedure
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This symbolic display is similar to the one used for George Sperling’s visual-recall task. From Psychology, Second Edition by Margaret
W. Matlin, copyright © 1995 by Holt, Rinehart and Winston. Reproduced by permission of the publisher.
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is reduced drastically by 0.3 seconds of delay. It essentially is obliterated by 1 second
of delay for onset of the tone.

Sperling’s results suggest that information fades rapidly from iconic storage. Why
are we subjectively unaware of such a fading phenomenon? First, we rarely are sub-
jected to stimuli such as the ones in his experiment. They appeared for only 50 mil-
liseconds and then disappeared before participants needed to recall them. Second and
more important, however, we are unable to distinguish what we see in iconic memory
from what we actually see in the environment. What we see in iconic memory is what
we take to be in the environment. Participants in Sperling’s experiment generally
reported that they could still see the display up to 150 milliseconds after it actually
had been terminated.

Elegant as it was, Sperling’s use of the partial-report procedure was imperfect. It
still suffered, at least to some small extent, from the problem inherent in the full-
report procedure: Participants had to report multiple symbols. They may have expe-
rienced fading of memory during the report. Indeed, a distinct possibility of output
interference exists. In this case, the production of output interferes with the phenom-
enon being studied. That is, verbally reporting multiple symbols may interfere with
reports of iconic memory.
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Subsequent Refinement

In subsequent work, participants were shown displays of two rows of eight randomly
chosen letters for a duration of 50 milliseconds (Averbach & Coriell, 1961). In this
investigation, a small mark appeared just above one of the positions where a letter
had appeared (or was about to appear). Its appearance was at varying time intervals
before or after presentation of the letters. In this research, then, participants needed
to report only a single letter at a time. The procedure thus minimized output interfer-
ence. These investigators found that when the bar appeared immediately before or
after the stimulus display, participants could report accurately on about 75% of the
trials. Thus, they seemed to be holding about 12 items (75% of 16) in sensory mem-
ory. Sperling’s estimate of the capacity of iconic memory, therefore, may have been
conservative. The evidence in this study suggests that when output interference is
greatly reduced, the estimates of the capacity of iconic memory may greatly increase.
Iconic memory may comprise as many as 12 items.

A second experiment (Averbach & Coriell, 1961) revealed an additional impor-
tant characteristic of iconic memory: It can be erased. The erasable nature of iconic
memory definitely makes our visual sensations more sensible. We would be in serious
trouble if everything we saw in our visual environment persisted for too long. For
example, if we are scanning the environment at a rapid pace, we need the visual in-
formation to disappear quickly.

The investigators found that when a stimulus was presented after a target letter
in the same position that the target letter had occupied, it could erase the visual icon
(Averbach & Coriell, 1961). This interference is called backward visual masking.
Backward visual masking is mental erasure of a stimulus caused by the placement of one
stimulus where another one had appeared previously. If the mask stimulus is presented
in the same location as a letter and within 100 milliseconds of the presentation of the
letter, the mask is superimposed on the letter. For example, F followed by L would be
E. At longer intervals between the target and the mask, the mask erases the original
stimulus. For example, only the L would remain if F and then L had been presented.
At still longer intervals between the target and the mask, the mask no longer inter-
feres. This noninterference is presumably because the target information already has
been transferred to more durable memory storage.

To summarize, visual information appears to enter our memory system through an
iconic store. This store holds visual information for very short periods. In the normal
course of events, this information may be transferred to another store. Or it may be
erased. Erasure occurs if other information is superimposed on it before there is suffi-
cient time for the transfer of the information to another memory store. Erasure or
movement into another store also occurs with auditory information that is in echoic
memory.

Short-Term Store

Most of us have little or no introspective access to our sensory memory stores. Nev-
ertheless, we all have access to our short-term memory store. It holds memories for
matters of seconds and, occasionally, up to a couple of minutes. For example, can you
remember the name of the researcher who discovered the iconic store? What about
the names of the researchers who subsequently refined this work? If you can recall
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those names, you used some memory-control processes for doing so. According to the
Atkinson-Shiffrin model, the short-term store holds not only a few items. It also has
available some control processes that regulate the flow of information to and from the
long-term store. Here, we may hold information for longer periods. Typically, material
remains in the short-term store for about 30 seconds, unless it is rehearsed to retain
it. Information is stored acoustically (by the way it sounds) rather than visually (by
the way it looks).

How many items of information can we hold in short-term memory at any one
time? In general, our immediate (short-term) memory capacity for a wide range of
items appears to be about seven items, plus or minus two (Miller, 1956). An item can
be something simple, such as a digit, or something more complex, such as a word. If
we chunk together a string of, say, 20 letters or numbers into 7 meaningful items, we
can remember them. We could not, however, remember 20 items and repeat them
immediately. For example, most of us cannot hold in short-term memory this string
of 21 numbers: 101001000100001000100. Suppose, however, we chunk it into larger
units, such as 10, 100, 1000, 10000, 1000, and 100. We probably will be able to re-
produce easily the 21 numerals as 6 items (Miller, 1956).

Other factors also influence the capacity for temporary storage in memory. For
example, the number of syllables we pronounce with each item affects the number of
items we can recall. When each item has a larger number of syllables, we can recall
fewer items (Baddeley, Thomson, & Buchanan, 1975; Naveh-Benjamin & Ayres,
1986; Schweickert & Boruff, 1986). In addition, any delay or interference can cause
our seven-item capacity to drop to about three items. Indeed, in general the capacity
limit may be closer to three to five than it is to seven (Cowan, 2001). Some estimates
are even lower (e.g., Waugh & Norman, 1965).

Most studies have used verbal stimuli to test the capacity of the short-term store, but
people can also hold visual information in short-term memory. For example, they can
hold information about shapes as well as their colors and orientations. What is the capac-
ity of the short-term store of visual information? Is it less, the same, or perhaps greater?

A team of investigators set out to discover the capacity of the short-term store for
visual information (Luck & Vogel, 1997; Vogel, Woodman, & Luck, 2001). They
presented experimental participants with two visual displays. The displays were pre-
sented in sequence, one following the other. The stimuli were of three types: colored
squares, black lines at varying orientations, and colored lines at different orientations.
Thus, the third kind of stimulus combined the features of the first two. The kind of
stimulus was the same in each of the two displays. For example, if the first display
contained colored squares, so did the second. The two displays could be either the
same or different from each other. If they were different, then it was by only one
feature. The participants needed to indicate whether the two displays were the same
or different from each other. The investigators found that participants could hold
roughly four items in memory, within the estimates suggested by Cowan (2001). The
results were the same whether just individual features were varied (i.e., colored
squares, black lines at varying orientation) or pairs of features were varied (i.e., col-
ored lines at different orientations). Thus, storage seems to depend on numbers of
objects rather than numbers of features.

This work contained a possible confound (i.e., other responsible factor that cannot
be easily disentangled from the supposed causal factor). In the stimuli with colored lines
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at different orientations, the added feature was at the same spatial location as the
original one. That is, color and orientation were, with respect to the same object, in the
same place in the display. A further study thus was done to separate the effects of spatial
location from number of objects (Lee & Chun, 2001). In this research, stimuli compris-
ing boxes and lines could be either at separate locations or at overlapping locations. The
overlapping locations thus separated the objects from the fixed locations. The research
would enable one to determine whether people can remember four objects, as suggested
in the previous work, or four spatial locations. The results were the same as in the earlier
research. Participants still could remember four objects, regardless of spatial locations.
Therefore, memory was for objects, not spatial locations. Further, using American Sign
Language, researchers have found that short-term memory can hold approximately four
items for signed letters. This finding is consistent with earlier work on visual-spatial

short-term memory. The finding makes sense, given the visual nature of these items
(Bavelier & associates, 2006; Wilson & Emmorey, 2006).

Long-Term Store

We constantly use short-term memory throughout our daily activities. When most of
us talk about memory, however, we usually are talking about long-term memory. Here
we keep memories that stay with us over long periods, perhaps indefinitely. All of us
rely heavily on our long-term memory. We hold in it information we need to get us
by in our day-to-day lives. Examples are what people’s names are, where we keep
things, how we schedule ourselves on different days, and so on. We also worry when
we fear that our long-term memory is not up to snuff.

How much information can we hold in long-term memory? How long does the
information last? The question of storage capacity can be disposed of quickly because
the answer is simple. We do not know. Nor do we know how we would find out. We
can design experiments to tax the limits of short-term memory. But we do not know
how to test the limits of long-term memory and thereby find out its capacity. Some
theorists have suggested that the capacity of long-term memory is infinite, at least in
practical terms (Bahrick, 1984a, 1984b, 2000; Bahrick & Hall, 1991; Hintzman,
1978). It turns out that the question of how long information lasts in long-term
memory is not easily answerable. At present, we have no proof even that there is an
absolute outer limit to how long information can be stored.

What is stored in the brain? Wilder Penfield addressed this question while per-
forming operations on the brains of conscious patients afflicted with epilepsy. He used
electrical stimulation of various parts of the cerebral cortex to locate the origins of
each patient’s problem. In fact, his work was instrumental in plotting the motor and
sensory areas of the cortex described in Chapter 2 of this text.

During the course of such stimulation, Penfield (1955, 1969) found that patients
sometimes would appear to recall memories from way back in their childhoods. These
memories may not have been called to mind for many, many years. (Note that the
patients could be stimulated to recall episodes such as events from their childhood,
not facts such as the names of U.S. presidents.) These data suggested to Penfield that
long-term memories might be permanent.

Some researchers have disputed Penfield’s interpretations (e.g., Loftus & Loftus,
1980). For example, they have noted the small number of such reports in relation to



The Levels-of-Processing Model

the hundreds of patients on whom Penfield operated. In addition, we cannot be cer-
tain that the patients actually were recalling these events. They may have been in-
venting them. Other researchers, using empirical techniques on older participants,
found contradictory evidence.

Some researchers tested participants’ memory for names and photographs of their
high-school classmates (Bahrick, Bahrick, & Wittlinger, 1975). Even after 25 years,
there was little forgetting of some aspects of memory. Participants tended to recognize
names as belonging to classmates rather than to outsiders. Recognition memory for
matching names to graduation photos was quite high. As you might expect, recall of
names showed a higher rate of forgetting. The term permastore refers to the very long-
term storage of information, such as knowledge of a foreign language (Bahrick, 1984a,
1984b; Bahrick & associates, 1993) and of mathematics (Bahrick & Hall, 1991).

Schmidt and associates (2000) studied the permastore effect for names of streets
near one’s childhood homes. Indeed, I just returned to my childhood home of more
than 40 years ago and perfectly remembered the names of the nearby streets. These
findings indicate that permastore can occur even for information that you have pas-
sively learned. Some researchers have suggested that permastore is a separate memory
system. Others, such as Neisser (1999), have argued that one long-term memory sys-
tem can account for both. There is to date no resolution of the issue.
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The Levels-of-Processing Model

A radical departure from the three-stores model of memory is the levels-of-processing
framework, which postulates that memory does not comprise three or even any spe-
cific number of separate stores but rather varies along a continuous dimension in
terms of depth of encoding (Craik & Lockhart, 1972). In other words, there are
theoretically an infinite number of levels of processing (LOP) at which items can be
encoded. There are no distinct boundaries between one level and the next. The em-
phasis in this model is on processing as the key to storage. The level at which infor-
mation is stored will depend, in large part, on how it is encoded. Moreover, the deeper
the level of processing, the higher, in general, is the probability that an item may be
retrieved (Craik & Brown, 2000).

A set of experiments seemed to support the LOP view (Craik & Tulving, 1975).
Participants received a list of words. A question preceded each word. Questions were
varied to encourage three different levels of processing. In progressive order of depth,
they were physical, phonological, and semantic. Samples of the words and the questions
are shown in Table 5.2. The results of the research were clear. The deeper the level
of processing encouraged by the question, the higher the level of recall achieved.
Similar results emerged independently in Russia (Zinchenko, 1962, 1981). Words
that were logically (e.g., taxonomically) connected (e.g., dog and animal) were re-
called more easily than were words that were concretely connected (e.g., dog and leg).
At the same time, concretely connected words were more easily recalled than were
words that were unconnected.

The levels-of-processing framework can also be applied to nonverbal stimuli.
Melinda Burgess and George Weaver (2003) noted that faces that were deeply pro-
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m Levels-of-Processing Framework

Among the levels of processing proposed by Fergus Craik and Endel Tulving are the physical, phono-
logical, and semantic levels, as shown in this table.

Lever of ProcessiING | BAsis FOR PROCESSING ExampLE
Physical Visually apparent features of the letters Word: TABLE
Question: [s the word written in capital letters?
Phonological Sound combinations associated with the Word: @ATH
letters (e.g., thyming) Question:  Does the word rhyme with “MAT”?
Semantic Meaning of the word Word: DAFFODIL
Question: s the word a type of plant’

cessed were better recognized on a subsequent test than those that were studied at a
lower level of processing. A level-of-processing (or depth-of-processing) benefit can
be seen for a variety of populations, including in patients with schizophrenia (Rag-
land & associates, 2003).

An even more powerful inducement to recall has been termed the self-reference
effect (Rogers, Kuiper, & Kirker, 1977). In the self-reference effect, participants show
very high levels of recall when asked to relate words meaningfully to themselves by
determining whether the words describe them. Even the words that participants as-
sess as not describing themselves are recalled at high levels. This high recall is a result
of considering whether the words do or do not describe the participants. However, the
highest levels of recall occur with words that people consider self-descriptive. Similar
self-reference effects have been found by many other researchers (e.g., Bower & Gil-
ligan, 1979; Brown, Keenan, & Potts, 1986; Ganellen & Carver, 1985; Halpin &
associates, 1984; Katz, 1987; Reeder, McCormick, & Esselman, 1987).

Surprisingly, the type of information that is being learned can influence the self-
reference effect. When comparing positive and negative traits, investigators found
the self-reference effect for the positive but not the negative traits (D’Argembeau,
Comblain, & Van der Linden, 2005). Thus, we are better able to associate positive
than negative descriptors with ourselves.

Some researchers suggest that the self-reference effect is distinctive, but others
suggest that it is explained easily in terms of the LOP framework or other ordinary
memory processes (e.g., Mills, 1983). Specifically, each of us has a very elaborate self-
schema. This self-schema is an organized system of internal cues regarding our attri-
butes, our personal experiences, and ourselves. Thus, we can richly and elaborately
encode information related to ourselves much more so than information about other
topics (Bellezza, 1984, 1992). Also, we easily can organize new information pertain-
ing to ourselves. When other information is also readily organized, we may recall
non-self-referent information easily as well (Klein & Kihlstrom, 1986). Finally, when
we generate our own cues, we demonstrate much higher levels of recall than when
someone else generates cues for us to use (Greenwald & Banaji, 1989).

Despite much supporting evidence, the LOP framework as a whole has its critics.
For one thing, some researchers suggest that the particular levels may involve a cir-
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cular definition. On this view, the levels are defined as deeper because the informa-
tion is retained better. But the information is viewed as being retained better because
the levels are deeper. In addition, some researchers noted some parado