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Abstract 

Structural vector autoregressions with long-run restrictions are extraordinarily sensitive to low-
frequency correlations.  Recent literature finds that the estimated effects of technology shocks are 
sensitive to how one treats hours per capita.  However, after allowing for (statistically and 
economically significant) trend breaks in productivity, results are much less sensitive:  Hours fall 
when technology improves.  The issue is that the common high-low-high pattern of productivity 
growth and hours (i.e., the low frequency correlation) inevitably leads to a positive estimated 
response.  The trend breaks control for this correlation.  This example suggests a practical need for 
care in using long-run restrictions.  
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1. Introduction 

How does the economy react to fundamental shocks?  Since Blanchard and Quah (1989), a 

growing body of work addresses this question using structural vector autoregressions (SVAR) with 

restrictions on the long-run effects of various shocks.1  A prominent recent example is the literature 

sparked by Galí (1999), who used the long-run restriction that only technology shocks permanently 

affect the level of labor productivity.  He finds that hours fall for a time after technology improves.  

This response is consistent with popular explanations for the early 2000s, when U.S. productivity 

growth was exceptional and hours worked fell.  

Francis and Ramey (2005a) confirm the robustness of Galí’s results to several alternative 

specifications and suggest alternative interpretations.  However, Christiano, Eichenbaum, and 

Vigfusson (CEV, 2003) challenge the Galí-Francis-Ramey findings.  They document the intriguing 

puzzle that the estimated response of hours changes sign when hours worked per capita enters the 

VAR in levels rather than differences: hours worked appear to rise after a technology improvement.  

Thus, a seemingly reasonable alternative specification completely reverses results.   Unfortunately, 

little clear intuition is available about what drives results with long-run restrictions.   

This paper provides simple analytics and simulations that highlight the sensitivity of results to 

low-frequency correlations. In empirically relevant cases, low-frequency correlations—which need 

not be causal—completely drive the implied high-frequency impulse responses.  One thus needs to be 

sure that the low-frequency movements in the data reflect the economic phenomena that one seeks to 

identify. 

Much of the literature focuses on whether hours worked rise or fall following a technology 

improvement.  CEV argue for using hours per capita in levels and conclude that hours probably rise 

after a technology improvement.  However, once one allows for (statistically and economically 

plausible) trend breaks in labor productivity, competing empirical specifications yield a consistent 
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answer.  In particular, the levels specification robustly implies that hours worked fall on impact 

following a technology improvement.  This conclusion holds in bivariate and larger systems, and 

when estimated over sub-periods that correspond to break dates.2    

The source of the sensitivity to breaks is the low frequency correlation between labor 

productivity growth and the level of hours worked per person.  Figure 1 (panels A and B) shows the 

two series.  Average productivity growth was notably faster before the early 1970s and after the mid-

1990s.  Hours show a similar high-low-high pattern.       

It turns out that one needs to know little about the data other than this common high-low-high 

pattern to know that the estimated impulse response of hours to a technology shock is positive. A 

simple, analytically tractable example makes clear that the low-frequency correlation dominates the 

relevant covariances of the VAR:  One almost cannot help but find a positive impulse response.    

Simulations give further insight into what drives the VAR results and illustrates the empirical 

relevance of the analytics.  First, suppose one uses actual hours per person but replaces productivity 

growth with a dummy series with only low-frequency movement—equaling one before the early 

1970s and after the mid-1990s, and zero in between.  Hours appear to rise significantly when 

technology improves.  Second, suppose one uses actual productivity but changes the high and 

medium frequency components of hours.  In particular, using a bandpass filter to estimate and 

remove frequencies of 2 to 120 quarters in hours, one can measure the low-frequency trend.  If one 

then adds back the filtered component with the sign reversed, one obtains a new series with the same 

low-frequency properties as actual hours; but which is the mirror image at high- and medium-

frequencies.  This transformation has little effect on the estimated impulse responses, which again 

                                                                                                                                                                     

1 In addition to Blanchard and Quah (1989), Shapiro and Watson (1988) and King et al (1991) are early developers 
and promoters of the long-run-restrictions method.   

2 If there is structural change in the data generating process, one generally needs to account for it econometrically; 
see, for example, Perron (1989).  Section 2 discusses the economic phenomena that might drive the low-frequency 
variation in productivity growth and in hours.  Section 5 discusses when, by removing breaks in productivity growth, one 
properly identifies the response to a shock to the level of technology.   
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imply that hours rise when technology improves.  Third, suppose one generates random, 

independent series using the estimated univariate processes for productivity growth and hours.  By 

chance, these series sometimes have an apparently significant high-low-high pattern over the sample.  

For series with a common high-low-high pattern, the impulse responses are strongly positive.  These 

examples make clear that even before running the regression, one would expect the levels 

specification to imply a positive response of hours to technology—regardless of the true business-

cycle response.3  

Any procedure that reduces the low-frequency comovement, whether it operates on productivity 

growth or on hours, could change estimated responses.  Hence, this paper’s analysis helps explain 

previous results.  These include the original Blanchard and Quah (1989) estimates of how supply 

shocks affect unemployment, which switch sign when they remove subsample means of output 

growth before and after 1973.  Similarly, Francis and Ramey (2005a) and Galí and Rabanal (2004) 

find that results are sensitive to removing a quadratic trend in hours.  Francis and Ramey (2005b) find 

that the levels specification is sensitive to demographic adjustments for schooling, government 

employment, and changing demographics.  These adjustments do not affect the business-cycle 

properties of hours per available person, but they substantially change the low-frequency properties.  

Basu, Fernald, and Kimball (BFK, 2006) use an augmented-growth accounting approach to 

identify technology shocks, using controls to distinguish technology change from the myriad short-

run non-technological effects that affect the Solow residual (e.g., variations in factor utilization).4  As 

in this paper, they find that technology improvements reduce hours on impact.  Section 5 considers a 

                                                 

3 If the low-frequency correlations in the finite sample do, in fact, reflect causal links in the (properly-specified) 
DGP, then those responses might be accurate, if inevitable.  The working paper version, as well as the Appendix (Fernald, 
2007, available online) applies the CEV (2003) encompassing methodology to distinguish between the breaks and no-
breaks specification.  Those results support the breaks-specification over the no-breaks specification.  The online 
appendix also includes data description and an analysis of restrictions imposed on the dynamics of growth shocks if we 
simply remove breaks from labor productivity. 

4 Importantly, the BFK approach is robust to failures of the long-run restriction.  For example, Bar-Levy (2004) 
presents a model and evidence that demand shocks might raise technology permanently.  Sarte (1997) also questions the 
identifying assumption of no permanent effect of non-technological shocks on the level of labor productivity. 
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wide range of VAR specifications.  Those that control in one way or another for low-frequency 

trends yield similar technology series to the BFK series, with similar impulse responses.   

The technology shocks identified in this paper and in BFK are, conceptually, a weighted average 

of shocks to all sectors, including those that hit the production of investment goods.  Fisher (2006) 

suggests decomposing aggregate technology shocks into their “neutral” and “investment specific” 

components.  Consistent with the findings of this paper, Fisher finds that his results are sensitive to 

using sub-samples that correspond to breaks in his series.  In his preferred subsample results, the 

dynamic responses of hours to the two types of shocks are very similar—and are, in fact, similar to 

the results from the model that has a single, composite shock:  Especially prior to 1979, Fisher finds 

that hours fall sharply after a technology improvement.  Fisher’s results thus suggest that, at least for 

the dynamics of hours, the composite-shock model is a reasonable approximation.    

In addition to the empirical literature using long-run restrictions, Faust and Leeper (1997) 

highlight the theoretical limitations of long-run identification in finite data.  Cooley and Dwyer 

(1998), Erceg, Guerrieri, and Gust (EGG, 2005), and CEV (2006) simulate various dynamic 

stochastic general equilibrium (DSGE) models to assess the sensitivity of long-run-restriction results 

to particular economic environments.5  As in this paper, the Monte Carlo exercises highlight that 

long-run-restrictions must be used with care.   

2. Evidence for Trend Breaks  

Productivity growth slowed down after about 1973 and sped up again after the mid-1990s.   

Changes in mean growth rates could reflect unusual historical influences—steam power, electricity, 

                                                 

5 EGG generate artificial data from a range of calibrated DSGE models and then estimate SVARs.  They conclude 
that long-run-restrictions might help discriminate between alternative models—e.g., the estimated impulse response for 
hours, though biased, is unlikely to yield an incorrect sign.  More recent work by Chari, Kehoe, and McGrattan (2005) 
undertakes an exercise similar to EGG and emphasizes that that results might be biased.   CEV (2006), however, argue 
that in empirically relevant models, SVARs have little bias and are informative.   
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the interstate highway system, information technology, and so forth—that have a persistent, but 

perhaps not permanent, effect on the economy’s potential growth rate.6   

Is there statistical evidence of structural change? Consider the simple model t T tp μ εΔ = + , where 

tpΔ  is productivity growth, Tμ  is the mean during interval T, and tε   is an innovation. Bai and Perron 

(BP, 1998 and 2003) provide straightforward statistical tests for the null that Tμ  is the same in all 

intervals versus the alternative that it changes one or more times.  One strategy is to first test for an 

unknown number of breaks (changes in mean); and then to determine the number of breaks.  The first 

two rows of Table 1 show “double-maximum” tests, UD-max and WD-max, which test the null of 

zero breaks against the alternative of an unknown number of breaks.  The data is private-business 

labor productivity growth from 1950:2 to 2004:2.  (The Appendix to this paper—Fernald, 2007, 

available online—describes the data.)  These tests reject the null of zero breaks at better than the 5 

percent level.  Thus, structural change is likely.   

The statistical evidence then suggests two breaks, with a slowdown after 1973:1 and a speedup 

after 1997:1.  Notably, one rejects the null of zero versus two breaks: The SupFT(2) test (the 

maximum F test) of 10.19 is statistically significant at the 5 percent level.7  And conditional on one 

break, the second break (in 1997:2) is easy to find:  SupF (2|1) is highly significant.  Conditional on 

two breaks, there is no evidence of further breaks.  Because mean growth is similar before 1973 and 

after 1997, one cannot statistically reject the null of zero versus one break.  BP (2003) argue that 

double-maximum tests are particularly informative in cases such as these.   Results that follow appear 

robust to alternative dates around the selected (maximum F) dates.   

                                                 

6 See, for example, David (1990) and Fernald (1999).   
7  Bai and Perron’s (1998, 2003) Gauss code was downloaded from http://qed.econ.queensu.ca/jae/2003-v18.1/bai-

perron/  on August 16, 2004.  Tests are robust to heteroskedasticity and autocorrelation, allow the variance-covariance 
matrix to differ across regimes, and implement AR prewhitening.  To check significance levels, the four-variable VAR 
discussed later (setting constant terms and initial values to zero) was bootstrapped under the null of no breaks.  UDMAX 
rejects the null of no breaks in favor of the alternative of an unknown number of breaks at the 5 percent level. 
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Empirically, allowing for occasional trend breaks is one of several ways to model 

persistent growth shocks.  First, one can view them as regime shifts.  Kahn and Rich (2006), for 

example, find a switch from a high- to a low-productivity growth regime in the early 1970s, with a 

switch back in the late 1990s.  Second, one can model productivity growth as having a stochastic 

trend, so productivity itself is I(2).  Roberts (2001), for example, finds economically-significant 

variation in trend productivity growth.  Overall, the post-war period appears to have few regime 

switches or low-frequency swings in growth, so the trend-break approach tells a similar story to these 

two alternatives.  In addition, it is easier to apply in the SVAR context and is relatively transparent.   

All three approaches argue for relaxing the restriction of constant mean productivity growth. 

Hours worked per capita (defined as hours per person aged 16 and older) is similar in being high 

early in the sample, low in the middle, and high again at the end (see Figure 1.B).  Francis and 

Ramey (2005b) argue that the low-frequency movements reflect trends in school enrollment, 

government employment (since the numerator is private hours), and demographics—those over 65 

are much less likely to work.  These forces that cause the U-shaped pattern in hours are likely to be 

very different from those that cause business-cycle fluctuations.  Since standard RBC models aim to 

explain fluctuations at business cycle frequencies—rather than explaining school decisions, the size 

of government, or demographics—Francis and Ramey argue for removing these low-frequency 

influences from hours (leaving the business-cycle properties unaffected) prior to estimation. 

In addition, there is no obvious reason to presume that the common high-low-high pattern of 

productivity and hours reflects causal links rather than the chance correlation of three data points.  

For example, Fernald (1999) argues that building the interstate highway system raised productivity 

growth in the 1950s and 1960s.  It is not clear that one should link the factors driving the low-

frequency movements in hours (e.g., schooling or demographics) to interstate highways.   

The results that follow use population aged 16 and older with no demographic adjustment.  This 

allows comparability with CEV (2003) and highlights the analytical and practical issues.  Section 5 
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shows that the Francis-Ramey measure yields results similar to removing trend-breaks from 

labor productivity and then using the CEV hours. Thus, the analysis in this paper makes clear why 

results are sensitive to adjustments such as Francis and Ramey’s that affect low-frequency trends.  

3. Sensitivity to Trend Breaks   

This section now discusses the sensitivity of empirical results of VARs identified with long-run 

restrictions to controlling for breaks in labor productivity. 

3.1 Structural VARs with long-run restrictions 

Let Xt be a vector of variables with moving average representation ( )t tX C L ε= .  C(L) is a matrix 

of lag polynomials and εt is a vector of innovations.   For concreteness, consider the bivariate system 

where Xt  comprises productivity growth, Δpt, and the level of hours (or some other stationary 

transformation of hours), nt. The identification assumption is that only technology shocks 

permanently affect of the level of labor productivity.  Other shocks (such as monetary policy shocks 

or transitory technology shocks) can have only a short-run effect on labor productivity.  

Following Shapiro and Watson (1988), one can impose the long-run restrictions by estimating 

the following regressions (constant terms not shown): 

 1
, ,1 0

q q Z
t P i t i N j t i ti j

p a p a n ε−

− −= =
Δ = Δ + Δ +∑ ∑  (1) 

 , ,1 1

q q Z N
t P i t i N i t i t ti i

n b p b n d ε ε− −= =
= Δ + + ⋅ +∑ ∑  (2) 

Hours, nt , enters (1) in differences, which imposes that non-technology shocks do not affect the long-

run level of labor productivity.  The VAR has q lags, so the summation on hours-growth runs from 0 

to q-1.  Since technology shocks might affect current hours growth, one estimates (1) with the 

standard instruments: lags of productivity growth, Δpt-s,, and of the level of hours nt-s, where s=1 to q.  

For the just-identified case, these instruments yield results identical to the Blanchard-Quah matrix 

methods.  The residuals from (1) are the estimated technology shocks.  One then estimates equation 
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(2) with OLS by adding the contemporaneous estimated technology shock to the standard VAR 

equation.  

With two variables, one identifies two shocks.  Z
tε  is the identified technology shock.  N

tε , in 

principle, captures all shocks (especially demand shocks) with at most a transitory effect on labor 

productivity.  (Blanchard and Quah, 1989, and Faust and Leeper, 1997, discuss when bivariate 

systems can adequately capture the dynamics when there are more than two underlying shocks.)   The 

specification generalizes easily.  Larger VAR systems are straightforward: Other variables are treated 

symmetrically with hours.  There are then additional “non-technological” shocks, but without further 

assumptions these are not separately identified.  In the difference specification, one can re-interpret nt 

and Δnt  as the first and second difference of log-hours.  

The empirical work below follows CEV (2003), Galí and Rabanal (2004), and Francis and 

Ramey (2005a) and sets q=4.  Impulse responses come from simulating the dynamic responses of the 

estimated system.  The figure shows centered 90 percent confidence intervals.8 

 The Shapiro-Watson IV representation makes clear that long-run identification assumes that 

lagged hours (the instrument) are orthogonal to technology shocks.  This assumption seems 

reasonable but will not hold exactly in any given sample.  Given the common high-low-high pattern 

in productivity growth and hours in the actual post-war U.S. data, orthogonality constrains the ability 

of technology shocks to explain the high-low-high pattern in labor productivity.  This turns out to 

substantially affect the estimated shocks and responses. 

 Following CEV (2003), estimation uses labor productivity and hours worked per capita in the 

private business sector, from the Bureau of Labor Statistics.  All regressions are run from 1951:2-

2004:2.  (Fernald, 2007, describes the data.)  To control for trend breaks, subsample means are 

                                                 

8 Rob Vigfusson graciously provided his code to calculate confidence intervals.  They are calculated by estimating 
the VAR on bootstrapped simulated data and calculating standard deviations of the resulting impulse responses.   CEV 
(2006) find that in a range of plausible, simulated DSGE models, this procedure has relatively good coverage rates.   
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removed from labor productivity before estimation (using the estimated 1973:2 and 1997:2 

break dates). This approach follows Blanchard and Quah (1989).  In general, one must control for 

structural change or else the VAR is misspecified.  Section 5 and the Appendix (Fernald, 2007) 

consider when it is appropriate to simply remove subsample means. 

3.2 Bivariate VAR results with long-run identification restrictions 

Figure 2 shows impulse responses from the bivariate SVAR above.  The left column uses actual 

labor productivity growth and the level of hours per capita (aged 16 and above); the right column 

shows the “breaks specification,” which removes subsample means from labor productivity growth 

prior to estimation.  (Results are very similar with sample-period dummies in the VAR itself.)     

Panel A reproduces the CEV result that technology improvements appear to raise hours worked 

on impact.  In contrast, with trend breaks in Panel B, technology improvements sharply reduce hours.  

The break results are qualitatively similar to the difference and quadratic-detrended specifications in 

Galí and Rabanal (2004) and Francis and Ramey (2005a), and to the BFK (2006) growth accounting.  

The estimated response of productivity to a non-technology shock, in the bottom row, is also 

extremely sensitive to the trend breaks.  Panel C shows that in the no-breaks specification, 

productivity falls sharply and significantly in response to a positive non-technology innovation.  In 

contrast, with breaks removed,  in Panel D, productivity rises sharply following a non-technological 

shock.  The latter effect is consistent with utilization rising in response to demand shocks.  

3.3 Larger VAR Systems and Subsample Results 

CEV (2003) report results from several larger systems, including a four-variable system that 

adds the log of the nominal consumption-output ratio and the nominal investment-output ratio to the 

VAR (they combine durable consumption with investment, and combine government with 

consumption of non-durables and services).   Erceg et al. (2005) find that this system has reasonable 

properties.  CEV (2003) also report results from a larger 6-variable system that adds inflation 
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(measured by the GDP deflator) and the fed funds rate. In the larger systems, the only shock 

that is identified is the technology shock.  

  As in the bivariate case, the four- and six-variable systems without breaks in labor productivity 

suggests that hours rise; but the breaks specification suggests that hours fall.  Thus, the issues 

identified in the bivariate case carry over to larger systems.  

An alternative way to control for structural change is to use subsamples—pre-1973:2, 1973:2-

1997:1, post-1997:1.  With the two- or four-variable systems, in all subsamples technology shocks 

reduce hours.9  In the six-variable system, hours fall sharply pre-1973:2, but they are roughly flat in 

the 1973:2-1997:1 period.  Adding inflation and the interest rate thus makes some difference for the 

post-1973:2 results, but the key point is that results are systematically different from the full-sample 

results without breaks.  In particular, they never suggest substantial increases in hours. 

Galí, López Salido, and Vallés (2003) emphasize subsample differences, which they link to  

presumed differences in monetary policy.  The 1982:3-1997:1 period should incorporate the Volcker-

Greenspan monetary policy while still excluding the productivity acceleration.  Our four-variable 

system still suggests that hours decline but the six-variable results resemble those of Galí et al., in 

that hours change little on impact in this sample.  Galí et al. include the interest rate and inflation in 

their system, explaining the similarity in results.   

Fisher (2006) also considers a larger system that adds the real investment price to the Galí et al. 

regression, in order to decompose aggregate technology into a two components:  neutral shocks and 

investment-specific ones.  (Note that the approach in this paper and most of the literature, including 

BFK, 2006, seeks to identify a weighted sum of these two shocks.)  In part because of time-varying 

trends in the data, Fisher focuses on subsample results.  He also includes the interest rate and inflation 

in the VAR, and obtains results consistent with the composite-shock six-variable results in this paper 
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as well as with Galí et al:  Prior to 1979, both shocks sharply reduce hours worked on impact; 

after 1982, both shocks have little impact effect on hours but, after a few quarters, the effect is 

noticeably positive.  Hence, adding the investment price appears to make little difference to results.  

But Fisher’s results support the view that results can be highly sensitive to low-frequency trends.10 

4. How Do Low-Frequency Correlations Affect Results?   

What drives the sensitivity of results to the treatment of low-frequency trends?  This section 

discusses analytics and simulations that provide insight into results with long-run restrictions. 

4.1 Analytical Discussion 

  It is well known that the spectral density at frequency zero plays a central role in estimates with 

long-run restrictions; CEV (2006) discuss this point extensively, and suggest alternative estimators 

taking the data as given.  Rather than take a frequency-domain approach, this section instead 

discusses relatively straightforward intuition for why low-frequency comovement dominates the key 

covariances of the estimation.  For analytic tractability, the discussion focuses on bivariate systems. 

The empirical results are qualitatively similar in bivariate and larger systems and the insights here 

apply to larger systems as well (though it is harder to sign the effects a priori).   

Consider the following simplified, non-dynamic system; the estimated technology residuals and 

impact effects are similar to the full system.  Only the current growth rate Δnt appears on the right-

hand side of the first, IV equation; the instrument is the lagged level nt-1 .  Constants are suppressed: 

 ,Z S
t t tp a n εΔ = ⋅ Δ +  (3) 

 , ,Z S N S
t t tn d ε ε= ⋅ +  (4) 

                                                                                                                                                                     

9 Erceg, Guerrieri, and Gust (2005) explore the reliability of long-run results in short samples.  The reliability of 
responses uniformly falls off for all variables.  But the likelihood of getting the wrong sign on the hours response rises 
only slowly as sample length declines, so it remains unlikely that one would estimate the wrong sign on the response.  

10 Canova, Lopez-Salido, and Michelacci (2007) find different labor-market responses to neutral and investment-
specific shocks in a system that accounts for job flows.  They discuss sensitivity to low-frequency correlation at length. 
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The IV estimate of â  is 1 1n p n n− −
′ ′Δ Δ , where the vector notation is obvious.  In the data, the 

denominator is negative: If lagged hours are high, current growth in hours tends to be low.  At the 

same time, the common high-low-high pattern of hours and productivity growth pushes the sample 

covariance 1n p−
′Δ  (as well as the contemporaneous n p′Δ ) to be positive – hours tends to be high 

when productivity is high, towards the beginning and end of the sample.  Hence, the low-frequency 

correlation is likely to lead to a negative estimate of â .  Note that a negative coefficient for â  

implies that a positive non-technology shock (which pushes Δnt up) also pushes productivity down, 

consistent with the empirical impulse responses. 

d̂  gives the estimated impact effect of technology on hours and equals , , ,Z S Z S Z Sn ε ε ε
′′ .   The 

denominator is positive.  Hence, the sign depends on the numerator, the covariance of estimated 

technology with current hours: 

 
( ),

1

1

ˆZ Sn n p a n

n p
n p n n

n n

ε

−

−

′ ′= Δ − Δ

⎛ ⎞′Δ′ ′⎜ ⎟= Δ − Δ
⎜ ⎟′Δ⎝ ⎠

 (5) 

In the data, n n′Δ  is positive, in contrast to the negative 1n n−
′Δ .  (These are, of course, the 

expected signs for a stationary autoregressive time series.).  As mentioned, the low frequency 

correlation tends to imply that 1n p−
′Δ  and n p′Δ  will be positive.  Hence, both terms in equation (5) 

are positive.  Thus, the assumed orthogonality between technology growth and hours implies that the 

estimated impulse response of hours to a technology shock is likely to be positive. 

Several examples illustrate the impact of low-frequency correlation and improve our intuition 

for what features of the data drive the SVAR results.  They show that the insights from the simple 

static example extend to more complicated dynamic estimation.   
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4.2 Simulation 1: 1-0-1 Productivity Growth Series 

Consider an extreme case where productivity growth equals 1 before 1973:2 and again after 

1997:1 and zero between these dates; this is the thick line in Figure 3.C.  What does the VAR imply 

if one runs the bivariate VAR with this 1-0-1 productivity series and the actual level of hours? 

The impulse responses in Panels 3.A and 3.B look qualitatively (and, for hours, quantitatively) 

like the no-breaks responses shown earlier in Figures 2.A and 2.C.  A positive technology shock 

raises hours strongly and statistically significantly; and a positive non-technology shock reduces 

productivity.  (Productivity growth is highly persistent here, explaining the persistence of this latter 

response.)  Both responses match the predictions from the simple, static analytical framework. 

The bottom panel shows the estimated technology series itself along with innovations to an 

estimated AR(2) process for hours.  Strikingly, every wiggle in hours is matched by a corresponding 

high-frequency wiggle in estimated technology—even though productivity growth itself is constant 

during subperiods.  Mechanically, because of the low-frequency correlation between hours and 

productivity, the regression puts a negative coefficient on hours-growth in the productivity equation, 

as discussed above.  But now suppose hours increase temporarily for any reason (e.g., because of a 

labor-supply or demand shock).  The negative coefficient on hours means that the positive hours blip 

reduces the fitted value of productivity.  Since productivity itself changes at only two discrete points, 

one needs a positive innovation to technology to offset that.  Thus, anything that causes hours to 

move causes estimated technology to move as well. 

4.3 Simulation 2: Reversing High- and Medium-Frequency Components of Hours 

High (and even medium) frequency movements in hours have little effect on estimated impulse 

responses.  One can see this by modifying the hours data at high and medium frequencies and looking 

at how responses change.  In particular, the long-dashed line that fluctuates around zero in Figure 4.A 

shows the components of hours at frequencies of 2 to 120 quarters (estimated with the Christiano-

Fitzgerald, 2003, bandpass filter).  The dashed line shows the estimated hours trend, defined as actual 
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hours (the thick line) minus the high- and medium-frequency component.  The thin line 

reverses high- and medium-frequency components.  That is, it takes the trend line and adds back the 

filtered component with the sign reversed.   

The bottom panels show the estimated impulse responses when one uses hours with the high and 

medium-frequency components reversed (the thin line).  The responses again look qualitatively and 

quantitatively like those in Figures 2.A and 2.C.  Hours worked rise strongly in response to a positive 

technology shock; a positive non-technology shock reduces productivity.  Both responses are 

statistically significant.  Thus, the estimated responses are largely invariant to reversing the frequency 

components below 120 quarters, making it clear that low-frequency movements drive the responses.  

4.4 Simulation 3: Selecting on Series with Apparent Breaks 

In the analytics, the true data generating process is not the issue.  Rather, in the realized data 

sample, there is a low-frequency correlation between the series.  To highlight this point, one can 

simulate 230 quarters of data for two series from the following univariate DGPs: Z
t tdp ε=  and 

1 21.51 0.53 N
t t t tn n n ε− −= ⋅ − ⋅ + .   Hours are a highly persistent AR(2) process; productivity growth is 

white noise.  The simulated disturbance terms were normally distributed (0,1).  As one would hope 

and expect, the median impulse response from estimating the SVAR on 1,000 pairs of simulated data 

is close to the true value of zero.   

In the data, a 1973:2 - 1997:1 dummy has a negative coefficient and large t-statistic for both 

hours and productivity growth.  Purely by chance, some of the simulated univariate processes for 

hours and labor productivity show a similar pattern.  For both hours and labor productivity, suppose 

one saves the first 2,500 series where the dummy is negative and has a t-statistic as large in 

magnitude as 3.5, and then pairs up the series.   

By construction, the series are not related.  But, for the pairs of series that appear to have large 

common breaks, the estimated impulse responses are almost uniformly positive.  Econometrically, 

one has selected series in which, by chance, true technology shocks are, in fact, correlated with 
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lagged hours.  If one takes out the apparent (though spurious) 1973 and 1997 trend breaks 

from labor productivity, the estimates show little bias.11   

5. Robustness 

This section discusses alternative approaches to controlling for low-frequency correlation and 

discusses sensitivity to alternative choices.  The working paper version, as well as the Appendix 

(Fernald, 2007), discusses further robustness checks as well as encompassing arguments.   

5.1 Is it appropriate to remove sub-sample means? 

Shocks to the economy’s underlying growth rate should themselves affect behavior.  Hence, the 

“breaks” VAR, which simply removes subsample means from labor productivity, could itself be 

misspecified by ignoring the dynamics of growth shocks.  

The online appendix considers the case of two permanent technology shocks with potentially 

different dynamic properties.  Removing subsample means from productivity growth is appropriate 

for identifying the dynamic response to a shock to the level of technology if the transition dynamics 

in response to a growth shock are sufficiently similar to the dynamics in response a levels shock.12  

The appendix also discusses the formal restrictions placed on the dynamics if there are distinct 

responses to growth shocks and discusses an approach that accounts explicitly of growth shocks; 

results on the effects of a shock to the level of technology appear qualitatively unaffected.  Finally, if 

the apparent break is, in fact, “spurious”—reflecting the fact that, ex post, the realized means of the 

technology shocks look quite different across subsamples—then the approach is also likely to be 

appropriate.  That is, if people knew the (unchanged) DGP and were, therefore, surprised by the 

realizations of productivity, then there is no concern that the behavioral response of employment 

differs based on the (ex post) persistence of the shock.   

                                                 

11 For these simulations, the difference specification also has little bias, despite the fact that the difference VAR is 
“overdifferenced.”  This is true both in the unconditional simulated data and conditional on spurious breaks.  
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Other ways to control for low-frequency correlations should be less sensitive to concerns 

about the dynamics induced by growth shocks.  First, if one estimates over subsamples that discard 

the periods where the growth shocks occur, then the observed dynamics shouldn’t be driven by those 

shocks.  The subsample responses, noted earlier, suggest hours fall when technology improves 

(though for the post-1982 period, they are sensitive to the variables included in the VAR).     

Second, in the break specification, one can omit years around the breaks themselves.  Hence, the 

transitory dynamics associated with the breaks should have little effect on estimates.  Doing so makes 

little qualitative difference to results.  For example, running the SVAR over the sample 1951:2-

1966:1, 1977:1-1994:1, and 2000:1-2004:2, one still finds a substantially negative response.  (This 

sample discards enough data to ensure that one controls for expectations and learning.)  

In sum, the restrictions imposed on the dynamics of growth shocks do not appear to affect 

results on the response to shocks to the level of technology. 

5.2 Similarity of shocks and responses across specifications 

Table 2 compares correlations of estimated technology residuals from various specifications and 

shows the estimated impact effect of technology on hours.  The table shows correlations with the 

residuals from the two- and four-variable VARs with trend breaks, and with the (annual) technology 

innovations estimated by Basu, Fernald, and Kimball (BFK, 2006).  BFK use a completely different 

identification scheme—estimating industry production functions and aggregating residuals.  Their 

data-intensive approach relaxes some of the assumptions underlying the long-run restriction, such as 

perfect competition and constant returns.  The BFK innovations are available annually through 1996.  

For the BFK correlations, one must first annualize the quarterly VAR residuals.   

Table 2 shows that once one controls for low-frequency correlations, results are consistent 

across a range of specifications.  The top of table (lines 1 to 14) controls in some way for low-

                                                                                                                                                                     

12 In DSGE models, the response to shocks to technology growth generally differs from the response to shocks to its 
level (e.g., Campbell 1994, Pakko 2002, and Edge, Laubach, and Williams 2007).  The restrictions on the responses do 
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frequency movements: removing sub-sample means from productivity growth; removing an 

estimated quadratic trend from all variables; using the Francis-Ramey measure of available 

population to construct hours per person (with or without productivity trend breaks); taking 

differences of hours.13  The bottom of the table shows the unmodified CEV specifications with no 

control for breaks.  For both the break and no-break specifications, the table also shows non-farm 

business, where hours per person 16+ shows less of a U-shape (though it is still there). 

After controlling for low-frequency movements, the correlations of estimated technology shocks 

across methods are very high and are statistically significantly correlated with the BFK shocks.  In 

addition, all of those specifications imply a negative impact response of hours to a one-percent 

technology innovation, typically in the range of -0.4 to -0.5 percent.      

In contrast, the specifications that do not control for low-frequency movements (lines 15-19) 

look very different.  They have lower correlations with the break-specification shocks (and, though 

not shown, with the other specifications in the table).  Correlations with the BFK shocks are generally 

much lower; the two-and four-variable business-sector residuals are not statistically correlated.  In all 

cases, these approaches yield positive impulse responses.   

Finally, the existing literature focuses exhaustively on the properties of productivity growth and 

hours.  But in the larger specifications, other variables show trends, as well.  Although results are 

relatively robust to adding these variables, these trends could be affecting the estimates in unknown 

ways.  Only the quadratic-trend specifications have any controls for these trends.   

6. Conclusions 

This paper seeks to better understand the strengths and weaknesses of VARs identified with 

long-run restrictions.  Simple analytics and simulations document the sensitivity to low-frequency 

                                                                                                                                                                     

not require that the sign of the response be the same. 
13  Differencing might help control for structural change, even if hours were, in fact, levels stationary.   (Over-

differencing can potentially cause problems.  In some simulated DSGE models, EGG (2005) find that over-differencing 



 18

data correlations in empirically relevant cases.  Indeed, in the so-called levels specification, 

the common high-low-high pattern of productivity growth and hours per person drive the apparent 

positive response of hours worked to a technology shock.  After allowing for the statistically 

significant and economically plausible productivity slowdown and speedup, the impulse response 

reverses sign and turns negative.   

The resulting negative response of hours is consistent with other reasonable data choices that 

affect the low-frequency properties of the data used, such as using low-order trends or alternative 

demographic adjustments.  The argument in this paper about low-frequency correlations explains the 

sensitivity to these alternatives.  In addition, the simulations make clear that the low-frequency 

correlation in the data need not be causal.  As Francis and Ramey (2005b) discuss, there is little 

reason to think that the low-frequency movements in hours per person over 16 are driven by the same 

factors that drive business-cycle movements.14     

A key recommendation for practitioners is to check sensitivity to alternative detrending 

methods.  If results are sensitive, that should raise warning flags.  Practitioners use several 

approaches to justify specifications, none of which is perfect.  One is a priori reasoning, e.g., hours 

per capita cannot have a unit root.  This paper shows that low-frequency movements can lead to 

problems even if they don’t literally reflect a unit root.  A second is statistical tests.  Again, unit-root 

tests might reject a unit root for hours per person and one might not be persuaded that the 

productivity trend breaks are statistically significant; but the common low-frequency correlations in 

the data nevertheless drive results.  A third is Monte Carlo simulations of specific economic models 

(e.g, Erceg, Guerrieri, and Gust, 2005).  Like this paper, that literature also suggests that long-run 

restrictions need to be used with care.  However, since the specific model is likely to abstract from 

                                                                                                                                                                     

leads to bias; in others it does not.  Francis and Ramey (2005a) and Galí and Rabanal (2004) suggest removing a 
quadratic trend from hours.  CEV (2003) suggest, instead, removing a quadratic trend from all variables.   

14 Uhlig (2004) and Francis, Owyang, and Roush (2005) discuss medium-run identification schemes that might be 
less sensitive to low frequency data movements. 



 19

low-frequency movements—particularly if they are coincidental, reflecting factors such as 

demographics that are not modeled—it could miss important features of actual data.  In short, all of 

these alternatives contribute to our understanding but are incomplete. 

In terms of the technology and hours debate, the robustness of results to whether hours is 

modeled as stationary, difference stationary, or otherwise adjusted; and the consistency of results 

identified with long-run restrictions with those from augmented growth accounting suggest that in the 

post-war period, increases in the level of technology reduce hours worked on impact.  Research 

continues on what model features can best explain this contractionary effect. 
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Table 1: Bai-Perron tests for structural change in business-sector labor productivity growth 

 

Test Statistic Break Date(s)  

UDmax 10.19**  

WDmax 11.71**  

SupFT(1) 7.44 1973:2 

SupFT(2) 10.19** 1973:2, 1997:2 

SupFT(3) 6.99 1973:2, 1982:4, 1997:2  

SupFT(4) 6.90* 1955:2, 1961:1, 1966:2, 1997:2 

SupFT(2|1) 17.01***  

SupFT(3|2) 2.06  

SupFT(4|3) 1.60   

***, **, *, significant at 1%, 5%, and 10% respectively. 

 

Note:  All tests generated by Bai and Perron’s (1998) Gauss code allowing for heteroskedasticity- and 
autocorrelation-robust covariance matrix, AR pre-whitening, and heterogenous variance-
covariance matrices across subsamples.  10 percent of sample trimmed.  Break dates shown 
correspond to first date of new subsample. Sample 1950:2-2004:2. 
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Table 2:  Robustness Across Specifications: 
Correlations, Impact Effect, and Granger Causality Tests 

 
  Correlation of technology residuals 

  
Specification: 

2 variable, 
level, 
breaks 

4 variable, 
level, 
breaks 

BFK Annual 
Residuals 

 
 

Impact Effect 
on  

Hours 
1. 2-variable, level, breaks 1 0.85 0.50 -0.43 
2. 4-variable, level, breaks 0.85 1 0.48 -0.45 

3. 6-variable, level, breaks 0.84 0.87 0.30 -0.40 

4. 2-variable, quadratic trend, no breaks 0.97 0.81 0.48 -0.40 

5. 4-variable, quadratic trend, no breaks 0.90 0.90 0.45 -0.35 

6. 6-variable, quadratic trend, no breaks 0.87 0.83 0.41 -0.34 

   
7. 2-variable, non-farm business, level, breaks 0.85 0.74 0.47 -0.45 

8. 4-variable, non-farm business, level, breaks 0.49 0.79 0.32 -0.29 

9. 2-variable, Francis-Ramey level, no breaks 0.90 0.72 0.53 -0.21 

10. 4-variable, Francis-Ramey level, no breaks 0.48 0.25 0.33 -0.06 

11. 2-variable, Francis-Ramey level, breaks 0.99 0.86 0.49 -0.48 

12. 4-variable, Francis-Ramey level, breaks 0.61 0.90 0.34 -0.36 

13. 2-variable, difference, no breaks 0.92 0.75 0.54 -0.29 

14. 2-variable, difference, breaks 0.93 0.73 0.38 -0.18 

15. 2-variable, level, no breaks 0.48 0.28 0.18 0.28 

16. 4-variable, level, no breaks 0.33 0.56 0.20 0.17 

17. 6-variable, level, no breaks 0.24 0.30 0.38 0.10 

18. 2-variable, non-farm business, level, no breaks 0.60 0.42 0.34 0.11 

19. 4-variable, non-farm business, level, no breaks 0.25 0.59 0.22 0.04 

 
Notes:  2-variables are productivity growth and hours per capita; 4-variables add the log of the 
consumption-output and investment-output ratios; 6-variables add the fed funds rate and the growth 
in the GDP deflator.  Levels versus differences refers to whether hours enter in log-levels or log-
differences.  Breaks refers to whether subsample means are removed from productivity growth prior 
to estimation.  “Quadratic trend” removes quadratic trend from all variables prior to estimation.  
Francis-Ramey uses their (2005b) demographically adjusted measure of the population available to 
work.  BFK (2006) residuals are available annually.  To calculate the correlation of the BFK and 
VAR specifications, the quarterly VAR residuals are annualized (by converting to a level index, 
taking the annual average, then calculating annual growth rates) from 1953-1996.  The impact effect 
shows the percent response of hours in the quarter for which a 1 percent technology improvement 
occurs.  For annual correlations (44 observations), 0.30 is significant at the 5 percent level and 0.25 is 
significant at the 10 percent level.   
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Figure 1: Productivity and Hours

A. Labor productivity, business sector

B. Hours worked per capita

Source: Bureau of Labor Statistics.
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APPENDIX 1. DATA 
I follow Christiano, Eichenbaum, and Vigfusson (2003) and use BLS data on hours and 

labor productivity for the business economy.  The BLS population data have occasional discrete 
jumps: When the BLS obtains new information on the population (e.g., at decennial censuses), it 
does not revise previous data.  I use a series adjusted at the Federal Reserve Bank of Chicago 
that smoothes through these jumps (this makes little difference).  Other national accounts data 
were downloaded via Haver Analytics.  For the fed funds rate, I use the average effective fed 
funds rate back to 1954:3 (when the series begins); prior to that date, I use the NY Fed discount 
rate.  (Using the 3-month treasury rate or using the NY Fed discount rate into the 1960s—when 
the fed funds market became more active—give similar results.)  Data were downloaded October 
2004.   

In most cases, my sample starts in 1950:1, which, with four lags of growth rates, implies 
that regressions begin 1951:2.  I discount earlier data for two reasons.  First, the aftermath of 
World War II led to enormous adjustments that affected labor productivity, employment, and 
other variables; the dynamics of post-war adjustment are not necessarily well captured by the 
same model that captures the dynamic response to more “normal” shocks (conceptually, post-
war dynamics may reflect a “post-war shock” that we don’t control for).  Second, Young (1974) 
cites several studies suggesting (from both statistical analysis and “expert opinion”) that the early 
quarterly data from the post-war period are less accurate than later data.  Nevertheless, results 
appear only slightly affected qualitatively by experimenting with different choices of starting 
dates from 1948:2 to 1959:1.  

 
APPENDIX 2. ENCOMPASSING 

Given the low frequency correlation between hours worked and productivity growth, the 
levels specification inevitably yields a positive impulse response, regardless of the true response.  
Nevertheless, if the low-frequency correlation reflects causal links in the DGP, then the levels 
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specification might be correctly exploiting those links and yielding the correct impulse 
response.  (One would, of course, expect that the higher frequency variation would yield 
evidence consistent with those responses, which it does not.) 

CEV (2003) argue forcibly that encompassing tests provide an appealing statistical 
approach to  compare alternative specifications.  They compare levels versus difference 
specifications for hours.  The levels specification, they find, relatively easily explains the 
divergent results from the two specifications; the difference specification has more difficulty.  In 
addition, the difference specification implies that the levels specification should suffer from a 
weak-instruments problem that is not to be apparent in the data.  Thus, they argue that the levels 
specification encompasses the difference results, but not the converse.1   

Here, I apply the encompassing approach to the issue of whether or not to include trend 
breaks in the  VAR.  The specification with breaks appears more plausible than the specification 
without such breaks.  In particular, the specification with breaks can much more easily explain 
the observations that (i) the levels specification on its own yields a substantially positive impulse 
response; (ii) after removing two breaks (those with the highest level of significance) from labor 
productivity, the levels specification yields a notably negative impulse response; (iii) the F 
statistic associated with the breaks test is relatively large.     

In particular, I estimated bivariate and four-variable VARs from 1951:2 to 2004:2.  The 
breaks specification includes dummy variables in the VAR for the pre-1973:2 and post 1997:1 
periods.  I generated 500 bootstrapped synthetic datasets for each estimated DGP.  (Each 
synthetic dataset starts from the actual initial 1950:2-1951:1 data.  These initial values along with 
the (lower) estimated constant term for hours imparts a downward trend to the synthetic hours 
series and helps the no-breaks specification explain the large F statistic.)   For each synthetic 
dataset, I estimate two break dates endogenously for labor productivity growth by regressing the 
series on every possible pair of break dates..  I exclude 10 percent at each tail and impose that 
there are at least 24 quarters between estimated “breaks”.   

I follow CEV and test on the average response during the first six quarters.  For example, 
the bivariate levels specification implies that the average response of hours to a technology shock 
over the first six quarters is 0.70 percent.   The “breaks” specification implies an average 
response of -0.41 percent.   

Table A1 summarizes results from the encompassing tests.  Rows 1A and 1B use synthetic 
data generated from the no-breaks specification (two-variable and four-variable, respectively).  
Rows 2A and 2B incorporate the trend breaks into the DGP.  Column (1) shows that regardless 
of the DGP, when we estimate the VAR ignoring any possible breaks, the average levels 
specification is almost always positive.  In particular, even if the DGP has breaks, and if the true 
response is negative, then—consistent with the earlier simulations in this paper—it is no surprise 
that when we ignore the breaks, we find a positive response.   

More interesting is column 2, where we estimate and impose two break dates, regardless of 
whether there are true breaks.  In the no-breaks case (rows 1A and 1B), we find a negative 
response about a quarter of the time.  When there are breaks (rows 2A and 2B), though, we are 
much more likely to find the negative response. (That it’s only about 80 percent of the time 
reflects that we are looking at the response over six quarters, so that even initially negative 
responses might cumulate to a positive 6-quarter response.)   
                                                 

1 CEV argue that a covariates-adjusted Dickey Fuller test has much more power to reject a unit root.  A related 
argument extends to their encompassing tests:  The difference specification has a very difficult time explaining the 
explanatory power of lagged hours per capita as an instrument for the current growth rate of hours per capita. 
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Column 3 shows the likelihood of getting an F statistic as large as 6.83 (the two-break 
F value with no allowance for heteroskedasticity or autocorrelation).  In the no-breaks 
specification, this occurs about 10 percent of the time.2  In the breaks specification, this occurs 
about 90 percent of the time.   

Columns 4 and 5 combine the first three results.  With the no-breaks DGPs, only about 1/5 
of the time do we get the opposite signs.  And only 2 to 3 percent of the time can the DGP 
explain a positive response with no breaks, a negative response with breaks, and a large F.  In 
contrast, the breaks specifications in rows 2A and 2B easily explain all three observations.  In the 
bivariate case, 64 percent of the synthetic datasets are consistent with all three; in the four-
variable case, nearly half are.  

Hence, the breaks specification can much more easily explain the empirical observations we 
see in the data.   The logic of the CEV encompassing approach argues in favor of the results from 
the breaks specification when compared with the no-breaks specification.  

 
 

APPENDIX 3.  RESTRICTIONS IMPOSED ON DYNAMICS OF GROWTH SHOCKS 
When is it appropriate to simply remove the subsample means prior to estimation?  Suppose 

that there are two types of technology shocks—unit-root shocks to the level of technology, and 
shocks to the growth rate of technology.  In the moving average representation: 
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tμ  incorporates the time-varying constant term in the productivity equation; 1t t tg μ μ −≡ −  
captures the transition dynamics associated with such changes.  Removing subsample means (to 
estimate t tp μΔ − ) still leaves the dynamics associated with gt.  As Faust and Leeper (1997) and 
Blanchard and Quah (1989) show, with the following conditions on the matrix C(L), the system 
has a composite aggregate supply shock (a linear function of the two underlying supply shocks): 
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 If Dij(L)=Dij, all i,j, then the supply shock captures contemporaneous shocks alone: 

 11 12 11 12

21 22 23

( ) ( )
( ) ( )

Z
t t t t

N
t t

p G L G L D D g
n G L G L D
μ ε

ε
Δ − ⎡ ⎤+⎡ ⎤ ⎡ ⎤

= ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎣ ⎦⎣ ⎦ ⎣ ⎦

 (2) 

Up to a scalar, the two sources of supply shocks must have the same impulse responses 
for tpΔ  or tn .  Theory suggests that the sign of the effect of the two growth shocks on hours 
worked might differ (e.g., Campbell, 1994, Pakko, 2002, and Edge, Laubach, and Williams, 
2007), implying that the coefficients D11 and D12  must have opposite signs.   Since it is 
                                                 

2 The F statistic is smaller than the Bai-Perron test that allows for heteroskedasticity and autocorrelation.  The 
relatively large share of the time in which the bootstrapped values yield such a large F reflects in part the constant 
terms, which are far from the initial values.  So each bootstrapped simulation builds in considerable low-frequency 
movement, helping the test explain a large F.  Setting the constants and initial values to zero substantially reduces 
the proportion of cases with large Fs.  Larry Christiano pushed me to include the F test in my encompassing results.   
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reasonable to impose that a shock to the level of technology has a positive effect on the 
level of productivity, then the transitory dynamics of a growth shock must be to push 
productivity growth down temporarily relative to its new mean.  This is not a priori implausible, 
since the mean itself captures the direct effect of the change in mean growth.  Indeed, such a path 
is consistent with the transitional dynamics associated with capital accumulation.  Thus, 
removing subsample means might lead to estimates that properly capture the response to a levels 
shock Z

tε .  In contrast, the VAR would be misspecified if there is structural change that we do 
not account for.   

In any case, one can relax the restrictions that allow for a composite technology shock if one 
assumes that the econometrician knows the break dates.  Suppose we write equation (1) as 
follows: 
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 (3) 
We can now express this in VAR form: 
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or, defining 
0

1[ ( )] ( )I B L C C L −− ≡ , we can write this as: 
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 (5) 

If we assume the break dates are known at the time they occurred, then we can estimate this 
equation.  In particular, we impose the long-run restriction and augment the SVAR with a 
dummy variable (including lags) for the break dates.   Conceptually, this corresponds to the 
approach taken to government spending dummies by Ramey and Shapiro (1998) and others.  

In real time, there is considerable uncertainty about the timing of breaks.  But agents are 
likely to have better ideas about their own permanent income prospects than an aggregate 
analyst, so they may respond to changes in trend growth before an econometrician detects the 
change in aggregate productivity data.  In addition, coefficients may capture lags that arise from 
slow learning.  

To implement this, one needs dates for the growth shocks.  As a benchmark, I used the 
estimated break dates of 1973:2 and 1997:2.  I impose a priori that the post-1973:1 experience 
was the mirror image of the post-1997:1 experience; so in the regression specification, I set gt to 
be the following: 

 
1 1973: 2
1 1997 : 2
0 otherwise

t

t
g t

− =⎧
⎪= =⎨
⎪
⎩

 

I do not show these results, since they are not noticeably different from those in the text for 
the response of hours to a shock to the level of technology: These shocks reduce hours worked 
on impact.  This result is robust to a wide range of alternative dates for the two breaks. 
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The estimates imply that shocks to the growth rate of technology raise hours worked quite 
substantially, with a peak effect about three years out.  Nevertheless, these results are at best 
suggestive (and I do not report the results), since they essentially reflect only two observations:  
First, the productivity slowdown in 1973:1 was followed by a prolonged reduction in hours 
worked; second, the productivity acceleration in the late 1990s was followed by a prolonged 
increase in hours worked.  The results are consistent with a view that growth shocks raise hours 
worked, but with two observations (and with uncertainty about the exact timing), these results 
are not dispositive.  Instead, I interpret these estimates as suggesting that the main results in the 
text are robust to allowing growth shocks to have distinct effects from the response to levels 
shocks.   
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Table A1: Encompassing Results 
 
 
 

 Data 
Generating 

Process 

% Positive (6 
quarter sum), 

No Breaks 

% Negative (6 
quarter sum), 

Using 
Estimated 

Breaks 

% with 
maximum F-

statistic > 6.83 

% 
satisfying 
(1) and (2) 

% 
satisfying 

(1), (2), and 
(3) 

  (1)  (2)  (3)  (4) (5) 
 

1.A 
 
 No Breaks, 
Bivariate 

 
97 

 
25 

 
8 

 
22 

 
2 

1.B  No Breaks, 4-
Variable 

85 28 11 21 3 

       
2.A  Breaks, 

Bivariate 
90 82 88 73 64 

2.B  Breaks, 4-
Variable 

69 77 90 50 45 

 
 
 

Rows 1.A and 1.B use synthetic data generated under the null that there are no breaks in labor 
productivity.  Rows 2.A and 2.B are generated under the null that there are labor-productivity 
breaks in 1973:2 and 1997:2, with break magnitudes estimated in the VAR equation for labor 
productivity.  For each synthetic dataset,  I (i) calculated the maximum F statistic (with 
associated dates) for two breaks; (ii) estimated the SVAR without making allowances for any 
breaks; and (iii) estimated the SVAR with the estimated break dates in the VAR.  Columns (1) 
and (2) use the average estimated response over the first six quarters for each synthetic dataset. 
For each DGP, column (1) shows the fraction for the datasets in which the response is positive 
when no breaks are allowed; column (2) shows the fraction that are negative when one uses the 
estimated break dates.  Column (3) shows the fraction of the datasets in which the F statistic for 
two breaks exceeds 6.83.  Column (4) shows the fraction of the datasets that have a positive 
response when there are no breaks allowed and have a negative response when two estimated 
breaks are used.  Column (5) shows the fraction that satisfy the restrictions in Column (4) 
(positive response when there are no breaks allowed and negative response when breaks are 
used) and have an F statistic greater than 6.83.  Sample period is 1950:2-2004:2. 
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